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Abstract

“Alternation” has been introduced into the field of the computational theory as a generaliza-

tion of nondeterministic moves of automata.

The computational powers of alternating autom-

ata have been studied extensively by a lot of researchers and it is well-known to researchers of
this field that the alternation is a very strong mechanism.

Application of this notion to formal grammars, especially context-free grammars (cfg’s),
was tried in (4) to extend the language generating powers and alternating context-free gram-
mars (acfg’s) were defined and the fundamental results were obtained.

In this paper alternating linear context-free grammars (alcfg’s), whose underlying gram-
mars are restricted to linear context-free grammars, are studied and shown to be more powerful
in the ability of the language generation than context-free grammars by the fact that for any
context-free language [ which is generated by a cfg G, there is an effective procedure to
construct an alcfg G such that L(G)=h(L(G)), where / is an e-homomorphism.
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