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Abstract. Polynomial functions over finite fields are important in computer science
and electrical engineering in that they present a mathematical representation of
arithmetic circuits. This paper establishes necessary and sufficient conditions for
polynomial functions with coefficients in a finite field and naturally restricted degrees
to be compatible with given subfields. Most importantly, this is done for the case
where the domain and codomain fields have differing cardinalities. These conditions,
which are presented for polynomial rings in one and several variables, are developed
via a universal permutation that depends only on the cardinalities of the given fields.
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1 Introduction

Let E be a finite field of characteristic p and let K and L be subfields of E. Let g : E → E be
any function on E. This paper presents conditions that characterize when the restriction of
g to the subfield K maps entirely into L, i.e. g (K) ⊆ L. When this occurs, we say that g is
K to L compatible. When we say that a polynomial f ∈ E[x] is K to L compatible, we mean
that f(α) ∈ L for all α ∈ K. It is well known that every such function g has a polynomial
representation f ∈ E[x] (c.f. Theorem 2.2). Our characterization will be expressed in terms
of conditions on the coefficients of f that can be verified in practice. We will also formulate
an answer to the multivariate case of this problem.

The questions handled by this paper are driven by the observation that arithmetic cir-
cuits, in whole or in part, can be represented by functions between finite fields of character-
istic 2 [6]. The theory of finite fields and the functions between them therefore finds broad
application in areas such as cryptography, error correction codes, and signal processing ([5],
pg. 1). Interpolating polynomials representing arithmetic circuits can be used to validate
hardware designs, but it is often the case that the fields over which these polynomials are be-
ing interpolated are too large to obtain a result. It may, however, be possible to examine the
whole circuit as multiple functions between smaller finite fields of characteristic 2, reducing
the problem of interpolating a representative polynomial to smaller, more achievable parts.
Because these fields may or may not be of the same cardinality, additional efficiency may be
gained by describing the form of polynomial functions that, when evaluated at elements of a
specific finite field, map entirely into a target field of the same characteristic. While this is
immediately applicable in the aforementioned context of characteristic 2, this paper handles
the above question for finite fields of any characteristic. This is accomplished by establishing
necessary and sufficient conditions on the coefficients of polynomials that satisfy the stated
criteria through the development of a permutation that depends only on the cardinality of
the domain field.

In Section 2 we present the terminology, definitions, and preliminary theory necessary
for the development of our results. In Section 3, we develop the aforementioned permutation
and present the main result of the paper in terms of the single-variable case. In Section
4, we discuss some properties that arise from the main result and in Section 5, we present
a matrix test for subfield compatibility. In Section 6, we present a brief argument for the
extension of all of these results to the multi-variable case.

2 Background

Where E is a field, let E[x] denote the ring of polynomials in x with coefficients in E.
Similarly, E[x1, . . . , xd] denotes the polynomial ring in d variables with coefficients in E. For
any nonzero polynomial f ∈ E[x], deg (f) denotes the degree of f . The ideal in E[x1, . . . , xd]
generated by the polynomials f1, . . . , fm is denoted by 〈f1, . . . , fm〉.

Where q is some positive integer, Fq denotes a field of cardinality q. For a prime integer
p, we will denote the algebraic closure of Z/pZ with the symbol Fp. For a field E, we will
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at times denote the set of non-zero elements (i.e. the multiplicative group) of E with the
symbol E×. For positive integers m and n, let (m,n) denote the greatest common divisor
of m and n and let [m,n] denote the least common multiple of m and n. Throughout this
paper, when we write m ≡ k(mod n) for integers m, k, and n, we mean that 0 ≤ k < n.

Let Fpn and Fpm be two finite fields of characteristic p > 0. The composite field of Fpn
and Fpm is defined to be the smallest field containing both Fpn and Fpm . Recall that for k
a positive integer, Fpk is a subfield of Fpn if and only if k divides n ([1], pg. 310-315). Note
that the above implies that for any two finite fields Fpn and Fpm , the composite field of Fpn
and Fpm is Fp[n,m] . The following definition recalls an important endomorphism on fields of
positive characteristic:

Definition 2.1. Define the endomorphism F : Fp → Fp such that for α ∈ Fp, F (α) = αp.
We call F the Frobenius endomorphism.

It is well known that when restricted to Fpn ⊂ Fp, F is an automorphism on Fpn and F n

is the identity function. Recall also that F is an endomorphism on Fp[x].
We now state an important result that follows directly from the multivariate interpolation

formula found in [2]. The interpolation formula itself will not factor into our discussions,
rather this result grants us the freedom to consider all functions defined on finite fields of
the same characteristic as polynomial functions.

Theorem 2.2. ([2], pg. 3) Let E be a finite field. Every function f : Ed → E can be
represented by a polynomial function in d variables with coefficients in E.

Remark 2.3. Let K and L be finite fields and let E be the composite field of K and L.
Consider a function g : K → L. Extend the function g to g′ : E → E by setting the image
for all elements in E\K to 0 (assuming that E\K is nonempty). By Theorem 2.2, we can
construct a polynomial f ∈ E[x] such that f(α) = g′(α) = g(α) ∈ L for all α ∈ K. Now
had we chosen to map all the elements in E\K to 1 instead of 0, we would have obtained a
different polynomial that when evaluated at elements of K gives the function g. With this,
we can see that the polynomial f representing g on E is not unique when E\K is nonempty.
In fact, it is not hard to see that there are exactly |E||E\K| ways to extend the function g to
E and therefore at least |E||E\K| polynomials in E[x] that give g when evaluated at elements
of K. This number could be very large in relatively simple cases; for example, take K = F8

and L = F4 so that E = F64. Then by the reasoning above, for any function g : F8 → F4,
there are at least 6456 distinct polynomials that when evaluated at elements of F8 give g.

Uniqueness is therefore essential to our discussion, otherwise there would be no mean-
ingful way to examine the relationships between subfield-compatible functions and the co-
efficients of polynomials representing them. We obtain this uniqueness by considering all of
the polynomial functions representing a given function g : K → L as elements in a coset of
a specific quotient ring. We may then choose a representative element of that coset which in
turn provides us with a unique polynomial that when evaluated at K gives the function g.

Definition 2.4. Let Ed be an affine d-space and let A ⊆ Ed. Define the set I(A) =
{f ∈ E[x1, . . . , xd] | f(a1, . . . , ad) = 0 for all (a1, . . . , ad) ∈ A}. Then I(A) is an ideal of
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E[x1, . . . , xd]. We will refer to this ideal as the ideal of polynomials that vanish on A or the
ideal of vanishing.

It is a widely known fact that the ideal of polynomials that vanish on a set also identifies
polynomials that are equivalent as functions on that set by shared coset membership. This is
usually taken for granted, however we prove the statement here for the benefit of the reader
and list it as a lemma for ease of future reference.

Lemma 2.5. Let E be a field, f, g ∈ E[x1, . . . , xd] and A ⊆ Ed. Then for the coset f +I(A)
in the quotient ring E[x1, . . . , xd]/I(A), g ∈ f + I(A) if and only if g(α) = f(α) for all
α ∈ A.

Proof. The polynomial g is in the coset f + I(A) if and only if g − f ∈ I(A) if and only if
g(α)− f(α) = 0 for all α ∈ A if and only if g(α) = f(α) for all α ∈ A.

The above shows that choosing a unique representative of a coset in E[x1, . . . , xd]/I(A) is
equivalent to choosing a unique polynomial representation of all functions that are equivalent
when restricted to A. As we wish to handle the multivariate case of our problem, we turn to
Gröbner bases to obtain unique representatives of polynomials that are equivalent on a set.

Definition 2.6. A Gröbner basis for an ideal I in the polynomial ring E[x1, . . . , xd] is a finite
set of generators {g1, . . . , gm} for I whose leading terms generate the ideal of all leading terms
in I.

Theorem 2.7. ([3], pg. 321-322) Fix a monomial ordering on R = E[x1, . . . , xd] and suppose
{g1, . . . , gm} is a Gröbner basis for the nonzero ideal I in R. Then

1. Every polynomial f ∈ R can be written uniquely in the form f = fI +r for some fI ∈ I
so that no nonzero term of r is divisible by the leading term of gi for any i = 1, . . . ,m.

2. The remainder r provides a unique representative for the coset of f in the quotient ring
E[x1, . . . , xd]/I.

We note here that the remainder term remains the same regardless of choice of Gröbner
basis for I. We have now collected enough information to define the unique polynomial
representative of a function on particular set.

Definition 2.8. (Minimal Representations) Let E be a field, f ∈ E[x1, . . . , xd] and
A ⊆ Ed. Let G = {g1, . . . , gm} ⊂ E[x1, . . . , xd] be a Gröbner basis for I(A), and let fr
be the unique remainder term such that f = fI(A) + fr for fI(A) ∈ I(A) and no nonzero
term of fr is divisible by any leading term of the polynomials in G. We call fr the minimal
representation of f with respect to A. If f = fr, we say that f is minimally represented.

Now we return to finite fields and give an explicit set of generators for the ideal of
vanishing with respect to a specific field.
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Theorem 2.9. ([7], pg. 35) Let q = pn. The ideal of polynomials that vanish on Fdq is

generated by the set {xq1 − x1, . . . , x
q
d − xd} in Fp[x1, . . . , xd].

For a polynomial g ∈ K[x1, . . . , xd], let LT (g) denote the leading term of g with respect to
a chosen monomial ordering. For two polynomials f1, f2 ∈ K[x1, . . . , xd], define S(f1, f2) =
M

LT (f1)
f1 − M

LT (f2)
f2 where M is the monic least common multiple of monomial terms LT (f1)

and LT (f1).

Proposition 2.10. (Buchberger’s Criterion) ([3], pg 324) Let R = E[x1, . . . , xd] and fix a
monomial ordering on R. If I = 〈g1, . . . , gm〉 is a nonzero ideal in R, then G = {g1, . . . , gm}
is a Gröbner basis for I if and only if S(gi, gj) ≡ 0 mod G for 1 ≤ i < j ≤ m.

We now state a well known result regarding the set of generators in Theorem 2.9.

Proposition 2.11. Let q = pn and G = {xq1 − x1, . . . , x
q
d − xd} ⊂ Fp[x1, . . . , xd]. Then G is

a Gröbner basis for the ideal I(Fdq).

Proof. By Theorem 2.9, the set G generates the ideal I(Fdq). For any i, j ∈ {1, . . . , d},
S(xqi −xi, x

q
j −xj) = xqj(x

q
i −xi)−x

q
i (x

q
j −xj), hence S(xqi −xi, x

q
j −xj) ≡ 0 mod G for every

i, j ∈ {1, . . . , d}. Therefore by Buchberger’s criterion, G is a Gröbner basis for I(Fdq).

3 Single Variable Case

Let Fpn and Fpm be two finite fields of characteristic p > 0. We restate here that our goal is
to present necessary and sufficient conditions on the coefficients of a polynomial f ∈ Fp[x] so
that f(Fpn) ⊆ Fpm . Note that we have chosen to examine polynomials in Fp[x] as opposed
to the polynomial ring over any particular finite field containing both Fpn and Fpm . This
provides sufficient generality for our problem; however, it will be shown in Proposition 2.3
that if f ∈ Fp[x] is Fpn to Fpm compatible and minimally represented with respect to Fpn ,
then f necessarily has coefficients in Fp[n,m] .

In the following proposition, we exhibit a method for deriving minimal representations
with respect to a particular finite field that escapes the use of the Euclidian algorithm. Note
that if f ∈ I(Fpn), then f(Fpn) ⊆ Fpm trivially and by definition we must have that fr = 0.
For this reason, it is enough to discuss the minimal representations of polynomials that do
not vanish on Fpn .

Proposition 3.1. Let f ∈ Fp[x]\I(Fpn). Then the minimal representation of f with respect
to Fpn is the nonzero polynomial fr ∈ Fp[x] such that deg (fr) < pn and f(α) = fr(α) for all
α ∈ Fpn. Furthermore, each coefficient of fr is a sum of coefficients of f .

Proof. By definition and the special case of Theorem 2.9 where d = 1, the minimal repre-
sentation of f with respect to Fpn is the polynomial fr ∈ Fp[x] such that f = c(xp

n − x) + fr
for some c ∈ Fp[x] so that no nonzero term of fr is divisible xp

n
. It is clear then that
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deg (fr) < pn and as f − fr ∈ I(Fpn), we have that f ∈ fr + I(Fpn) which implies that
f(α) = fr(α) for all α ∈ Fpn .

Furthermore, suppose that deg (f) ≥ pn. As αp
n

= α for each α ∈ Fpn , we can form a
polynomial g such that deg (g) < pn and the coefficients of g are sums of coefficients of terms
in f that have degree greater than or equal to pn and coefficients of terms in f that have degree
strictly less than pn under the assumption that xp

n
= x. By construction, deg (g) < pn and

f(α) = g(α) for all α ∈ Fpn , hence by the uniqueness of minimal representations, g = fr.

We emphasize here that the only requirement for a nonzero polynomial f ∈ Fp[x] to
be minimally represented with respect to Fpn is that it has degree strictly less than pn.
Due to the fact that the minimal representation of a function defined on Fpn is essentially
the polynomial of minimal degree representing that function, our problem may be reduced
entirely to the consideration of minimally represented polynomials. We now prove the claim
made at the beginning of this section regarding the coefficients of Fpn to Fpm compatible
polynomials that are minimally represented with respect to Fpn .

Proposition 3.2. If f ∈ Fp[x] is an Fpn to Fpm compatible polynomial that is minimally
represented with respect to Fpn, then f has coefficients in Fp[n,m].

Proof. Define the function g : Fpn → Fpm by α 7→ f(α) for all α ∈ Fpn . Extend g to
g′ : Fp[n,m] → Fp[n,m] by β 7→ g(β) if β ∈ Fpn and β 7→ 0 otherwise. By Theorem 2.2, there
exists a polynomial h ∈ Fp[n,m] [x] so that h(β) = g′(β) = g(β) = f(β) for all β ∈ Fpn . Let hr
be the minimal representation of h with respect to Fpn . By Proposition 3.1, each coefficient
of hr is a sum of coefficients of h, so it follows that hr has coefficients in Fp[n,m] . By the
uniqueness of minimal representations, hr = f , hence f has coefficients in Fp[n,m] .

Now we present an important function based on the Frobenius endomorphism. We
will later show that this function gives rigid structure to minimally represented subfield-
compatible polynomials over finite fields.

Definition 3.3. (The Frobenius Permutation) Let β be a generator for the multiplica-
tive group of Fpn . Define the function ϕ : {0, . . . , pn − 1} → {0, . . . , pn − 1} so that for
i ∈ {1, . . . , pn − 1}, F (βi) = βϕ(i) where ϕ(i) ∈ {1, . . . , pn − 1} and ϕ(0) = 0.

The following proposition shows that the above function is a permutation and gives some
of its other properties. We will refer to ϕ as the Frobenius permutation of order n in later
discussions and we will at times write ϕn to distinguish that the order of ϕ is n. Note that
the proposition below shows that ϕ does not depend on the choice of the generator β for
F×pn . The permutation ϕ does depend on the characteristic p, therefore the characteristic will
be made known when it is not clear from context.

Proposition 3.4. Let ϕ be as defined above. Then ϕ is a permutation of order n on the
set {0, . . . , pn − 1} (i.e. ϕn = ε). Furthermore, for i ∈ {0, . . . , pn − 1}, ϕ(i) = q + r where
pi = pnq + r, 0 ≤ r < pn.
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Proof. Let i, j ∈ {1, . . . , pn − 1} and suppose that ϕ(i) = ϕ(j). Then βϕ(i) = βϕ(j) and
F (βi) = F (βj). As F is an automorphism on Fpn and therefore injection on Fpn , βi = βj.
As βk is unique for k ∈ {1, . . . , pn−1}, i = j, hence ϕ injects into the set {1, . . . , pn−1}. As
the set {1, . . . , pn − 1} is finite, ϕ is a bijection and hence a permutation on {1, . . . , pn − 1}.

Now let i ∈ {1, . . . , pn − 1} and note that F k(βi) = βϕ
k(i) for all k. Since F n(βi) = βi,

we have that ϕn(i) = i. As F k(β) 6= β for any k = 1, . . . , n− 1, it follows that the order of
ϕ is n on {1, . . . , pn − 1}. ϕ(0) = 0 by definition, so 0 is a fixed point of ϕ. Because we can
adjoin any arbitrary fixed point to a permutation and it remains a permutation of the same
order, it follows that ϕ is a permutation of order n on the set {0, . . . , pn − 1}.

Let i ∈ {1, . . . , pn − 1} and assume that pi = pnq + r with 0 ≤ r < pn. As i ∈
{1, . . . , pn − 1}, clearly q + r > 0. We claim that q ≤ p − 1. Otherwise, q ≥ p and
pi = pnq + r ≥ pnp which implies that p(i− pn) ≥ 0, contradicting i ∈ {0, . . . , pn − 1}. We
also claim that r ≤ pn − p. As pi = pnq + r, we see that r ≡ 0(mod p). This implies that
p divides r and consequently that r = pm for some nonnegative integer m. If m ≥ pn−1,
then r ≥ pn which contradicts 0 ≤ r < pn. Conclude that m ≤ pn−1 − 1 and hence
r ≤ pn − p. Consequently, for any i ∈ {1, . . . , pn − 1} where pi = pnq + r and 0 ≤ r < pn,
we have that 0 < q + r ≤ p − 1 + pn − p = pn − 1, so q + r ∈ {1, . . . , pn − 1}. By
definition, βϕ(i) = F (βi) = βpi = βp

nq+r = βp
nqβr = βqβr = βq+r. As βk is distinct for

k ∈ {1, . . . , pn − 1}, βϕ(i) = βq+r implies that ϕ(i) = q + r. Since p0 = pn0 + 0 = ϕ(0),
conclude that for all i ∈ {0, . . . , pn − 1}, ϕ(i) = q + r where pi = pnq + r, 0 ≤ r < pn.

Remark 3.5. It should be noted here that the Frobenius permutation is a permutation
defined on the set of indices of coefficients ai corresponding to terms aix

i of degree strictly
less than pn. This is also to say that the Frobenius permutation is defined on the indices of
the coefficients of any polynomial that is minimally represented with respect to Fpn .

The following proposition shows that the Frobenius permutation can be applied not only
to powers of a generator of F×pn but to powers of any element of Fpn as well.

Proposition 3.6. Let i ∈ {0, . . . , pn − 1}. Then for all α ∈ Fpn, F (αi) = αϕ(i) where ϕ is
the Frobenius permutation of order n.

Proof. For all α ∈ Fpn , αp
n

= α. If pi = pnq + r with 0 ≤ r < pn, then F (αi) = (αi)p =
αpi = αp

nq+r = αq+r = αϕ(i).

Next, we show that the Frobenius permutation of order n can be applied to obtain the
minimal representation (with respect to Fpn) of F k(f) when f is any minimally represented
polynomial in Fp[x].

Proposition 3.7. Let f ∈ Fp[x] be minimally represented with respect to Fpn (i.e. deg(f) <

pn). If f =

pn−1∑
i=0

aix
i, then for all nonnegative integers k, the minimal representation of

the kth power of the Frobenius endomorphism applied to f
(
i.e. F k(f)r

)
is given by the

polynomial

pn−1∑
i=0

ap
k

i x
ϕk(i) where ϕ is the Frobenius permutation of order n.
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Proof. We proceed by induction on k. For k = 0, f is minimally represented and there is
nothing to show. Assume that the statement is true for k ≥ 0. As ϕ is a permutation on

the set {0, . . . , pn − 1}, the degree of

pn−1∑
i=0

ap
k+1

i xϕ
k+1(i) is strictly less than pn, so by Propo-

sition 3.1 it is sufficient to show function equality on Fpn . By our inductive hypothesis,

F k(f)r =

pn−1∑
i=0

ap
k

i x
ϕk(i), which is also to say that F k(f)r(α) = F k(f)(α) =

pn−1∑
i=0

ap
k

i α
ϕk(i) for

all α ∈ Fpn . Thus for all α ∈ Fpn :

F k+1(f)(α) = F (F k(f)(α))

= F

(
pn−1∑
i=0

ap
k

i α
ϕk(i)

)

=

pn−1∑
i=0

F (ap
k

i α
ϕk(i))

=

pn−1∑
i=0

(ap
k

i )pαϕ(ϕk(i))

=

pn−1∑
i=0

ap
k+1

i αϕ
k+1(i)

Therefore F k+1(f)r =

pn−1∑
i=0

ap
k+1

i xϕ
k+1(i) and the statement is true for all nonnegative integers.

We now collect the preceding arguments to provide the main result. In summary, the
following theorem shows that given any two finite fields Fpn and Fpm , the minimally repre-
sented polynomials that map from Fpn to Fpm have a very specific form in terms of their
coefficients. This form depends essentially on the Frobenius permutation of order n.

Theorem 3.8. Let Fpn and Fpm be two finite fields. Let f ∈ Fp[x] be minimally represented

with respect to Fpn, f =

pn−1∑
i=0

aix
i. Then f (Fpn) ⊆ Fpm if and only if ap

m

i = aϕk(i) for each

i ∈ {0, . . . , pn − 1} where ϕ is the Frobenius permutation of order n and m ≡ k(mod n).

Proof. It is clear that f (Fpn) ⊆ Fpm if and only if the image of f evaluated at every element
of Fpn is fixed by the mth power of the Frobenius endomorphism, which is to say that
Fm (f(α)) = Fm (f) (α) = f(α) for all α ∈ Fpn . Since the minimal representation of Fm (f)
with respect to Fpn and Fm (f) are equivalent as functions when evaluated at elements of
Fpn , Fm (f) (α) = f(α) for all α ∈ Fpn if and only if Fm(f)r(α) = f(α) for all α ∈ Fpn ,
and the preceding is true if and only if Fm(f)r ∈ f + I(Fpn) by Lemma 2.5. As we
took f to be minimally represented and minimal representations are unique, we have that
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Fm(f)r = f ∈ Fp[x]. As Fm(f)r =

pn−1∑
i=0

ap
m

i xϕ
m(i) (by Proposition 3.7) and f =

pn−1∑
i=0

aix
i,

it follows that ap
m

i xϕ
m(i) = aϕm(i)x

ϕm(i) for each i ∈ {0, . . . , pn − 1} which in turn implies

that ap
m

i = aϕm(i) for each i ∈ {0, . . . , pn − 1}. Since the order of ϕ is n and m ≡ k(mod n),
ϕm(i) = ϕk(i) for each i and the result follows.

4 Consequences of the Main Result

We will now examine the Frobenius permutation in order to deduce some of the properties
that it imposes on subfield-compatible polynomials. For a group G and an element a of G, let
|a| denote the order of a. For a positive integer l, let Sl denote the group of all permutations
on the set {1, . . . , l}. The following facts and terminology related to the permutation group
Sl can be found in [8]. If σ ∈ Sl and i ∈ {1, . . . , l}, then σ fixes i if σ(i) = i, and σ moves
i if σ(i) 6= i. Let i1, i2, . . . , ir be distinct integers in {1, . . . , l}. If σ ∈ Sl fixes all the other
integers (if any) and if σ(i1) = i2, σ(i2) = i3, . . . , σ(ir−1) = ir, σ(ir) = i1, then we say σ is
a cycle and that it has (or is of) length r. Two permutations σ, µ ∈ Sl are called disjoint if
every i moved by one is fixed by the other. Note that if σ and µ are disjoint, σµ = µσ, that
is, the multiplication (composition) of disjoint permutations commutes. This is also to say
that for disjoint permutations σ1, σ2, . . . , σq, (σ1σ2 · · ·σq)k = σk1σ

k
2 · · · σkq for any integer k.

For now we will examine the Frobenius permutation ϕn as an element of Spn−1, that is,
we will ignore that ϕn is defined on {0, . . . , pn − 1} and consider it only as it acts on the set
{1, . . . , pn− 1}. This is reasonable as 0 is always a fixed point of ϕn and does not factor into
its behavior under the group operation of function composition. It is also the case that pn−1
is always a fixed point of ϕn, however we choose to retain its consideration for convenience.

Proposition 4.1. ([8], pg. 113) Every permutation σ ∈ Sl is either a cycle or the product
of disjoint cycles.

Definition 4.2. A complete factorization of a permutation σ is a factorization of σ into
disjoint cycles that contains a cycle of length one for every i fixed by σ.

Theorem 4.3. ([8], pg. 114-115) Let σ ∈ Sl and let σ = τ1 · · · τq be a complete factorization
into disjoint cycles. This factorization is unique up to the order in which the cycles occur.

Proposition 4.4. ([4], pg. 48-49) For any σ ∈ Sl, the order of σ is the least common
multiple of the lengths of the disjoint cycles in the complete factorization of σ.

Note that since the length and order of a cycle are equal, we will use these terms inter-
changeably when acceptable.

Definition 4.5. A permutation µ ∈ Sl is a regular permutation if µ is the product of disjoint
cycles of equal length.
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Proposition 4.6. ([3], 57) Let G be a group and let a ∈ G, j ∈ Z+. If |a| = k < ∞, then
|aj| = k

(j,k)
.

Proposition 4.7. Let σ ∈ Sl be a cycle of length n > 1. Then for each positive integer k,
σk is either a cycle of length n or a regular permutation that is the product of disjoint cycles
of length n

(k,n)
.

Proof. Let k be any positive integer. Suppose that σk is a nontrivial cycle of length r > 1.
Let A be the set of elements i1, . . . , in moved by σ so that σ(ij) = ij+1 and σ(in) = i1. Let
B denote the set of elements moved by σk. If σ(i) = i, then σk(i) = i, so by contraposition,
B ⊆ A. If B is a proper subset of A, then there exists some ij in A such that σk(ij) = ij. But
then since σ(ij) = ij+1, we have that σk(ij) = σk−1(ij+1) = ij, hence σk(ij+1) = ij+1. This
implies that B = ∅, which is false by the hypothesis that σk is a nontrivial cycle. Conclude
that B = A and that r = n.

Suppose now that σk = τ1τ2 · · · τq for disjoint cycles τ1, τ2, . . . , τq. Suppose that ij is
an element moved by σk such that ij is moved by a disjoint cycle τj and |τj| = r. As
|σk| = n

(k,n)
, r must divide n

(k,n)
(by Propsition 4.4), therefore r ≤ n

(k,n)
. If r < n

(k,n)
, then

kr < k n
(k,n)

= [k, n]. Since kr is a multiple of k and kr < [k, n], we see that kr is not

a multiple of n. But then (σk)r(ij) = σkr(ij) = ij and as before, if σkr fixes one element
moved by σ, it must fix all, and since n is the order of σ, n must divide kr, a contradiction.
Conclude that r = n

(k,n)
. Since our choice of τj was arbitrary, it follows that σk is a regular

permutation that is the product of disjoint cycles of length n
(k,n)

.

Proposition 4.8. Let σ ∈ Sl where |σ| = n. Assume that the complete factorization of
σ contains a disjoint cycle of length n. Then for every positive integer k, the complete
factorization of the permutation σk contains a cycle of length n

(k,n)
.

Proof. Suppose that the complete factorization of σ is given by σ = τ1 · · · τq for disjoint cycles
τ1, . . . , τq. Suppose that one of those cycles, say τs, has length n. Note that σk = τ k1 · · · τ kq .
By Proposition 4.7, τ ks is either a cycle of length n or τ ks is a regular permutation that is
the product of cycles of length n

(k,n)
. If τ ks is a cycle of length n, then |τ ks | = n

(k,n)
= n, i.e.

(k, n) = 1. It follows then that in either case, the complete factorization of σk = τ k1 · · · τ kq =
µ1 · · ·µm for disjoint cycles µ1, . . . , µm contains at least one cycle µi of length n

(k,n)
.

Proposition 4.9. For every positive integer k dividing n, there is a cycle of length k in the
complete factorization of ϕn, the Frobenius permutation of order n.

Proof. Let k be some positive integer dividing n and let β be a generator for F×pn . As k
divides n, Fpk is a subfield of Fpn . This implies that there exists some element α = βj ∈ F×pn ,
j ∈ {1, . . . , pn − 1}, such that α is a generator for F×

pk
. Thus F k(α) = α and F l(α) 6= α for

any l = 1, . . . , k− 1. This is also to say that F k(βj) = βϕ
k
n(j) = βj and F l(βj) = βϕ

l
n(j) 6= βj

for any l = 1, . . . , k − 1, hence ϕkn(j) = j and ϕln(j) 6= j for any l = 1, . . . , k − 1. It follows
then that j is moved by some cycle in the complete factorization of ϕn which has order k,
hence for every k dividing n, there is a cycle of length k in the complete factorization of
ϕn.
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By Proposition 3.2, the set of available coefficients for minimally represented Fpn to Fpm
compatible polynomials is a subset of the composite field Fp[n,m] . Because the form of such
polynomials is restricted by the Frobenius permutation, it would be a reasonable intuition
that the reverse inclusion might not hold; however, the following theorem shows that this is
not the case. That is, we show that the set of available coefficients for minimally represented
Fpn to Fpm compatible polynomials is the entire field Fp[n,m] .

Theorem 4.10. If α ∈ Fp[n,m] then α is a coefficient in a minimally represented Fpn to Fpm
compatible polynomial.

Proof. Choose any element α ∈ Fp[n,m] and suppose also that m ≡ k(mod n). By Proposition
4.9, the complete factorization of ϕn ∈ Spn−1 contains a disjoint cycle of length n, and by
Proposition 4.8, the complete factorization of ϕkn contains a disjoint cycle of length l = n

(n,k)
.

Choose some j ∈ {1, . . . , pn − 1} such that j is moved by a cycle of length l in the complete
factorization of ϕkn.

Construct the polynomial f = αxj + αp
m
xϕ

k
n(j) + αp

2m
xϕ

2k
n (j) + · · · + αp

(l−1)m
xϕ

(l−1)k
n (j).

Note that since m ≡ k(mod n), (n, k) = (n,m), hence l = n
(n,m)

. It follows then that

(αp
(l−1)m

)p
m

= αp
lm

= αp
[n,m]

= α by α ∈ Fp[n,m] . Also note that (ϕ
(l−1)k
n )k(j) = ϕlkn (j) = j.

As ϕkn permutes the set {1, . . . , pn − 1}, deg (f) < pn, so applying Theorem 3.8, we have
that f (Fpn) ⊆ Fpm .

The construction of the arbitrary polynomial in the proof of Theorem 4.10 motivates
the following definition.

Definition 4.11. Let E be a field. A cycle polynomial is a polynomial f ∈ E[x] such that
there exists a cycle σ of length r, a term aix

i in f , and a positive integer k such that ak
r

i = ai
so that we can write:

f = aix
i + aki x

σ(i) + ak
2

i x
σ2(i) + · · ·+ ak

r−1

i xσ
r−1(i)

In the above case, we say that f is a cycle polynomial corresponding to σ and that aix
i is a

generating term for f .

For a permutation σ ∈ Sl and i ∈ {1, . . . , l}, let the notation Oσ(i) denote the orbit of i
under the action of σ, i.e. Oσ(i) = {σk(i)|k ∈ Z+}. If σ is a permutation on the set A, the
relation i ∼ j for i, j ∈ A if and only if j ∈ Oσ(i) is an equivalence relation and therefore
partitions the set A. Consequently, if σ factors completely into disjoint cycles τ1, . . . , τq, we
have that is ∼ j if and only if σk(is) = τ ks (is) = j for some k ∈ Z+, where τs is the cycle
moving (or fixing) is. This allows us to identify each orbit partitioning A as the collection
of elements moved (or fixed) by the same cycle in the complete factorization of σ.

The following theorem shows that every minimally represented Fpn to Fpm compatible
polynomial can be decomposed into a sum of cycle polynomials. For a polynomial f , f(Fpn) ⊂
Fpm implies that f(0) = a0 ∈ Fpm . For this reason, it is enough to show that all minimally
represented Fpn to Fpm compatible polynomials without constant terms can be decomposed
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into a sum of cycle polynomials. The result then naturally extends to polynomials with
constant terms.

Theorem 4.12. Let Fpn and Fpm be finite fields and assume that m ≡ k(mod n). Every
minimally represented Fpn to Fpm compatible polynomial f such that f(0) = 0 is a sum
of cycle polynomials corresponding to the disjoint cycles in the complete factorization of
ϕkn ∈ Spn−1. Furthermore, each of the cycle polynomials that sum to f are independent of
choice of generating term and a cycle polynomial corresponding to a cycle τ of length l in
the complete factorization of ϕkn has coefficients in Fplm ⊆ Fp[n,m].

Proof. Let f =

pn−1∑
i=1

aix
i be any minimally represented polynomial that is Fpn to Fpm com-

patible and vanishes at 0. Suppose that the complete factorization of ϕkn in Spn−1 is given
by ϕkn = τ1 · · · τq for disjoint cycles τ1, . . . , τq. Choose elements i1, . . . , iq so that is is moved
(or fixed if is is fixed by ϕkn) by τs for s = 1, . . . , q. It follows that {Oϕk

n
(is)}qs=1 is a partition

of {1, . . . , pn − 1} and we may write:

f =

pn−1∑
i=1

aix
i =

∑
i∈O

ϕk
n

(i1)

aix
i + · · ·+

∑
i∈O

ϕk
n

(iq)

aix
i

Fix s ∈ {1, . . . , q}, let ls be the length of τs, and consider the sum
∑

i∈O
ϕk
n

(is)

aix
i. If

j ∈ Oϕk
n
(is), then j = ϕakn (is) for a unique a ∈ {0, . . . , ls − 1}. By Theorem 3.8 and

recursion, we have that ap
am

is
xϕ

ak
n (is) = ajx

j for a unique a ∈ {0, . . . , ls − 1}. Define gis =

aisx
is +ap

m

is
xϕn(is) + · · ·+ap

(ls−1)m

is
xϕ

(ls−1)k
n (is) =

ls−1∑
j=0

ap
jm

is
xϕ

jk
n (is). Thus gis is a cycle polynomial

corresponding to τs with aisx
is as a generating term. Since for each j ∈ Oϕk

n
(is) we have

that ajx
j = ap

am

is
xϕ

ak
n (is) for a unique a ∈ {0, . . . , ls − 1}, we can write:

∑
i∈O

ϕk
n

(is)

aix
i =

ls−1∑
j=0

ap
jm

is
xϕ

jk
n (is) = gis

Next, constructing gis in the same manner for each s ∈ {1, . . . , q}, we can rewrite f :

f =

pn−1∑
i=1

aix
i

=
∑

i∈O
ϕk
n

(i1)

aix
i + · · ·+

∑
i∈O

ϕk
n

(iq)

aix
i

=

l1−1∑
j=0

ap
jm

i1
xϕ

jk
n (i1) + · · ·+

lq−1∑
j=0

ap
jm

iq
xϕ

jk
n (iq)

= gi1 + · · ·+ giq
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Therefore f is a sum of cycle polynomials corresponding to the disjoint cycles in the
complete factorization of ϕkn. If j is another element moved by τs moving is, then Oϕk

n
(is) =

Oϕk
n
(j). If gj is constructed in the same manner as gis , it is clear that gj = gis , hence the

cycle polynomials summing to f are independent of choice of generating term.
Finally, let τs be a cycle of length ls in the complete factorization of ϕkn and consider

gis =
ls−1∑
j=0

ap
jm

is
xϕ

jk
n (is) as before. We must have that ap

lsm

is
= ais , so ais ∈ Fplsm and therefore

all of the coefficients of gis are in Fplsm . As ls divides |ϕkn| = n
(k,n)

= n
(m,n)

, we have that lsm

divides n
(m,n)

m = [n,m], so Fplsm ⊆ Fp[n,m] .

Corollary 4.13. Every minimally represented Fpn to Fpn compatible polynomial f is the
sum of the function value f(0) and cycle polynomials corresponding to the disjoint cycles in
the complete factorization of ϕkn ∈ Spn−1.

Proof. We see that f − f(0) vanishes at 0, so by Theorem 4.12, f − f(0) = g1 + · · ·+ gq for
cycle polynomials gi.

Definition 4.14. The sum f(0) + g1 + · · ·+ gq is called a cycle polynomial decomposition of
f .

It should be noted that if f has the cycle polynomial decomposition f = f(0)+g1+· · ·+gq,
then each of the cycle polynomials gi are independently Fpn to Fpm compatible. In fact, cycle
polynomials corresponding to cycles of ϕkn can be seen as the “smallest” Fpn to Fpm compatible
polynomials in that they cannot be decomposed further into smaller Fpn to Fpm compatible
polynomials.

Theorem 4.15. Cycle polynomial decompositions are unique.

Proof. Every distinct function g : Fpn → Fpm has a distinct minimally represented polyno-
mial f ∈ Fp[x] such that f(α) = g(α) for all α ∈ Fpn , and every minimally represented Fpn
to Fpm compatible polynomial f has a cycle polynomial decomposition. It is enough then to
show that the number of distinct cycle polynomial decompositions is equal to the number of
distinct functions from Fpn to Fpm .

Let τ1, . . . , τq be the disjoint cycles in the complete factorization of ϕkn ∈ Spn−1. Choose
τs of length ls and choose some is moved by τs. Let α, β ∈ Fplsm . If α 6= β then αxis 6= βxis

and it is clear that the cycle polynomials corresponding to τs generated by αxis and βxis are
distinct. It follows that there are plsm distinct cycle polynomials corresponding to τs.

Let N be the number of distinct cycle polynomial decompositions for Fpn to Fpm com-
patible polynomials. As there are pm choices for f(0), and plsm choices for each gs corre-
sponding to τs (where ls is the length of each cycle τs), we see that N = pm · pl1m · · · plqm =
pm · pl1m+···+lqm = pm · p(m

∑q
s=1 ls) = pm · (pm)

∑q
s=1 ls . Since the lengths of the cycles τ1, . . . , τq

must sum to pn − 1, we have that N = pm · (pm)p
n−1 = (pm)p

n
, which is the number of

distinct functions mapping Fpn to Fpm (see [1], pg. 15).
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We now provide two additional corollaries to Theorem 4.12 that may prove useful in
interpolation scenarios.

Corollary 4.16. Suppose that m ≡ k(mod n) and the complete factorization of ϕkn in Spn−1

is ϕkn = τ1 · · · τq. Choose any elements i1, . . . , iq ∈ {0, . . . , pn − 1} such that each is is moved
by a distinct disjoint cycle τs. Then in order to know the minimally represented polynomial
f representing a function h : Fpn → Fpm, it is enough to know the terms aisx

is of f for each
s = 1, . . . , q and h(0).

Proof. This follows immediately from the algorithm for constructing each cycle polynomial

gis =
ls−1∑
j=0

ap
jm

is
xϕ

jk
n (is) (where ls is the length of each τs) in the proof of Theorem 4.12 so that

f = h(0) + gi1 + · · ·+ giq .

Corollary 4.17. For m ≡ k(mod n), let ϕkn = τ1 · · · τq be the complete factorization of ϕkn
into disjoint cycles τ1, . . . , τq. Choose a representative element is moved or fixed by each
τs ∈ {τ1, . . . , τq}. Then the set of possible degrees for any nonzero minimally represented Fpn
to Fpm compatible polynomial is given by {0} ∪ {max[Oϕk

n
(is)]}qs=1.

Proof. Let f be a minimally represented polynomial that is Fpn to Fpm compatible. By
Corollary 4.13, we may write f = f(0)+gi1 + · · ·+giq where each gis is the cycle polynomial
corresponding to the disjoint cycle τs moving is with generating term aisx

is . Note that gis is
nonzero if and only if aisx

is is nonzero. Assume that aisx
is is nonzero. By construction, the

degrees of terms in gis correspond to elements in Oϕk
n
(is), hence deg (gis) = max[Oϕk

n
(is)].

If aisx
is = 0, then gis = 0. It follows then that for any minimally represented polynomial f

that is Fpn to Fpm compatible, the degree of f = f(0) + gi1 + · · ·+ giq is determined by the
degree of gis where gis is the largest degree cycle polynomial summing to f . It follows then
that the possible degrees for any minimally represented Fpn to Fpm compatible polynomial
are given by {0} ∪ {max[Oϕk

n
(is)]}qs=1.

Note that the set {max[Oϕk
n
(is)]}qs=1 is equivalent to the set of the largest integers moved

by each disjoint cycle τs, s = 1, . . . , q. Consequently, to see the possible nonzero degrees of
any minimally represented Fpn to Fpm compatible polynomial, it is enough to write ϕkn in its
complete factorization and choose the largest integer moved by each cycle. For instance, the
permutation (in characteristic 2) ϕ3

4 = (1, 8, 4, 2)(3, 9, 12, 6)(5, 10)(7, 11, 13, 14)(15) in S15. It
follows from Corollary 4.17 that all minimally represented polynomials that are F16 to F2k

compatible where k ≡ 3(mod 4) are of degree 0, 8, 10, 12, 14, or 15.
We close this section with an example illustrating Theorem 4.12 with a minimally rep-

resented polynomial known to be F8 to F4 compatible. The polynomial in this example was
taken from some preliminary work on a method of interpolating polynomials representing
circuits using Gröbner bases. For more on this topic, see [5].

Example 4.18. Let α be a root of the irreducible polynomial x6 + x + 1 ∈ F2[x] so that
F26
∼= {a0 + a1α + . . .+ a5α

5|ai ∈ F2}. Consider the following polynomial:

f(x) = (α2+α)x6+(α4+α3+α)x5+(α2+α)x4+(α4+α3+α2)x3+(α4+α3+α2)x2+(α4+α3+α)x



RHIT Undergrad. Math. J., Vol. 14, no. 2 Page 129

As a function, we have that f : F26 → F26 and f (F23) ⊆ F22 . Noting that f is minimally
represented, Theorem 3.8 applies. This implies that for each term aix

i in f , we must have
that a4

i = aϕ2
3(i). The applicable Frobenius permutation is ϕ2

3 = (1, 4, 2)(3, 5, 6)(7). We see

that we may rewrite f according to the complete factorization of ϕ2
3:

f(x) = 0x0︸︷︷︸
f(0)

+ (α4 + α3 + α)x+ (α2 + α)x4 + (α4 + α3 + α2)x2︸ ︷︷ ︸
(1,4,2)

+ (α4 + α3 + α2)x3 + (α4 + α3 + α)x5 + (α2 + α)x6︸ ︷︷ ︸
(3,5,6)

+ 0x7︸︷︷︸
(7)

f(x) =
2∑
i=0

(α4 + α3 + α)22ix(ϕ2
3)i(1) +

2∑
i=0

(α4 + α3 + α2)22ix(ϕ2
3)i(3)

5 Matrix Test for Subfield Compatibility

In this section, we present a test that is simpler than image by image verification of a
minimally represented polynomial’s subfield compatibility. Note that we are now considering
ϕn as it is defined on {0, . . . , pn − 1}. For this reason, we will index the rows and columns
of an n× n matrix from 0 to n− 1 as opposed to the usual 1 to n.

Definition 5.1. Let B = {0, . . . , n−1} and let σ be a permutation on the set B. For i ∈ B,
let ei be the n-entry column vector with a 1 in the ith row and 0 elsewhere. Let eσ(i) = ej
where σ(i) = j. The permutation matrix representing σ is defined to be the n× n matrix

Mσ =
[
eσ(0) eσ(1) · · · eσ(n−1)

]
Defined as such, the permutation matrices for permutations σ and λ on B = {b1, . . . , bn}

have the following well known properties which we state here without proof:

1. When applied to the ordered vector [0, 1, . . . , n− 1]T ,

Mσ ·


0
1
...

n− 1

 =


σ(0)
σ(1)

...
σ(n− 1)


2. The permutation matrix Mλ◦σ for the permutation λ◦σ is given by the product MλMσ

under the normal operation of matrix multiplication. In particular, the permutation
matrix for the permutation σk is given by Mk

σ , the kth power under matrix multiplica-
tion of Mσ.

3. Let A = {a0, . . . , an−1} and suppose that µ is a permutation on A such that µ(ai) =
aσ(i) for i = 0, . . . , n − 1. Then if Nµ is the permutation matrix for µ, Nµ = Mσ. In
other words, permutation matrices act on set vectors equivalently so that in the above
case,
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Mσ ·


a0

a1
...

an−1

 =


µ(a0)
µ(a1)

...
µ(an−1)


Definition 5.2. Fix a characteristic p > 0. Mϕn denotes the pn × pn permutation matrix
representing the Frobenius permutation of order n in characteristic p.

We now present a natural analog of Theorem 3.8.

Proposition 5.3. Let Fpn and Fpm be two finite fields where m ≡ k(mod n). Let f ∈ Fp[x]

be minimally represented with respect to Fpn, f =

pn−1∑
i=0

aix
i. Then f (Fpn) ⊆ Fpm if and only

if the following vector equation is satisfied:
ap

m

0

ap
m

1
...

ap
m

pn−1

− (Mϕn)k ·


a0

a1
...

apn−1

 = 0̂

Proof. The above equation is simply a restatement in terms of vectors of the necessary and
sufficient condition in Theorem 3.8 that ap

m

i = aϕk
n(i) for i = 0, 1, . . . , pn − 1.

For sufficiently small fields Fpn , conducting the above test is reasonable, and in fact quite
simple due to the ease of construction of the matrix Mϕn . To construct the matrix Mϕn ,
start at the top left corner of an empty pn × pn matrix and enter a 1. Move p columns to
the right on the next row and enter another 1. Repeat this process until there are 0 ≤ k < p
columns to the right of the last 1. Then advance to the row below and place a 1 in the
(p− k)th column. Continue in this manner until the process terminates in the last entry of
the matrix. Fill in the remaining entries of the matrix with 0’s. Note that there will be one
and only one 1 in each row and column of the matrix. This completes the construction of
Mϕn . Examples are provided below.

Example 5.4. The matrix for the Frobenius permutation (in characteristic 2) of order 3:

Mϕ3 =



1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


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Note that this matrix would be used to test whether or not a minimally represented
polynomial in F2[x] maps from F8 into F2. The matrix M2

ϕ3
would be used to test if a

minimally represented polynomial maps from F8 into F4, and the same matrix would be
used to test whether a polynomial maps from F8 into F32 (as 5 ≡ 2 (mod 3)).

Example 5.5. The matrix for the Frobenius permutation (in characteristic 3) of order 2:

Mϕ2 =



1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1



Note that this matrix would be used to test whether or not a minimally represented
polynomial in F3[x] maps from F9 into F3 (or into F3k where k is any odd positive integer).

6 Multi-Variable Case

We now provide an abridged extension of all of the preceding results to the multi-variable
case. In the interest of clarity, we will restate the original problem in this new context.
Let E be a finite field of characteristic p and let K and L be subfields of E. Let f be a
function that maps Ed into E. We now wish to present conditions that characterize when
the restriction of f : Ed → E to the subspace Kd maps entirely into L, i.e. f

(
Kd
)
⊆ L.

Let E now be any field and E[x1, . . . , xd] the polynomial ring in d variables over E.
Throughout this section, when considering polynomials in the ring E[x1, . . . , xd], we will use
the lexicographic monomial ordering x1 > x2 > . . . > xd. For a term bxi11 x

i2
2 · · ·x

id
d with

each ij ∈ Z≥0, the multi-degree of that term is the d-tuple (i1, i2, . . . , id). For a polynomial
f ∈ E[x1, . . . , xd], the multi-degree of f is the multi-degree of the term of highest order
according to the fixed monomial ordering. Let α ∈ A ⊂ Zd≥0. If α = (i1, i2, . . . , id), then

xα = xi11 x
i2
2 · · ·x

id
d . When we write aαx

α, we mean the term aαx
i1
1 x

i2
2 · · ·x

id
d where aα ∈ E is

the coefficient of the term of multi-degree α.
We begin by describing minimal representations in this new context, and note that again

it is enough to consider polynomials that do not vanish on Fdpn .

Proposition 6.1. Let f ∈ Fp[x1, . . . , xd]\I(Fdpn). Then the minimal representation of f

with respect to Fdpn is the polynomial fr ∈ Fp[x1, . . . , xd] such that the multi-degree of f is
α = (i1, . . . , id) and each ij < pn, and f(β) = fr(β) for all β ∈ Fdpn. Furthermore, each
coefficient of fr is a sum of coefficients of f .
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Proof. Recall that by definition, the minimal representation of f with respect to Fdpn is the

polynomial fr such that f = c1(xp
n

1 − x1) + · · · + cd(x
pn

d − xd) + fr and no nonzero term of
fr is divisible by xp

n

i for any i = 1, . . . , d. The rest of the proof is straightforward, and the
second part is similar to the single-variable case.

We now extend Frobenius permutation to handle the d-variable case.

Definition 6.2. Let H = {0, . . . , pn − 1}. Define the function Φn,d : Hd → Hd so that for
α = (i1, . . . , id) ∈ Hd, α 7→ (ϕn(i1), . . . , ϕn(id)) where ϕn is the Frobenius permutation of
order n.

Proposition 6.3. Φn,d is a permutation of order n on the finite set Hd.

Proof. As ϕn permutes the set H, it is straightforward to show that Φn,d is an injection and
therefore a bijection. It is also immediate that the order of Φn,d is equal to the order of
ϕn.

We will refer to Φn,d as the d-space Frobenius permutation of order n. Note that ϕn = Φn,1.
We now extend Proposition 3.7 to suit the multi-variable case.

Proposition 6.4. Let f ∈ Fp[x1, . . . , xd] be minimally represented with respect to Fdpn. Let
Λ = {0, . . . , pn − 1}d. If f =

∑
α∈Λ

aαx
α, then for all positive integers k, the minimal represen-

tation of the kth power of the Frobenius endomorphism applied to f
(
i.e. F k(f)r

)
is given by

the polynomial f =
∑
α∈Λ

ap
k

α xΦn,d(α) where Φn,d is the d-space Frobenius permutation of order

n.

Proof. The proof is similar to that of Propositions 3.6 and 3.7.

The following is a restatement of Theorem 3.8 for the d-variable case.

Theorem 6.5. Let Fpn and Fpm be two finite fields where m ≡ k(mod n). Let f ∈
Fp[x1, . . . , xd] be minimally represented with respect to Fdpn, f =

∑
α∈Λ

aαx
α where

Λ = {0, . . . , pn − 1}d. Then f
(
Fdpn
)
⊆ Fpm if and only if ap

m

α = aΦk
n,d(α) for each α ∈ Λ where

Φn,d is the d-space Frobenius permutation of order n.

Proof. The proof is similar to that of Theorem 3.8.

Theorem 6.5 clearly implies that Theorem 4.10 and Theorem 4.12 still hold in the
d-variable case. A matrix test for multi-variable polynomials can also be easily derived using
a “nested” permutation matrix. The matrix MΦn,d

is a matrix constructed of block matrices
that contain the matrix MΦn,d−1

in the position where the matrix Mϕn contains a 1 and

pn(d−1) × pn(d−1) zero blocks in all other positions. As an example, we will construct the
matrix for Φ2,3 in characteristic 2.
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We start with the matrix Mϕ2 = MΦ2,1 :

MΦ2,1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


The matrix MΦ2,2 is given by:

MΦ2,2 =


MΦ2,1 04 04 04

04 04 MΦ2,1 04

04 MΦ2,1 04 04

04 04 04 MΦ2,1


where each 04 represents a 4× 4 zero block matrix. Finally, we have the matrix MΦ2,3 :

MΦ2,3 =


MΦ2,2 016 016 016

016 016 MΦ2,2 016

016 MΦ2,2 016 016

016 016 016 MΦ2,2


where each 016 represents a 16× 16 zero block matrix.

Constructed in this way, we can use the matrix MΦn,d
to implement the analog of the

single-variable test for subfield compatibility. Index each α ∈ Λ = {0, . . . , pn − 1}d according
to the lexicographic monomial order on Fp[x1, . . . , xd] so that for αj, αk ∈ Λ, αj > αk if and
only if xαj >lex xαk . Then for Λ = {α1, . . . , αpnd}, a minimally represented polynomial

f ∈ Fp[x1, . . . , xd] is Fdpn to Fpm compatible if and only if for f =
pnd∑
i=1

aαi
xαi :


ap

m

α1

ap
m

α2
...

ap
m

α
pnd

−Mk
Φn,d
·


aα1

aα2

...
aα

pnd

 = 0̂

Of course these matrices will become prohibitively large when constructed for polynomial
rings of many variables, but in rings of a small number of variables this method of testing
may still prove more efficient than image by image verification of subfield compatibility. The
matrix MΦ2,3 that we previously constructed would be used to test whether or not a polyno-
mial f that is minimally represented with respect to F3

4 maps into F2k for any odd positive
integer k.
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