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 The prediction of Compound-Protein Interactions (CPI) is an essential step in drug-
target analysis for developing new drugs. Therefore, it needs a good incentive to 
develop a faster and more effective method to predicting the interaction between 
compound and protein. Predicting the unobserved link of CPI can be done with Ant 
Colony Optimization for Link Prediction (ACO_LP) algorithms. Each ant selects its 
path according to the pheromone value and the heuristic information in the link. The 
path passed by the ant is evaluated and the pheromone information on each link is 
updated according to the quality of the path. The pheromones on each link are used 
as the final value of similarity between nodes. The ACO_LP are tested on benchmark 
CPI data: Nuclear Receptor, G-Protein Coupled Receptor (GPCR), Ion Channel, and 
Enzyme. Result show that the accuracy values for Nuclear Receptor, GPCR, Ion 
Channel, and Enzyme dataset are 0.62, 0.62, 0.74, and 0.79 respectively. The results 
indicate that ACO_LP has good accuracy for prediction of CPI.  
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I. INTRODUCTION 

The identification of Compund-Protein Interactions (CPI) 
is a key in the development of drugs, especially herbs. At the 
same time, many attempts have been made to molecular 
databank constitution to explore a relation possessed by 
compounds, synthetic compounds or natural compounds. 
They are extracted from animals, plants, or microorganisms. 
However, there is a little knowledge about the interaction 
between compund and protein. For example, US PubChem 
database stores 30 million chemical compunds, but 
information of some compounds interaction to protein target 
is very limited [1]. 

Predictive link is a method to predict a relationship 
between networks by concluding new link to known set of 
nodes and links. Determination of predictive link is done if a 
similarity between compound and protein is obtained. The 
use of binary data to determine similarity of compound and 
protein is expected to improve efficiency of computation 
process and accelerate the acquisition of similarity result and 
predictive link [1-3]. The computational method for 
predicting the CPI is thus essential in drug or herbal medicine 
studies. The method can reduce time, cost, and failure rate for 
discovering new drugs or herbal medicines [4]. 

Ant-Colony Optimization (ACO) is the first algorithm to 
find the optimal path in a graph, based on the behavior of ants 
that find their way between their colonies and food sources 
[5]. An artificial ant algorithm was created in predicting links 
by utilizing swarm intelligence. Each ant selects its path 
according to the pheromone value and the heuristic 
information (weight) in the link. The path passed by the ant 
is evaluated and the pheromone information on each link is 
updated according to the quality of the path. The final 
pheromones on each link are used as the interaction score 
between the nodes and the threshold is performed against 
whether the link is potentially interacting or not-interacting. 
The results of the experiments in study of Chen and Ling [6] 
on a number of real networks show that the predicted links 
with based ACO algorithms have higher prediction accuracy 
than other prediction methods that also carried out the same 
network experiments. In addition, in terms of ACO 
performance on predicted links or ACO_LP can maintain a 
low time complexity. 

In this study used four Yamanishi datasets (i.e., Nuclear 
Receptor, G-Protein Coupled Receptor (GPCR), Ion Channel, 
and Enzyme) which are common benchmark dataset on CPI 
prediction. The CPI prediction result using BLM method will 
then be evaluated by using Area Under Curve (AUC) and 
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accuracy [7]. AUC is a numerical measure to differentiate 
model performance and can be employed to show how 
successful the model rankings are by separating positive and 
negative observations. AUC is known to have proven to be a 
reliable performance measure for class imbalance problem 
[8]. 

II. METHODS 

If the problem of CPI is applied to machine learning, then 
we can set the notation that i,j is the number of compound 
pairs (C1,C1),...,(Ci,Cj) and the compound similarity S(Ci,Cj) 
where compund Ci is connected to compound Cj. Protein 
similarity calculation is denoted that k,l is the number of 
compound pairs (P1, P1),..., (Pk,Pl) and the protein similarity 
S(Pk,Pl) where protein Pk is connected to protein Pl.  Actual of 
CPI is denoted that i is the number of compounds and k is the 
number of proteins (C1,P1),...,(Ci,Pk). 

A. Materials 

In this study used four Yamanishi datasets [9], Nuclear 
Receptor, GPCR, Ion channel, and Enzyme which are 
benchmark datasets on CPI prediction. These datasets were 
downloaded from http://web.kuicr.kyoto 
u.ac.jp/supp/yoshi/drugtarget/. The datasets consist of 
adjacency matrix of the CPI data class, compound structure 
similarity matrix, and protein sequence similarity matrix. 
Yamanishi datasets reduced by selecting compound-protein 
interaction networks of Yamanishi datasets and filter into 
matrix of size 10x10.  

Adjacency matrix of Nuclear Receptor, GPCR, Ion 
Channel, and Enzyme dataset consist of 93 non-interacting 
and 7 interacting pairs, 95 non-interacting and 5 interacting 
pairs, 93 non-interacting and 7 interacting pairs, and 98 non-
interacting and 2 interacting pairs respectively. 

B. Ant Colony Optimization for Link Prediction 

The basic idea is that a graph or network has a link that 
indicates a connection between each node whether it is a 
known or unknown link. Then the set of pheromones and 
heuristic information of each node, the greater the value of 
pheromones and heuristics, the higher the chance that the 
node has an interaction. Each ant passes through the graph 
until it reaches the n node and forms the path. In the first 
iteration the ants will form their paths, some nodes may be 
selected multiple times and some nodes may not be selected 
at all. The ants will move to paths that have pheromones and 
high heuristic information based on probability. After the ants 
to the last node or first iteration is completed then evaluated 
the quality of each path. Paths with higher total number of 
vertices (one node) will have higher node quality scores. 
Then the pheromones are updated by adding the quality score 
information. The renewed pheromone will affect the journey 
of the ants in the next iteration just as in the first iteration. The 
intensity of pheromone information at each node may 
increase or decrease due to the evaporation process in each 
iteration. Communication between the ants expressed in 
pheromones will find potential nodes and not. Finally, Tij 

pheromones on all vertices (vi, vj) are used for interaction 

scores between nodes and their outputs are expressed in terms 
of final matrix scores [6]. 

The framework of our ant colony optimization based 
algorithm for link prediction ACO LP is as follows: 
 
Input : τ  : Adjacency pheromone matrix (small random) 

η  : Matrix heuristic information 
 MaxIt: Maximum  number of iterations 

nAnt: Number of ants 
 ε : Threshold for error feromon information 

Output : Score : The Final pheromone matrix 
Begin 
1. t = 1; 
2. Parameter initialization; 

 λ : Pheromone parameter 
 γ : Weight parameter 
 C : Fitnesss path rate 
 ρ : Evaporation rate 
  Set the initial values of pheromone matrix τ and 
heuristic matrix η according to (2) dan (3) 

 
(2) 

 (3) 

3. Repeat 
4.  For k=1 to m do /* for the m ants*/ 
5.       Ant k randomly selects a node s1 
6.         for i = 1 to n-1 do 
7.     Ant k selects the next node according to 
(4);                                                    

 

(4) 

8.         End for i 
9.          Calculate the fitness of the path formed by ant k    

according to  (5)        

 
(5) 

10.  End for k 
11.  Update the pheromone values according to (6), (7) 

and (8)                         

 
(6) 

 
(7) 

 (8) 

12. Until max1≤i,j≤n | τij (t + 1)  - τij(t) | ≤ ε or t > Nc ; 
13. Score = τ; 
14. Output the score matrix Score; 
End 
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The next step is to initialize some parameters of the ant 
colony optimization algorithm. The initial parameters of the 
ant colony optimization algorithm can be shown in table 
below: 

C. Receiver Operating Charateristic (ROC) 

To find out the accuracy ACO_LP algorithm, we can 
compare between the predicted links CPI results using of 
testing data with actual CPI of training data. The sensitivity, 
specificity, and accuracy are calculated by equation (9-12), 
TP, FP, TN, FN are the number of true positives, false 
positives, true negatives and false negatives, respectively [7].  
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 (9) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (10) 

𝐴𝑈𝐶 =  
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

2
 (11) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(𝐿𝑒𝑛𝑔𝑡ℎ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐿𝑒𝑛𝑔𝑡ℎ 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 (12) 

 

D. Ratio of Positive Data (RPD) 

After the performance prediction is obtained, the ratio of 
positive data (interacting data class) can be calculated by 
shown in equation below:  

 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐷𝑎𝑡𝑎 𝑅𝑎𝑡𝑖𝑜 =
𝑛ଵ

𝑛௦  × 𝑛௣
 (13) 

 
where n1 is the number of interacting class, ns is the number 
of compounds, and np is the number of protein [10]. 

III. RESULT 

In this study, interactions made by pharmaceutically useful 
compound-protein class of Yamanishi datasets with matrix of 
size 10x10 to find link prediction of ten compounds with ten 
other proteins. The compound-protein interaction network for 
each protein class using a bipartite graph representation. In 
the bipartite graph, the heterogeneous nodes correspond to 
either compounds or target proteins, and edges correspond to 
interactions between them. The edge is placed between a drug 

node and a target node if the protein is a known target of the 
compound. 

 
In the ACO_LP algorithm, the ant agent is used to move 

randomly on a CPI network. Each ant selects its path 
according to the pheromone value and the heuristic 
information at its vertex. The initial value of pheromones on 
each node in the graph is set to random. The initial value of 
the heuristic information in each vertex is arranged according 
to the corresponding nodes based on the similarities between 
the compounds, the similarity between the proteins and the 
weight of the unobserved link and observed link interaction. 

 
The path which the ant has passed is evaluated and the 

pheromone information in each node is updated according to 
the quality of the path it contains. Finally, the pheromones on 
each node are used as the value of the final score of the pair 
of nodes. Each dataset is predicted 10 times to get an average 
performance value. In this experiments, performance of 
ACO_LP algorithm can be shown in table and figure below: 

 
Fig. 1 Statistics of The Prediction Performance 

From AUC and accuracy values, we conclude that the 
ACO_LP algorithm has good performance for prediction CPI. 
However, sensitivity values are much lower because 
adjacency matrix of CPI has more non-interacting data class 
than interacting data class. Prediction of CPI while ignoring 
data balance is that the prediction might be biased towards the 
majority class while ignoring the minority class. Futhermore, 
ACO_LP can accurately predict CPI although has imbalanced 
class in this case. 
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Sensitivity Specificity AUC Accuracy

Nuclear Receptor GPCR Ion Channel Enzyme

TABLE II 
VALUE OF THE PREDICTION PERFORMANCE 

Dataset Sensitivity Specificity AUC Accuracy 

Nuclear 
Receptor 

0.399 0.638 0.519 0.621 

GPCR 0.380 0.629 0.505 0.617 

Ion 
Channel 

0.271 0.771 0.512 0.736 

Enzyme 0.200 0.802 0.501 0.790 

 

TABLE I 
INITIAL PARAMETERS OF ACO_LP 

Parameter Value 

Maximum number of iterations (MaxIt) 7 

Number of ants (nAnt) 4 

Phromone parameter () 0.1 

Threshold for error of phromone () 0.65 

Weight () 0.95 

Fitness path rate (C) 0.04 

Evaporation rate () 0.4 
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The ACO_LP algorithm is able to find new interacting 
pairs in CPI. This is evidenced by the increase in the 
percentage increase in ratio of positive data by 29% in the 
Nuclear Receptor dataset, 34% in the GPCR dataset, 13% in 
the Ion channel, and finally 16% in the Enzyme dataset, as 
shown in Table III. 

IV. CONCLUSION 

The empirical results show that the ACO_LP algorithm can 
achieve link prediction results by using fast computing time. 
So in this study, ACO_LP algorithm can be an alternative way 
to applied in Drug Target Interaction field. One of the reasons 
for the ACO_LP algorithm achieving high-quality results is 
because it uses pheromone and heuristic information that 
reflects local and global network structures so that it can take 

into consideration the attributes and structural information of 
networks from four of Yamanishi Dataset (Nuclear receptor, 
GPCR, Ion channel, Enzyme). 

 
In the future, there is a potential that ACO_LP algorithm 

can not only be applied for CPI prediction, but it can also be 
used for drug-target analysis prediction which also has a class 
imbalance problem. This algorithm can provide more 
information about detect new CPI for drug repositioning. 
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TABLE III 
PERCENTAGE INCREASE IN RATIO OF POSITIVE DATA 

 Dataset 

Nuclear 
receptor 

GPCR 
Ion 

channel 
Enzyme 

Training data     

 Interacting 7 5 7 2 

 Non-interacting 93 95 93 98 

 Ratio of positive   
 data 

7% 5% 7% 2% 

Prediction data     

 Interacting 36 39 20 18 

 Non-interacting 64 61 80 82 

 Ratio of positive  
 data 

36% 39% 20% 18% 

Percentage 
increase in 
Ratio of Positive 
Data 

29% 34% 13% 16% 

 


