The copyright © of this thesis belongs to its rightful author and/or other copyright owner. Copies can be accessed and downloaded for non-commercial or learning purposes without any charge and permission. The thesis cannot be reproduced or quoted as a whole without the permission from its rightful owner. No alteration or changes in format is allowed without permission from its rightful owner.


# UNRESTRICTED SOLUTIONS OF ARBITRARY LINEAR FUZZY SYSTEMS 

GHASSAN O. MALKAWI


DOCTOR OF PHILOSOPHY
UNIVERSITI UTARA MALAYSIA
2015

## UNRESTRICTED SOLUTIONS OF ARBITRARY LINEAR FUZZY SYSTEMS




## Permission to Use

In presenting this thesis in fulfilment of the requirements for a postgraduate degree from Universiti Utara Malaysia, I agree that the Universiti Library may make it freely available for inspection. I further agree that permission for the copying of this thesis in any manner, in whole or in part, for scholarly purpose may be granted by my supervisor(s) or, in their absence, by the Dean of Awang Had Salleh Graduate School of Arts and Sciences. It is understood that any copying or publication or use of this thesis or parts thereof for financial gain shall not be allowed without my written permission. It is also understood that due recognition shall be given to me and to Universiti Utara Malaysia for any scholarly use which may be made of any material from my thesis.

Requests for permission to copy or to make other use of materials in this thesis, in whole or in part, should be addressed to :

Dean of Awang Had Salleh Graduate School of Arts and Sciences UUM College of Arts and Sciencesal aysia

Universiti Utara Malaysia
06010 UUM Sintok


#### Abstract

Abstrak Penyelesaian sistem kabur linear telah menarik perhatian ramai penyelidik disebabkan keupayaannya dalam menangani ketidaktepatan maklumat bagi masalah sebenar. Walau bagaimanapun, terdapat beberapa kelemahan dalam kaedah sedia ada. Antaranya kebersandaran yang tinggi kepada pengaturcaraan linear, pengelakan penggunaan hampir sifar bagi nombor kabur, penyelesaian tidak jitu, tumpuan pada saiz sistem yang terhad, dan pembatasan pada pekali matriks serta penyelesaian. Oleh itu, kajian ini bertujuan untuk membina kaedah baharu iaitu sistem linear bersekutu, sistem min-maks dan sistem mutlak dalam teori matriks dengan nombor kabur segi tiga dalam menyelesaikan sistem kabur linear berasaskan kelemahan yang dinyatakan. Sistem linear bersekutu yang dibina terbukti setara dengan sistem kabur linear tanpa melibatkan sebarang operasi kabur. Seterusnya, sistem linear bersekutu yang dibangunkan adalah efektif dalam memberi penyelesaian tepat berbanding dengan pengaturcaraan linear, yang tertakluk kepada sebilangan kekangan. Kaedah ini juga berupaya menyediakan penyelesaian yang jitu bagi sistem yang besar. Selanjutnya, sistem linear bersekutu ini boleh menyemak kewujudan penyelesaian kabur dan pengkelasan penyelesaian yang mungkin. Bagi kes sistem linear kabur penuh hampir sifar, operasi kabur diperlukan untuk menentukan sifat penyelesian bagi/sistem kabur dan untuk memastikan kekaburan penyelesaian. Penyelesaian terhingga yang merupakan konsep baru bagi ketekalan sistem linear diperoleh dengan sistem min-maks terbina dan sistem mutlak terbina. Kaedah-kaedah terbina boleh juga diubah suai bagi menyelesaikan sistem kabur lanjutan seperti persamaan matriks kabur penuh dan persamaan Sylvester kabur penuh, dan kaedah ini juga boleh dimanfaatkan untuk jenis nombor kabur yang lain seperti nombor kabur trapezoidal. Kajian ini menyumbang kepada kaedah menyelesaikan sebarang sistem kabur linear tanpa batasan pada sistem tersebut.


Kata kunci: Sebarang sistem kabur linear penuh, Sistem kabur bersekutu, Teori matriks, Nombor kabur segitiga.


#### Abstract

Solving linear fuzzy system has intrigued many researchers due to its ability to handle imprecise information of real problems. However, there are several weaknesses of the existing methods. Among the drawbacks are heavy dependence on linear programing, avoidance of near zero fuzzy numbers, lack of accurate solutions, focus on limited size of the systems, and restriction to the matrix coefficients and solutions. Therefore, this study aims to construct new methods which are associated linear systems, min-max system and absolute systems in matrix theory with triangular fuzzy numbers to solve linear fuzzy systems with respect to the aforementioned drawbacks. It is proven that the new constructed associated linear systems are equivalent to linear fuzzy systems without involving any fuzzy operation. Furthermore, the new constructed associated linear systems are effective in providing exact solution as compared to linear programing, which is subjected to a number of constraints. These methods are also able to provide accurate solutions for large systems. Moreover, the existence of fuzzy solutions and classification of possible solutions are being checked by these associated linear systems. In case of near zero fully fuzzy linear system, fuzzy operations are required to determine the nature of solution of fuzzy system and to ensure the fuzziness of the solution. Finite solutions which are new concept of consistency in linear systems are obtained by the constructed min-max and-absolute systems. These developed methods can also be modified to solve advanced fužzy systems sūch as fully fuzzy matrix equation and fully fuzzy Sylvester equation, and can be employed for other types of fuzzy numbers such as trapezoidal fuzzy number. The study contributes to the methods to solve arbitrary linear fuzzy systems without any restriction on the system.


Keywords: Arbitrary fully fuzzy linear system, Associated linear system, Matrix theory, Triangular fuzzy number.
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## CHAPTER ONE

## INTRODUCTION

### 1.1 Linear system

In applied mathematics, some fields consist problems of several parts which interact and affect each other, such as economics, finance, engineering and physics. These parts can be represented as a set of linear equations. A system of linear equations or linear system is a collection of linear equations involving the same set of the equation that deals with all variables at once. A linear system of equations is considered to be the simplest and the most helpful method to solve these equations. A general system of linear equations can be written as follows.

Definition 1.1.1. (Hogben, 2006) A linear system is a set of one or more linear equations with the same set of variables. A general system of $m$ linear equations with $n$ unknowns can be written as, $\qquad$
Universiti Utara Malaysia

$$
\left\{\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots \ldots+a_{1 n} x_{n}=b_{1}  \tag{1.1}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots \ldots+a_{2 n} x_{n}=b_{2} \\
\vdots \\
\vdots \\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots \ldots+a_{m n} x_{n}=b_{m}
\end{array}\right.
$$

This system can be written in matrix form as,

$$
\begin{equation*}
A X=B, \tag{1.2}
\end{equation*}
$$

where $A$ is a $m \times n$ matrix, while $X$ and $B$ are column vectors with $n$ and $m$ entries, respectively.

However, the classical linear system is not well equipped to handle uncertain ties of information in real life problems, because some values of the coefficients may be vague and imprecise due to incomplete data. In practice, the data of the mathematical method are not always exactly known. Moore (1979) declared that exact numerical data might be unrealistic, but vague data can consider more features of a real life problem. A natural way to describe vague data is using fuzzy data. Thus, in this case, fuzzy numbers is a better usage than crisp numbers for modeling uncertain problems. The concept of fuzzy numbers and arithmetic operations with these numbers were introduced and investigated by Zadeh (1965), Dubois and Prade (1980), and Kaufmann and Gupta (1991).

The next section presents background of fuzzy systems and insight of existing methods for solving them.

### 1.2 Linear Fuzzy Systems

## niversiti Utara Malaysia

In the application of fuzzy numbers in a linear system, some crisp entries of the linear system should be replaced by fuzzy numbers such as particular form of fuzzy numbers, triangular fuzzy numbers and trapezoidal fuzzy numbers. This results new categories of linear systems called linear fuzzy system. For instance, if the elements of the matrix $A$ are crisp numbers and the elements of vector $B$ are fuzzy numbers, this leads to new systems called fuzzy linear system (FLS), Left- Right fuzzy linear system $(L R-F L S)$ and Left- Right trapezoidal fuzzy linear system ( $L R-T F L S$ ). On the other hand, it is called fully fuzzy linear system ( $F F L S$ ), if all elements in $A$
and $B$ are fuzzy numbers. Moreover, if the fuzzy vectors in $F F L S$ are extended to fuzzy matrices, it is called fully fuzzy matrix equation (FFME).

### 1.2.1 Fuzzy linear system

$F L S$ is obtained by replacing crisp numbers in $B$ with fuzzy numbers to create $\tilde{B}$ in Equation (1.1). The most achievable approach of $F L S A \tilde{X}=\tilde{B}$ was obtained by Friedman, Ming and Kandel (1998). They proposed a generic method for solving an $n \times n$ FLS by employing the embedding approach. In this method, they used fuzzy numbers in a particular form to construct the fuzzy system $F L S$. The $F L S$ was replaced by a $2 n \times 2 n$ crisp linear system to solve the fuzzy system.

In the last few years, some authors have discussed the deficiencies of the Friedman's method. The main disadvantage was in the definition of fuzzy solution, in which Friedman's method classified the fuzzy solutions to strong or weak fuzzy solution. Allahviranloo, Ghanbari, Hosseinzadeh, Haghi and Nuraei (2011a), by a counter example, showed that the definition of weak fuzzy solution is not always correct i.e. it does not always yield a fuzzy number vector. Additionally, Mansouri and Asady (2011) showed that sometimes the proposed $2 n \times 2 n$ linear system in Friedman's method (1998) is singular even if the original coefficient matrix $A$ is non-singular.

Also, Friedman's method deals with particular form in fuzzy numbers as $F L S$ was not represented as triangular or trapezoidal in fuzzy vector $\tilde{B}$. In general, it is easier to solve the systems using constants instead of variables. For example, Ghanbari, Mahdavi-Amiri and Yousefpour (2015), Ghanbari and Mahdavi-Amiri (2015),
and Allahviranloo, Lotfi, Kiasari and Khezerloo (2013) have attempted to extend $F L S$ to $L R-F L S$ by replacing the entries of vector $\tilde{B}$ with triangular fuzzy numbers. Additionally, Nasseri and Gholami (2011), Allahviranloo, Haghi and Ghanbari (2012a), Allahviranloo, Nuraei, Ghanbari, Haghi and Hosseinzadeh (2012b) have attempted to extend $F L S$ to $L R-T F L S$ by replacing the entries of vector with trapezoidal fuzzy numbers.

In the next section, $L R-F L S$ is discussed as an alternative of $F S L$ by changing the type of fuzzy numbers.

### 1.2.2 Left- Right Fuzzy Linear System

The $L R-F L S$ is a fuzzy system $A \tilde{X}=\tilde{B}$ where the $A$ is crisp matrix, $\tilde{X}$ and $\tilde{B}$ are fuzzy vectors including triangular fuzzy numbers, thus, $L R-F L S$ is considered as an expansion of $F L S$.

## Universiti Utara Malaysia

Ghanbari et al. (2010), and Ghanbari and Mahdavi-Amiri (2015) found the solutions of $L R-F L S$. They transformed the fuzzy system $L R-F L S$ into a corresponding crisp linear system and a constrained least squares problem, and they proved that the $L R-F L S$ has a solution if and only if the corresponding crisp system has a solution and the corresponding least squares value equaled zero. Thus, to determine the sufficient and necessary condition to have a solution, it is required to solve the corresponding crisp linear system and the constrained least squares problem. Allahviranloo et al. (2013) provided a method that is able to obtain infinitely many solutions, however this method cannot provide all solution sets for infinitely many solutions because they used convex set. Moreover, their method cannot determine if
the solution is infinite or finite before they get the final solution, this is because the sufficient and necessary condition to have a solution were not investigated. Nikuie and Ahmad (2014) found the solution for $L R-F L S$ using a corresponding linear system. Next, the necessary and sufficient conditions for solving a $L R-F L S$ was investigated by ranking of corresponding linear system, as a result, they could not determine the singularity of $L R-F L S$ before constructing or solving the system. Later, Ghanbari and Mahdavi-Amiri (2015) established some necessary and sufficient conditions for solving of $L R-F L S$, an minimization problem was used to obtain the solution.

Thus, the exact and approximation the solution of $L R-F L S$ can be obtained by linear system or minimization problem in existing methods. In addition, the existing methods cannot investigate the necessary and sufficient conditions before obtaining the solution
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In the next section, the entries for $A$ and $B$ in Equation (1.1) are replaced with fuzzy numbers in order to construct FFLS.

### 1.2.3 Fully Fuzzy Linear Systems

In the fuzzy system $\tilde{A} \tilde{X}=\tilde{B}$, all entries in $\tilde{A}, \tilde{X}$ and $\tilde{B}$ are fuzzy numbers. The most common usage of fuzzy numbers in $F F L S$ is triangular fuzzy number. There are many scenarios of FFLS that depend on the sign of triangular fuzzy numbers (positive or negative or near zero). On the contrary of $F L S, L R-F L S$ and $L R-$ $T F L S$ which have only one scenario because the multiplication in $F L S, L R-F L S$ and $L R-T F L S$ between matrix coefficient $A$ and fuzzy vector $\tilde{X}$ does not depend on
the sign, while in $F F L S$ the multiplication between matrix coefficient $\tilde{A}$ and fuzzy vector $\tilde{X}$ depends on the sign for both. Dehghan, Hashemi and Ghatee (2006), Dehghan and Hashemi (2006a), and Dehghan, Hashemi and Ghatee (2007) were the first researchers developed $F L S$ by using particular form of fuzzy numbers in left hand side to $F F L S$ by using triangular fuzzy numbers in the left and right hand sides.

In establishing FFLS, Dehghan and his colleagues declared that there are many scenarios that can be derived from a FFLS. The methods of finding a solution for these scenarios of FFLS create new scenarios of fuzzy systems (Kumar, Bansal and Neetu, 2010). Moreover, Kumar, Neetu and Bansal (2012), mentioned that there is infinite number of scenarios that can be derived form a $F F L S$. Abbasbandy and Hashemi (2012) questioned as to what occurs in a $F L S$ if all parameters are replaced by fuzzy numbers, and also what is the solution of this type of $F L S$.
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Dehghan and his colleagues in Dehghan et al. (2006), Dehghan and Hashemi (2006a), and Dehghan et al. (2007) found positive solution $\tilde{X}$ when all coefficients of $\tilde{A}$ and $\tilde{B}$ are positive triangular fuzzy numbers. Scholars like Nasseri, Sohrabi and Ardil (2008), Nasseri and Zahmatkesh (2010), Nasseri, Behmanesh and Sohrabi (2012),

Gao and Zhang (2009), Kumar et al. (2012), Abbasbandy and Hashemi (2012), Ezzati, Khezerloo, Mahdavi-Amiri and Valizadeh (2014), Abdolmaleki and Edalatpanah (2014) and Radhakrishnan, Gajivaradhan and Govindarajan (2014); proposed methods for solving FFLS in a similar case to Dehghan and his colleagues,
in which the sign of triangular fuzzy number was restricted to be positive for all entries in $\tilde{A}, \tilde{X}$ and $\tilde{B}$.

However, to date, there is no computational method for solving FFLS without any constraint on the coefficients (Kumar, Bansal and Neetu (2011a), Kumar, Neetu and Bansal (2011b) and Babbar, Kumar and Bansal (2013)). Besides, the existing methods cannot check if the achieved solution is unique, trivial, infinite many solutions or no solution (Babbar et al. (2013)).

On other hand, several methods were developed in order to solve FFLS which include $\propto$-cuts or particular form of fuzzy number instead of triangular fuzzy numbers, such as in Allahviranloo and Mikaeilvand (2006), Muzziolia and Reynaerts (2006), Allahviranloo, Mikaeilvand, Kiani and Shabestari (2008) and Allahviranloo, Salahshourb and Khezerloo (2011b). In these studies $\propto$-cuts were included in methods, although, some of them included the triangular fuzzy number in the coefficient of matrix $\tilde{A}$. In general, it is easier to solve the systems using constants instead of variables. As such, in the case of $F F L S$, the computational time can be reduced by employing the triangular fuzzy numbers, thus allowing researchers in other fields to use. This is because the triangular fuzzy numbers consist order of three crisp numbers which is similar to classical linear system.

After reviewing the literature, we can classify the following scenarios of $F F L S$ and its solutions based on the sign of triangular fuzzy numbers:

- If all entries of $\tilde{A}$ are positives, regardless of the sign of entries in $\tilde{B}$, it is called Positive FFLS, abbreviated $P-F F L S$.
- If $\tilde{A}$ has at least two entries that are negative and positive, regardless of the sign of entries in $\tilde{B}$, it is called General $F F L S$, abbreviated $G-F F L S$.
- If at least one entry of $\tilde{A}$ is near zero, regardless of the sign of entries in $\tilde{B}$, it is called Near Zero (Arbitrary or Unrestricted) FFLS, abbreviated NZ - FFLS.
- If all entries of $\tilde{X}$ are positives it is called Positive solution, abbreviated $P-\tilde{X}$.
- If $\tilde{X}$ has at least two entries that are negative and positive it is called General solution, abbreviated $G-\tilde{X}$.
- If at least one entry of $\tilde{X}$ is near zero, it is called Near Zero (Arbitrary or Unrestricted) solution, abbreviated $N Z-\tilde{X}$.

The researchers tried to generalize methods for dealing with the scenarios of $F F L S$, since almost existing methods did not clearly distinguish these scenarios. Many restrictions were added to FFLS which can be noted by the limitations in the illustrated numerical examples in their studies. Liu (2010) and Kumar et al. (2011a) tried to generalize the previous methods $P-\tilde{X}$ for $N Z-F F L S$, but actually they restricted the signs of coefficients positive or negative as an attempt to avoid the near zero triangular fuzzy numbers, such that they found $G-F F L S$ instead of $N Z-$ FFLS. Using their methods, they obtained exact and infinite many solutions of $P-\tilde{X}$ and $G-\tilde{X}$ for $G-F F L S$. However, the proposed solutions by Liu (2010) is not accurate since the left hand side is not equal to the right hand side, moreover, his unique example has a non fuzzy solution. Ezzati, Khezerloo and Yousefzadeh (2012) found $P-\tilde{X}$ for $N Z-F F L S$ using the corresponding linear systems for exact solution and linear programming ( $L P$ ) for getting approximate solution, some examples are not accurate since the left hand side is not equal to right hand side.

The exact and infinite $P-\tilde{X}$ for $N Z-F F L S$ was studied by Kumar et al. (2011a) through a method similar to the technique employed in Dehghan et al. (2006). In a way this means a strong restriction to employ this method in real life situations. Otadi, Mosleh and Abbasbandy (2011) found an approximate $G-\tilde{X}$ for $G-F F L S$, in which the near zero fuzzy numbers were not included. They proposed a numerical method by fuzzy neural network denoted by $F N N$. This method was restricted by many constraints, where $G-F F L S$ can be solved only when the system has a unique fuzzy solution and the matrix $\tilde{A}$ has to be squares which prevents an extension of the method to solve a rectangle matrix. Moreover, Babbar et al. (2013) proposed another method that depends on Cramer's rule, which also expected the possibility of "near zero" fuzzy numbers in the solution vector.

In order to extend the methods for dealing with $G-F F L S$ or $N Z-F F L S$, and overcoming the shortcomings in previous methods, the researchers relied heavily on $L P$ and nonlinear programing $(N L P)$ to solve $G-F F L S$ or $N Z-F F L S$. Unfortunately, $L P$ and $N L P$ can give answers to the linear system but not to fuzzy systems. For instance, the FFLS may yield two unique solutions or many infinite solutions despite of the fact that it is constructed by only one equation which contradicts with linear system, such as the methods in Kumar et al. (2011b) and Babbar et al. (2013).

Also, FFLS may have two unique solutions which contradict the uniqueness of optimal solution that can be obtained through $L P$ and $N L P$. Moreover, $L P$ and $N L P$
methods add more restrictions on the final exact solution to obtain the fuzzy solution. These restrictions cannot detect all solution sets of infinite many solutions.

The exact and infinite of $P-\tilde{X}$ or $N Z-\tilde{X}$ for $N Z-F F L S$ has been studied by Otadi and Mosleh (2012), Kumar et al. (2011a), and Babbar et al. (2013) using $L P$ and $N L P$. They illustrated some examples that have a unique fuzzy solution, while the systems have two unique fuzzy solutions or infinite many solutions. They added many restrictions to the systems which required many steps, thus requiring longer time to reach the ultimate solution. For example, Babbar et al. (2013) method leads to complicated $L P$ since it has $3 n+2 n^{2}$ of constraints in some cases for $n \times n$ $F F L S$, so their examples does not exceed fuzzy matrix $\tilde{A}$ of size $n=2$. However almost all examples in literature does not exceed fuzzy matrix $\tilde{A}$ of size $n=3$ or 4 if at least one entry is near zero triangular fuzzy number. Allahviranloo, Hosseinzadeh, Ghanbari, Haghi and Nuraei (2014) transformed FFLS for two fully interval linear Universiti Utara Malaysia systems, then the interval systems transformed to three system, $2 n$ linear equations, $4 n$ nonlinear equations and $n$ nonlinear equations, then, the all the equations are transformed for $N L P$ to compute the optimal solution. Therefore, their method required a construction more than six different systems. This method cannot provide more than one solution because the final solution is provided by $N L P$.

In the next fuzzy system, the $F F L S$ is extended to linear matrix equation where the fuzzy vector replaced by fuzzy matrix to construct the FFME.

### 1.2.4 Fully Fuzzy Matrix Equation

In this fuzzy system, the fuzzy vectors in $F F L S$ is extend to fuzzy matrix to introduce FFME .

The most recent study on extending FFLS to FFME was done by Otadi and Mosleh (2012), in which they extend the $L P$ technique to obtain positive solution for arbitrary FFME which is $\tilde{A} \tilde{X}_{m}=\tilde{B}_{m}$, where the entries of $\tilde{A}, \tilde{X}_{m}$ and $\tilde{B}_{m}$ are TFNs. This method cannot detect all possible cases of infinitely many solutions since the ultimate solution for $F F M E$ is proposed as equivalent to optimal solution in $L P$, they provided the unique solution for an example, where as the solution has infinite many solutions.

The fully fuzzy Sylvester matrix equation $(F F S E)$ is $\tilde{A} \tilde{X}+\tilde{X} \tilde{B}=\tilde{C}$, where $\tilde{A}, \tilde{B}$ and $\tilde{C}$ are given fuzzy matrices and the problem is to find the fuzzy matrix $\tilde{X}$. The classical form of this matrix equation plays an important role in control theory, signal processing, filtering, method reduction, image restoration, and decoupling techniques for ordinary and partial differential equations (Benner (2004) and Darouach (2006)). The fuzzy form of Sylvester matrix equation FFSE is considered as an extension for most fuzzy systems involving fuzzy matrix equation. To date, there is no method to solve FFSE where the entries of fuzzy matrices $\tilde{A}, \tilde{B}, \tilde{X}$ and $\tilde{C}$ are TFNs.

In the next section, a new fuzzy system is discussed with a new type of fuzzy number. The triangular fuzzy number is replaced in $L R-F L S$ by trapezoidal fuzzy
number to show the ability for developing all previous fuzzy systems to other type of fuzzy numbers.

### 1.2.5 Left- Right Trapezoidal Fuzzy Linear System

In the linear system, the $L R-T F L S$ is a fuzzy system $A \tilde{X}=\tilde{B}$ where the $A$ is a crisp matrix $\tilde{X}$ and $\tilde{B}$ are fuzzy vectors constructing of trapezoidal fuzzy numbers.

The first development of $L R-F L S$ to $L R-T F L S$ was obtained by Nasseri et al. (2011), where they proposed a solution of $L R-T F L S$. This method requires an associated triangular fuzzy numbers and a particular form of fuzzy numbers. Allahviranloo et al. (2012a, b) introduced a metric function to provide an exact/fuzzy solution and nearest approximation solution. The fuzzy system was transformed into the minimization problem, where the constraints of $N L P$ guarantee that the solution is a fuzzy number. Unfortunately, the proposed solution from an example was not corresponding to the fuzzy system, because the left hand side was not equal to the right hand side after substituting the proposed solution in $A \tilde{X}=\tilde{B}$. Moreover, there are many nearer (symmetric or non symmetric) approximate solutions as compared to the proposed solution in Allahviranloo et al. (2012a, b).

Table 1.1 provides a summary for fuzzy systems.

Table 1.1
Summary for Fuzzy Systems.

| Name of <br> system | Abbreviation |  | Fuzziness |  | Matrix | The first <br> achievable |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| work |  |  |  |  |  |  |

### 1.3 Problem Statement

Based on the vast amount of discussion on methods for solving fuzzy systems ( $L R-F L S, F F L S, F F M E, F F S E, L R-T F L S$ ), it is apparent that these methods have three main drawbacks: first, the dependence on $L P$ and $N L P$ to obtain exact fuzzy solution; second, the restriction on the signs of TFNs when dealing with near zero TFN; third, fuzzy solutions are incompatible with the fuzzy system.

For the first drawback, some existing methods relied heavily on $L P$ and $N L P$ where both of these can only give answers to the linear system but not for fuzzy systems such as presented by Kumar et al. (2011b), Babbar et al.(2013), Otadi and Mosleh (2012), and Allahviranloo et al. (2014). The existence of the $F F L S$ solutions relies on the existence of the solutions of the $L P$ and $N L P$. In these studies, the researchers computed all fuzzy operations to produce linear equations. Next, the artificial variables were added to each equation. All artificial values were dropped to zero to get the optimal values. The optimal solution was restricted by more constrains, as a result the fuzzy solution was preserved and other non fuzzy solution was omitted. Hence, some solutions for fuzzy systems may be omitted through this approach and cannot be obtained. Moreover, the possibilities of solutions for fuzzy systems do not follow the classical linear system i.e. no solution, a unique solution, or infinite many solutions; however, this possibility can not be applied to linear equations in the constrains part of optimization problem. In conclusion, these studies could not detect all possible fuzzy or non fuzzy exact solutions. For instance, Babbar et al. (2013) and Kumar et al. (2011b) provided a unique solution where the fuzzy system has two unique solutions (finite solutions and not infinite solutions); whereas, two unique
solutions are not acceptable for linear systems. Otadi and Mosleh (2012) provided a unique solution where the system has infinite many solutions. Allahviranloo et al. (2014) provided a unique solution where the example provided no fuzzy solution for the system.

Moreover, because of the complicated of optimization problem, the studies only illustrated limited fuzzy matrices that did not exceed $n=3$ or 4 of fuzzy matrices. This is because when the size increases many steps are required to reach the final solution, which leads to more computation time. For instance, Babbar et al. (2013) proposed that the optimization problem may have $3 n+2 n^{2}$ constraints to solve arbitrates $n \times n$ fuzzy system. Meanwhile, Allahviranloo et al. (2014) needed to solve more than six different linear systems or nonlinear, which comprised of two fully interval linear systems, three $2 n \times 2 n$ linear systems, a $4 n \times 4 n$ nonlinear equations, and an $n \times n$ nonlinear equations, before constructing the optimization problem.

The second drawback is that many researchers tried to generalize methods for solving the fuzzy system by including any signs of TFNs while dealing with constricting the signs of TFNs (positive, negative, near zero). However, by restricting the signs for positive and negative, the complicated arithmetic fuzzy operation can be avoided. This is because near zero TFN required more arithmetic fuzzy operation of positive or negative TFN. For example, Liu (2010) and Kumar et al. (2011a) restricted the two signs that are, positive or negative fuzzy number of coefficient.Similarly, Kumar et al. (2012), Kumar et al. (2011b), and Otadi and Mosleh (2012) restricted the positive solution only, or restricted the negative solution
only Kumar, Babbar and Bansal, (2013). Therefore, these methods are unable to solve arbitrary systems that have near zero TFN in the coefficient.

Lastly, the proposed fuzzy solution in the existing methods is not compatible with the fuzzy system. Some existing methods are incomplete and have many flaws. Since the proposed solution is incorrect, this flaw can be easily identified by substituting the proposed fuzzy solution in the system and concluding that the right hand side is not equal to the left hand side; its evidence can be found in the studies by Liu, (2010), Allahviranloo et al. (2012a), Abbasbandy and Hashemi (2012) and Allahviranloo et al. (2014).

Thus, new methods are deemed necessary to be constructed to resolve aforementioned drawbacks of solving FFLS, FFME, FFSE and $L R-T F L S$ focusing on positive and unrestricted parameters for scenarios for FFLS.

### 1.4 Research Objectives
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The crux objective of this study is to propose new algorithms for solving all scenarios of fuzzy systems. In order to accomplish this main objective, the following sub-objectives must be considered:
$i$ - To construct new algorithms for solving FFLS, FFME and $L R-T F L S$. ii- To develop theoretical background of the new constructed algorithms which involves the following possibilities of solution:

- Case of no solution, non fuzzy solutions.
- Unique fuzzy solution, finite fuzzy solution and infinite number of fuzzy solutions.
iii- To apply the new constructed algorithms in the following application:
- The simpler fuzzy systems such as $L R-F L S$.
- Fully Fuzzy Sylvester Equation in control theory.
- The nearest approximated fuzzy solution in the case of non fuzzy solution.
- Fuzzy systems with other type of fuzzy numbers such as trapezoidal fuzzy numbers.


### 1.5 Scope of the Study

This study develops computational methods of linear systems and matrix equations where the coefficients are triangular fuzzy numbers and trapezoidal fuzzy numbers.

### 1.6 Significance of Findings
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The findings of this study will have the following contributions:
$i$ - New constructed methods for solving fuzzy systems without fuzzy operations.
ii- The theoretical development on the existence of fuzzy solution, possibilities of solution of fuzzy systems.
iii- The methods can be used to solve uncertain problems in the following field:

- In optimization problem: To find the nearest approximation fuzzy solution.
- In fuzzy system with other type of fuzzy numbers as trapezoidal fuzzy numbers.
- In control theory as Sylvester equation.


### 1.7 Overview of the Thesis

This thesis has eight chapters. Chapter One provides the introduction of the research. This chapter discusses the research background and a brief survey of fuzzy systems, the problem statement, the research objectives, the scope of study and the significance of the thesis.

Chapter Two presents the selected reviews of matrix theory and fuzzy numbers, definitions, basic concepts and established results of fuzzy systems.

In Chapter Three, the unique solution of $P-\tilde{X}$ for $P-F F L S$ without fuzzy operation is obtained. The existence of $P-\tilde{X}$ for $P-F F L S$ is checked and proved before solving the system. The possibilities of solution are classified. Also, the general form solution for arbitrary fuzzy vector $\tilde{B}$ is formulated.

In Chapter Four, a new method is formulated to obtain the $P-\tilde{X}$ of $G-F F L S$ or $N Z-F F L S$. The coefficients of fuzzy matrix $\tilde{A}$ and the entries of fuzzy vectors $\tilde{B}$ are represented in a linear system, without either fuzzy operation or min-max system. The existence of solution for $P-\tilde{X}$ is checked and proved before solving the system.

Chapter Three and Four provide the positive solution for $F F L S$. Meanwhile, in Chapter Five, unrestricted solution for arbitraries FFLS is provided. The near zero is included
( $N Z-\tilde{X}$ for $N Z-F F L S$ ) by using only arithmetic operations of fuzzy numbers in order to avoid adding any restrictions to the system. As a result, all possible solutions for systems are attained. Hence, it is concluded that the nature of solution of classical linear system (no solution, unique, infinitely many solutions) is not sufficient to provide all possibility of solutions for $F F L S$, where the $F F L S$ have more than two solutions, and not infinite solutions.

In Chapter Six, it is shown that these methods of solving FFLS can be developed to solve FFME and FFSE. The solution is obtained without any fuzzy operation, similar to previous chapters.

Chapter Seven, provides a new approach of fuzzy system by applying other types of fuzzy number such as trapezoidal fuzzy number. It shows that our approach in previous chapters can be extended to any type of fuzzy number. In addition, the nearest approximation fuzzy solution using a minimization problem is provided, when the exact solution is non fuzzy. It shows that our approach in previous chapters can be extended to provide approximation solution when the exact solution is non fuzzy.

Finally, Chapter Eight concludes the whole thesis with a summary of this study and discuses some insights of the possibilities for further research conducted in this area of study.

## CHAPTER TWO

## LITERATURE REVIEW

This chapter provides some basic concepts of matrix theory, and types of fuzzy numbers. These concepts will be used to discuss the methods for solving fuzzy systems at the last section of this chapter.

### 2.1 Fundamental Concepts of Matrix Theory

The following are basic definitions in matrix theory, will be used in solving fuzzy systems.

Definition 2.1.1. A matrix $A$ is called non-negative inverse if $A>0$ and $A^{-1}>0$.

Definition 2.1.2. A matrix $A$ is called a generalized permutation matrix (or monomial matrix) if each column and each row has exactly one non-zero entry.

Theorem 2.1.1. (Minc, 1988) The inverse of a non negative matrix $A$ is non negative if and only if $A$ is a generalized permutation matrix.

Remark 2.1.1. (Friedman et al. 1998) The odds of $A^{-1}$ to be non negative is very small.

Definition 2.1.3. Block or partitioned matrix is a matrix that has been created from other smaller matrices.

Definition 2.1.4. An upper triangular block matrix is a block matrix, if the diagonal elements have square matrices of any size (possibly even $1 \times 1$ ), with zero matrices below the main diagonal.

Definition 2.1.5. A block diagonal matrix is a block matrix, if the diagonal elements have square matrices of any size (possibly even $1 \times 1$ ), and the other elements are zeroes.

Definition 2.1.6. Let $A$ and $B$ be $n \times p$ and $m \times q$ matrices respectively. The $n m \times$ pq matrix,

$$
A \otimes B=\left(a_{i j} B\right)=\left[\begin{array}{ccc}
a_{11} B & \cdots & a_{1 p} B  \tag{2.1}\\
\vdots & \ddots & \vdots \\
a_{n 1} B & \cdots & a_{n p} B
\end{array}\right],
$$

is called the Kronecker product of $A$ and B, it is also called the direct product or tensor product.

Definition 2.1.7. The vec operator generates a column vector from a matrix $A$ by stacking the column vectors of $A=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{n}\end{array}\right]$ as,

$$
\operatorname{vec}(A)=\left[\begin{array}{c}
c_{1}  \tag{2.2}\\
c_{2} \\
\vdots \\
c_{n}
\end{array}\right] .
$$

Theorem 2.1.2. (Zhang, 2011) Assuming $A, B, C$, and $D$ are matrices with a common size in block matrix $H$ :

$$
H=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

If $A$ and $A-B D^{-1} C$ are invertible, then the inverse of matrix $H$ is,

$$
H^{-1}=\left(\begin{array}{ll}
A & B  \tag{2.3}\\
C & D
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\left(A-B D^{-1} C\right)^{-1} & -\left(A-B D^{-1} C\right)^{-1} B D^{-1} \\
-\left(D-C A^{-1} B\right)^{-1} C A^{-1} & \left(D-C A^{-1} B\right)^{-1}
\end{array}\right)
$$

### 2.1.1 Elementary Operation of Block or Partitioned Matrices

Since the techniques used for manipulating block matrices are similar to those for ordinary matrices, as an application, the elementary row or column operations for ordinary matrices can be generalized to block or partitioned matrices as follows:

1. By interchanging two block rows or columns.
2. By multiplying a block row or columns from the left or right by a non-singular matrix of appropriate size.
3. By multiplying a block row or column by a non-zero matrix from the left or right, then add it to another row or column (Zhang, 2011).

### 2.1.2 Rules for Operation with Kronecker Product and Vec Operator

The formal rules for operation with Kronecker product are as follows, where the matrices $A, B$, and $C$ are approprite size

1. $\operatorname{rank}(A \otimes B)=\operatorname{rank}(A) \operatorname{rank}(B)$.
2. $\operatorname{det}(A \otimes B)=(\operatorname{det}(A))^{n}(\operatorname{det}(B))^{m}$, if $A$ and $B$ are $m$ and $n$ squre matrices, respectively.
3. $\operatorname{vec}(A+B)=\operatorname{vec}(A)+\operatorname{vec}(B)$.
4. $\operatorname{vec}(A B C)=\left(C^{T} \otimes A\right)$ vec $B$. (Abadir and Magnus, 2005)

### 2.2 Types of Fuzzy Numbers

The following are basic definitions and results related to fuzzy numbers. Here we have discussed two types of fuzzy numbers: triangular fuzzy numbers, and trapezoidal fuzzy numbers (Dubois and Prade (1980),Kaufmann and Gupta(1991)).

Definition 2.2.1. Let Xbe a universal set.Then, we define the fuzzy subset $\tilde{A}$ of $X$ by its membership function $\mu_{\tilde{A}}: X \rightarrow[0,1]$ which assigns to each element $x \in X$ a real number $\mu_{\tilde{A}}(x)$ in the interval $[0,1]$, where the function value of $\mu_{\tilde{A}}(x)$ represents the grade of membership of $x$ in $\tilde{A}$. $A$ fuzzy set $\tilde{A}$ is written as

$$
\tilde{A}=\left\{\left(x, \mu_{\tilde{A}}(x)\right), x \in X, \mu_{\tilde{A}}(x) \in[0,1]\right\} .
$$

Definition 2.2.2. A fuzzy subset $\tilde{A}$ of the real line $\mathbb{R}$ with membership function $\mu_{\tilde{A}}(x): \mathbb{R} \rightarrow[0,1]$ is called a fuzzy number if,

1. $\mu_{\tilde{A}}$ is upper semi-continuous.
2. $\mu_{\tilde{A}}(x)=0$ is outside some interval $[c, d]$.
3. There are real numbers $a$ and $b$ such that $c \leq a \leq b \leq d$ and:
i. $\mu_{\tilde{A}}(x)$ is monotonic increasing on $[c, a]$,
ii. $\mu_{\tilde{A}}(x)$ is monotonic decreasing on $[b, d]$,
iii. $\mu_{\tilde{A}}(x)=1$, for $a \leq x \leq b$.

Definition 2.2.3. A matrix $\tilde{A}=\left(\tilde{a}_{i j}\right)$ is called a fuzzy number matrix, or shortly fuzzy matrix, if each element of $\tilde{A}$ is a fuzzy number. A matrix $\tilde{A}$ is a positive fuzzy matrix (denoted by $\tilde{A} \geq 0$ ), if each element of $\tilde{A}$ is positive. A vector $\tilde{X}=$ $\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)^{T}$ is called a fuzzy vector, if elements of $\tilde{X}$ are a fuzzy numbers.

Definition 2.2.4. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)$ and $\tilde{B}=\left(\tilde{b}_{i j}\right)$ be two $m \times n$ and $n \times p$ respectively. We define $\tilde{A} \otimes \tilde{B}=\tilde{C}=\left(\tilde{c}_{i j}\right)$ which is the $m \times p$ matrix where,

$$
\begin{equation*}
\tilde{c}_{i j}=\sum_{k=1, \ldots, n}^{\oplus} \tilde{a}_{i k} \otimes \tilde{b}_{k j} . \tag{2.4}
\end{equation*}
$$

The next fuzzy number is a parametric form of fuzzy number which is used in FLS.

Definition 2.2.5. A fuzzy number $\tilde{u}$ is represented in parametric form by an ordered pair of functions $\tilde{u}=(\underline{u}(r), \bar{u}(r))$, for $0 \leq r \leq 1$ which will satisfy the following conditions:

1. $\underline{u}(r) \leq \bar{u}(r)$, for $0 \leq r \leq 1$.
2. $\bar{u}(r)$ is a bounded left continuous non-increasing function on $[0,1]$.
3. $\underline{u}(r)$ is a bounded left continuous non-decreasing function on $[0,1]$.

Among the several fuzzy numbers, the most common one used is triangular fuzzy number, where particular form of fuzzy number can be represented by triangular fuzzy number. In the next section, triangular fuzzy number is discussed.

### 2.2.1 Triangular Fuzzy Number

Definition 2.2.6. A fuzzy number $\widetilde{m}=(m, \alpha, \beta)$ is said to be a triangular fuzzy number (TFN), if its membership function is given by,

$$
\mu_{\tilde{A}}(x)=\left\{\begin{array}{cc}
1-\frac{m-x}{\alpha}, & m-\alpha \leq x \leq m, \alpha>0  \tag{2.5}\\
1-\frac{x-m}{\beta}, & m \leq x \leq m+\beta, \beta>0 \\
0, & \text { otherwise }
\end{array}\right.
$$

We denote the set of triangular fuzzy numbers as $G(R) . \widetilde{m}$ is called symmetric if $\alpha=\beta . \widetilde{m}$ is called non fuzzy number if $\alpha$ or $\beta$ are negative. Figure 2.1. displays the TFN.

The sign of $\tilde{m}=(m, \alpha, \beta)$ is classified as follows:

- $\quad \tilde{m}$ is called Positive (Negative) iff $m-\alpha \geq 0(\beta+m \leq 0)$.
- $\quad \widetilde{m}$ is called Zero if $(m=0, \alpha, \beta=0)$.
- $\quad \widetilde{m}$ is called Near Zero iff $m-\alpha \leq 0 \leq \beta+m$.

Remark 2.2.1 (Dubois and Prade, 1980) If the spreads $\alpha$ and $\beta$ increase in $\widetilde{m}=(m, \alpha, \beta), \widetilde{m}$ becomes fuzzier and fuzzier. Moreover, it is considered as non fuzzy (crisp number) when $\alpha, \beta=0$.


Figure 2.1. Representation of triangular fuzzy number ( $m, \alpha, \beta$ )
TFN can be represented by Definition 2.2.2. as follows:

$$
\underline{u}(r)=r \alpha+m-\alpha \text { and } \bar{u}(r)=m+\beta-r \beta .
$$

The triangular fuzzy number can be represented in another form; it is derived if we suppose:

$$
\begin{equation*}
a_{1}=m-\alpha, \quad a_{2}=m, \quad a_{3}=m+\beta \tag{2.6}
\end{equation*}
$$

In this case, it is symbolically written as $\tilde{a}=\left(a_{1}, a_{2}, a_{3}\right)$ or $(a, b, c)$.

Then the membership function for this form is,

$$
\mu_{\tilde{A}}(x)=\left\{\begin{array}{cc}
\frac{x-a_{1}}{a_{2}-a_{1}}, & a_{1} \leq x \leq a_{2}  \tag{2.7}\\
\frac{a_{3}-x}{a_{3}-a_{2}}, & a_{2} \leq x \leq a_{3} \\
0, & \text { otherwise }
\end{array}\right.
$$

Definition 2.2.7. Two TFNs $\widetilde{m}_{1}=\left(m_{1}, \alpha_{1}, \beta_{1}\right)$ and $\widetilde{m}_{2}=\left(m_{2}, \alpha_{2}, \beta_{2}\right)$ are called equal, iff $m_{1}=m_{2}, \alpha_{1}=\alpha_{2}$ and $\beta_{1}=\beta_{2}$.

For choosing the nearest approximate and more accurate solution, the following metric distance function which proposed in Allahviranloo et al. (2012a, b) for trapezoidal fuzzy numbers. This metric function is modified to for triangular fuzzy number, by supposing the mean value interval in trapezoidal fuzzy number is a unique value to produce triangular fuzzy number.

Definition 2.2.8. (Allahviranloo et al. 2012a, b) For two fuzzy number $\tilde{A}=$ ( $a, \alpha_{1}, \beta_{1}$ ) $\tilde{B}=\left(b, \alpha_{2}, \beta_{2}\right)$, we define the distance between $\tilde{A}$ and $\tilde{B}$ as follows:

for two fuzzy vectors $\tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right), \tilde{Y}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)$ we define the distance between $\tilde{A}$ and $\tilde{B}$ as follows:

$$
\begin{equation*}
D_{p}(\tilde{X}, \tilde{Y})=\left(\sum_{i=1}^{n} d^{p}(\tilde{A}, \tilde{B})\right)^{\frac{1}{p}} \tag{2.8}
\end{equation*}
$$

The idea of constructing the concept TFNs is referred to Dubois and Prade (1980). It aims at simplifying operations of fuzzy numbers to make the computational formulas easier and quick. The next definition presents the arithmetic operation of TFNS.

Definition 2.2.9. (Dubois and Prade, 1980) The arithmetic operations for two TFN Fuzzy numbers $\widetilde{m}=(m, \alpha, \beta)$ and $\tilde{n}=(n, \gamma, \delta)$ are represented as follows:

## Addition:

$$
\begin{equation*}
\tilde{m} \oplus \tilde{n}=(m+n, \alpha+\gamma, \beta+\delta) \tag{2.9a}
\end{equation*}
$$

## Opposite:

$$
\begin{equation*}
-\widetilde{m}=-(m, \alpha, \beta)=(-m, \beta, \alpha) . \tag{2.9b}
\end{equation*}
$$



Approximated multiplication operation of two triangular fuzzy numbers:

1. Let $\widetilde{m}>0$ and $\tilde{n}>0$. Then,

$$
\begin{equation*}
\widetilde{m} \otimes \tilde{n} \cong(m n, m \gamma+n \alpha, m \delta+n \beta) . \tag{2.10a}
\end{equation*}
$$

2. Let $\widetilde{m}<0$ and $\tilde{n}>0$. Then,

$$
\begin{equation*}
\widetilde{m} \otimes \tilde{n} \cong(m n, n \alpha-m \delta, n \beta-m \gamma) \tag{2.10b}
\end{equation*}
$$

3. Let $\widetilde{m}<0$ and $\tilde{n}<0$. Then,

$$
\begin{equation*}
\widetilde{m} \otimes \tilde{n} \cong(m n,-n \beta-m \delta,-n \alpha-m \gamma) . \tag{2.10c}
\end{equation*}
$$

4. Let $\widetilde{m}=0$ or $\tilde{n}=0$. Then,

$$
\begin{equation*}
\widetilde{m} \otimes \tilde{n} \cong 0 \tag{2.10d}
\end{equation*}
$$

## Scalar multiplication:

Let $\lambda \in \mathbb{R}$. Then,

$$
\lambda \otimes(m, \alpha, \beta)=\left\{\begin{array}{cl}
(\lambda m, \lambda \alpha, \lambda \beta), & \lambda \geq 0  \tag{2.11}\\
(\lambda m,-\lambda \beta,-\lambda \alpha), & \lambda<0
\end{array}\right.
$$

Some authors discussed the limitations of Dubois and Prade's (1980) approximation for multiplication on TFNs. Babbar et al. (2013) claimed that this approximation suitable when the spreads (right and left) of the TFN to be negligible if compared to the mean. According to Dubois and Prade (1980), when spreads are not small compared with mean values, other approximation formulas can be used to give the rough shape. Fortin, Dubois and Fargier, (2008) mentioned that this method for multiplication is very suitable for a positive TFN only; it can give a closed form result for the basic arithmetic multiplication of positive numbers.

In fuzzy systems, the mean value $m$ may be too remote of spreads to the right $\alpha$ or left $\beta$. Furthermore, the sign is not required to be positive all time. Thus, an Approximation for Multiplication was introduced by Kaufmann and Gupta (1991) is used which depends on the min-max function.

Definition 2.2.10. (Kaufmann and Gupta, 1991) Let $\widetilde{m}=(m, \alpha, \beta)$ and $\tilde{n}=(n, \gamma, \delta)$, be two unrestricted TFNs. Then,

$$
\begin{equation*}
\tilde{m} \otimes \tilde{n}=\left(m n, f_{1}, f_{2}\right) \tag{2.12}
\end{equation*}
$$

where,

$$
\begin{gathered}
f_{1}=m n-\operatorname{Min}\{(m-\alpha)(n-\gamma),(m+\beta)(n-\gamma),(m+\beta)(n+\delta), \\
(m-\alpha)(n+\delta)\},
\end{gathered}
$$

and,

$$
f_{2}=\operatorname{Max}\{(m-\alpha)(n-\gamma),(m+\beta)(n-\gamma),(m+\beta)(n+\delta),(m-\alpha)(n+\delta)\}
$$

### 2.2.2 Trapezoidal Fuzzy Number
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Trapezoidal fuzzy number (TZFN) is a generalization to triangular fuzzy number by extended mean value $m$ in $T F N$ to produce interval $[m, n]$ which is presented in the next definition.

Definition 2.2.11. A fuzzy number $\tilde{A}=(m, n, \alpha, \beta)$ is said to be a trapezoidal fuzzy number (TZFN) if its membership function is given by,

$$
\mu_{\tilde{A}}(x)=\left\{\begin{array}{cc}
1-\frac{m-x}{\alpha}, & m-\alpha \leq x \leq m, \alpha>0  \tag{2.13}\\
1, & m<x<n \\
1-\frac{x-n}{\beta}, & n \leq x \leq n+\beta, \beta>0 \\
0, & \text { otherwise }
\end{array}\right.
$$

A set of all trapezoidal fuzzy numbers is denoted by $T(R) . \widetilde{m}$ is called symmetric if $\alpha=\beta . \tilde{A}$ is called non trapezoidal fuzzy number if $\alpha, \beta$ is negative or $m>n$. Figure 2.2. Displays the TZFN.

The sign of $\widetilde{m}=(m, n, \alpha, \beta)$ is classified as follows:

- $\widetilde{m}$ is called Positive (Negative) iff $m-\alpha \geq 0,(\beta+n \leq 0)$.
- $\widetilde{m}$ is called Zero if ( $m, n=0, \alpha, \beta=0$ ).
- $\widetilde{m}$ is called Near Zero iff $m-\alpha \leq 0 \leq \beta+n$.


## Universiti Utara Malaysia

Similarly for TFN, there is another very advantageous form for TZFN. This form is derived if we suppose,

$$
\begin{equation*}
a_{1}=m-\alpha, \quad a_{2}=m, \quad a_{3}=n, \quad a_{4}=n+\beta, \tag{2.14}
\end{equation*}
$$

which can be symbolically written as $\tilde{a}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ or $(a, b, c, d)$.

Then, the membership function for this form is as follows:

$$
\mu_{\tilde{A}}(x)=\left\{\begin{array}{cl}
\frac{x-a_{1}}{a_{2}-a_{1}}, & a_{1} \leq x \leq a_{2}  \tag{2.15}\\
1, & a_{2}<x<a_{3} \\
\frac{a_{3}-x}{a_{3}-a_{2}}, & a_{3} \leq x \leq a_{4} \\
0, & \text { otherwise }
\end{array}\right.
$$



Figure 2.2. Representation of trapezoidal fuzzy number $(m, n, \alpha, \beta)$ ).
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Definition 2.2.12. Two TZFNs $\widetilde{m}_{1}=\left(m_{1}, n_{1}, \alpha_{1}, \beta_{1}\right)$ and $\widetilde{m}_{2}=\left(m_{2}, n_{2}, \alpha_{2}, \beta_{2}\right)$ are called equal, iff $m_{1}=m_{2}, n_{1}=n_{2}, \alpha_{1}=\alpha_{2}$ and $\beta_{1}=\beta_{2}$.

Definition 2.2.13. (Dubois and Prade, 1980) The arithmetic operations for two fuzzy numbers $\widetilde{m}=\left(m_{1}, n_{1}, \alpha_{1}, \beta_{1}\right)$ and $\tilde{n}=\left(m_{2}, n_{2}, \alpha_{2}, \beta_{2}\right)$ is as follows:

## Addition:

$$
\begin{equation*}
\tilde{m}+\tilde{n}=\left(m_{1}+m_{2}, n_{1}+n_{2}, \alpha_{1}+\alpha_{2}, \beta_{1}+\beta_{2}\right) \tag{2.16}
\end{equation*}
$$

## Scalar multiplication:

Let $\lambda \in \mathbb{R}$. Then,

$$
\lambda \otimes(m, n, \alpha, \beta)=\left\{\begin{array}{cl}
(\lambda m, \lambda n, \lambda \alpha, \lambda \beta) & \lambda \geq 0  \tag{2.17}\\
(\lambda n, \lambda m,-\lambda \beta,-\lambda \alpha) & \lambda<0
\end{array}\right.
$$

Definition 2.2.14. (Allahviranloo et al. 2012a, b) For two fuzzy number $\tilde{A}=$ $\left(m_{1}, n_{1}, \alpha_{1}, \beta_{1}\right), \tilde{B}=\left(m_{2}, n_{2}, \alpha_{2}, \beta_{2}\right)$, we define the distance between $\tilde{A}$ and $\tilde{B}$ as follows:

$$
\begin{equation*}
d^{2}(\tilde{A}, \tilde{B})=\frac{\left[\left(m_{1}-m_{2}\right)-\left(\alpha_{1}-\alpha_{2}\right)\right]^{2}+\left[\left(n_{1}-n_{2}\right)+\left(\beta_{1}-\beta_{2}\right)\right]^{2}+\left(m_{1}-m_{2}\right)^{2}+\left(n_{1}-n_{2}\right)^{2}}{4}, \tag{2.18}
\end{equation*}
$$

for two fuzzy vectors $\tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right), \tilde{Y}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)$ we define the distance between $\tilde{A}$ and $\tilde{B}$ as follows:

$$
\begin{gather*}
\text { Universiti Uta }{ }^{\frac{1}{p}} D_{p}(\tilde{X}, \tilde{Y})=\left(\sum_{i=1}^{n} d^{p}(\tilde{A}, \tilde{B})\right)^{p} . \tag{2.19}
\end{gather*}
$$

### 2.3 Linear Fuzzy Systems

In this section a survey of existing methods for solving linear fuzzy systems are reviewed. Some examples are illustrated to show the problems in the existing method.

### 2.3.1 Fuzzy Linear System

We will start with fuzzy linear system in particular form of fuzzy numbers which considers the simplest fuzzy system, in the definition below.

Definition 2.3.1. Consider the $n \times n$ linear system,

$$
\left\{\begin{array}{c}
a_{11} \tilde{x}_{1}+a_{12} \tilde{x}_{2}+\ldots \ldots+a_{1 n} \tilde{x}_{n}=\tilde{b}_{1}  \tag{2.20}\\
a_{21} \tilde{x}_{1}+a_{22} \tilde{x}_{2}+\ldots \ldots+a_{2 n} \tilde{x}_{n}=\tilde{b}_{2} \\
\vdots \\
\vdots \\
a_{n 1} \tilde{x}_{1}+a_{n 2} \tilde{x}_{2}+\ldots \ldots+a_{n n} \tilde{x}_{n}=\tilde{b}_{n}
\end{array}\right.
$$

where the entries of matrix $A=\left(a_{i j}\right)_{i, j,=1}^{n}$ are crisp numbers and $\tilde{X}=\left(\tilde{x}_{j}\right)$ and $\tilde{B}=\left(\tilde{b}_{j}\right)$ is a column vector with entries of fuzzy numbers in particular form $\tilde{b}_{j}=\left(\left(\underline{b}_{j}(r), \bar{b}_{j}(r)\right), j=1, \ldots, n\right.$. This system is called Fuzzy Linear System (FLS). In matrix form the system can be represented as,

$$
\begin{equation*}
A \otimes \tilde{X}=\tilde{B}, \tag{2.21}
\end{equation*}
$$

In the next section Friedman's Model (1998) for solving FLS is discussed to indicate the problem in using parametric form.
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## Friedman Model

Friedman et al. (1998) created a generic model in order to obtain the solution to $n \times n F L S$. They wrote the $F L S$ in the following function linear system:

$$
\begin{align*}
& \frac{\sum_{j=1}^{n} a_{i j} x_{j}}{\overline{\bar{n}}}=\sum_{j=1}^{n} \underline{a_{i j} x_{j}}=\underline{y_{j}} \\
& \sum_{J=1}^{n} a_{l \jmath} x_{J} \tag{2.22}
\end{align*}=\sum_{j=1}^{n} \overline{a_{l \jmath} x_{J}}=\bar{y}_{J}, \quad j=1,2, \ldots, m .
$$

They constructed a crisp $2 n \times 2 n$ linear system,

$$
\begin{equation*}
S X=Y, \tag{2.23}
\end{equation*}
$$

instead of the original $n \times n F L S$, where matrix $S$ is contained in a non-negative coefficients matrix represented as follows:

$$
S=\left(\begin{array}{ll}
B & C \\
C & B
\end{array}\right), \quad X=\binom{\underline{X}}{-\underline{X}}, \quad Y=\binom{\underline{Y}}{-\underline{Y}} .
$$

In the above block matrix $S$, the matrix $B$ comprises the positive coefficients of the original matrix $A$ along with the absolute values of its negative coefficients $C$.

Definition 2.3.2. (Friedman et al. 1998) Let vector $\tilde{X}=\left\{\left(\underline{x}_{j}(r),-\bar{x}_{j}(r)\right), 1 \leq i \leq\right.$ $n\}$ indicated the unique solution to FLS. The fuzzy number vector $\widetilde{U}=\left\{\left(\underline{u}_{j}(r), \bar{u}_{j}(r)\right), 1 \leq i \leq n\right\}$ is located by

$$
\begin{align*}
& \underline{u}_{j}(r)=\operatorname{Min}\left\{\underline{x}_{j}(r), \bar{x}_{j}(r), \underline{x}_{j}(1), \bar{x}_{j}(1)\right\}, \\
& \bar{u}_{j}(r)=\operatorname{Max}\left\{\underline{x}_{j}(r), \bar{x}_{j}(r), \bar{x}_{j}(1), \bar{x}_{j}(1)\right\}, \tag{2.24}
\end{align*}
$$

as $X$ is the solution of $S X=Y, \widetilde{U}$ is the fuzzy solution of original $A \otimes \tilde{X}=\tilde{Y}$.

The following type of fuzzy solution,

$$
\left\{\begin{array}{l}
\underline{u}_{j}(r)=\underline{x}_{j}(r), \\
\bar{u}_{j}(r)=\bar{x}_{j}(r),
\end{array} \quad \text { for } 1 \leq i \leq n,\right.
$$

is named a strong fuzzy solution. Otherwise, a fuzzy solution is named a weak fuzzy solution.

Allahviranloo (2004, 2005) and Allahviranloo and Kermani (2006) utilized Friedman's model, where he proposed a solution of FLS by using well-known iterative methods like Gauss Seidel and Jacobi. They illustrated $S X=Y$ by
a numerical example where the unique solution is either a weak or strong fuzzy number. Allahviranloo (2005), argued that by using the Gauss-Sidel method, where the systems are not convergent, he proposed the solution of $F L S$ by using another iterative method which is called Successive Over Relaxation (SOR). In the same year, Allahviranloo (2005) completed his work in iterative methods by comparing the previous result with Adomian decomposition method; in order to enhance his result in Allahviranloo (2004), he proved that the Jacobi iterative method and Adomian are equivalent.

As for Dehghan and Hashemi (2006b), in order to solve FLS, they extend several numerical algorithms for solving linear systems, such as Extrapolated Richardson, Richardson, Gaus-Seidel, JOR, Jacobi, SOR, EGS, ESOR, SSOR, AOR, USSOR, MSOR and EMA. These methods were followed by convergence theorems, and proved some results that were studied by Allahviranloo (2004). On the other hand, based on Friedman's model, many studies used several numerical methods to solve FLS (Matinfar, Nasseri and Sohrabi, (2008), Dafchahi, (2008), Jafari, Saeidy and Vahidi, (2009), Lazim, and Hakimah, (2010), Ezzati, (2011), Najafi and Edalatpanah, (2012) and Amirfakhrian, (2012)).

However, Allahviranloo et al. (2011a) said that "fuzzy linear systems" of Friedman model (1998) almost never have a genuine solution and hence this research line is totally barren. Allahviranloo et al. (2011a) have indicated that by a counterexample, the definition for weak fuzzy solution does not always yield a fuzzy number vector. It is therefore clear that the definition of weak fuzzy solution by Friedman et al.
(1998) cannot be used any more. Consequently, Friedman's model for solving fuzzy linear systems almost never had a genuine solution.

In the next section, a new fuzzy system $(L R-F L S)$ is considered as generalization of $F L S$, with triangular fuzzy number, to avoid the limitations in $F L S$.

### 2.3.2 Left-Right Fuzzy Linear System

LR fuzzy linear system $(L R-F L S)$ is a linear system whose right hand side $\tilde{B}$ is a triangular fuzzy number vector. This fuzzy system is simplest linear system including triangular fuzzy number as definition below.

Definition 2.3.3. (Left-Right fuzzy linear system) Consider the $n \times n$ linear system,
it can be written in matrix form,

$$
\begin{gather*}
A \otimes \tilde{X}=\tilde{B}  \tag{2.26}\\
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right) \otimes\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\vdots \\
\tilde{x}_{n}
\end{array}\right)=\left(\begin{array}{c}
\tilde{b}_{1} \\
\tilde{b}_{2} \\
\vdots \\
\tilde{b}_{n}
\end{array}\right),
\end{gather*}
$$

this system is called a Left-Right fuzzy linear system (LR - FLS) where the coefficient matrix $A=\left(a_{i j}\right), 1 \leq i, j \leq n$ is a crisp matrix, the entries of fuzzy vectors $\tilde{X}, \tilde{B}$ are TFNs, and $\tilde{X}$ is unknown to be found.

The interest on $L R-F L S$ has been increasing in the last five years for three main reasons, namely:

1. In applications, $L R-F L S$ is easier to understand and applied since triangular fuzzy number does not have parameter $r, 0 \leq r \leq 1$ as particular form fuzzy number in $F L S$, because $T F N$ is a collection of three ordered crisp numbers.
2. Allahviranloo's (2011a) argument on the weak solution of Friedman'model (1998) has been showed that many cases and examples were wrongly solved $L R-F L S$.
3. $L R-F L S$ is considered as particular scenarios of $F F L S$, where all spreads are zero in left hand side.

For these reasons, $L R-F L S$ is considered as an alternative of $F L S$.

In next section $F F L S$ is presented as expanding of $F L S$ and $L R-F L S$, where all the entries are TFNs.
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### 2.3.3 Fully Fuzzy Linear System

The interest in $F F L S$ is due to the needs to widen the scope of $F L S$ and $L R-F L S$, as it is found in many applications there is no control to fix coefficients of matrix $A$ similar to $F L S$ or $L R-F L S$.

Definition 2.3.4. Consider the $n \times n$ linear system,

$$
\left\{\begin{array}{c}
\tilde{a}_{11} \tilde{x}_{1}+\tilde{a}_{12} \tilde{x}_{2}+\ldots \ldots+\tilde{a}_{1 n} \tilde{x}_{n}=\tilde{b}_{1},  \tag{2.27}\\
\tilde{a}_{21} \tilde{x}_{1}+a_{22} \tilde{x}_{2}+\ldots \ldots+\tilde{a}_{2 n} \tilde{x}_{n}=\tilde{b}_{2}, \\
\vdots \\
\vdots \\
\tilde{a}_{n 1} \tilde{x}_{1}+\tilde{a}_{n 2} \tilde{x}_{2}+\ldots \ldots+\tilde{a}_{n n} \tilde{x}_{n}=\tilde{b}_{n},
\end{array}\right.
$$

where $\forall \tilde{a}_{i j}, \tilde{b}_{j} \in G(R)$. This system is called a Fully fuzzy linear system (FFLS).

The matrix $\tilde{A}=\left(\tilde{a}_{i j}\right)_{i, j=1}^{n}$ and the vector $\tilde{B}=\left(\tilde{b}_{j}\right)_{j=1}^{n}$ can be represented as,

$$
\begin{equation*}
\tilde{A} \otimes \tilde{X}=\tilde{B} \tag{2.28}
\end{equation*}
$$

The vector $\tilde{X}=\left(\tilde{x}_{j}\right)_{j=1}^{n}$ is called exact fuzzy solution if $\forall \tilde{x}_{j} \in G(R), j=1, \ldots, n$, otherwise it is called exact non fuzzy solution.

In the literature, many methods were obtained to solve the scenarios of $F F L S$, it is noted the methods for solving FFLS applied the approximations multiplication operators numbers (Dubois and Prade's or Kaufmann's approximation for multiplication).

These methods are classified according approximation formula for multiplication, direct methods which used Dubois and Prade's approximate and indirect methods which used Kaufmann's approximation for multiplication.

### 2.3.3.1 Direct methods for solving FFLS

Through direct methods, the solution directly obtained by applying a multiplication operators from Dubois and Prade's approximate arithmetic and then solving the associated linear system for $F F L S$.

For example, if all entries of fuzzy matrices $\tilde{A}$ and $\tilde{X}$ are positives $T F N s$, we need only Equations (2.9a) and (2.10a) to obtain the associated linear system. Although the scenarios of $F F L S$ which can be solved by direct methods are very restricted,
these methods have a wide scientific applications in real life situations, such as supposing the time as a parameter, then $P-\tilde{X}$ is required for $P-F F L S$ or $G-$ FFLS.

Next theorem provides the conditions of $P-F F L S$ to have $P-\tilde{X}$.

Theorem 2.3.1. (Dehghan et al. 2006) Let $\tilde{A}=(A, M, N), \tilde{B}=(b, h, g) \geq 0$ in FFLS
$\tilde{A} \otimes \tilde{X}=\tilde{B}$, and $:$
$i$ - Centric matrix $A$ be a non negative-inverse, i.e. $A^{-1}$ exist and $A^{-1}>0$.
ii- $h \geq M A^{-1} b$ and $g \geq N A^{-1} b$.
$i i i-\left(M A^{-1}+I\right) b \geq h$.

Then, the FLLS has $P=\tilde{X}$.

Dehghan et al. (2006) used the direct methods in solving $P-\tilde{X}$ for $P-F F L S$ to obtain a technique similar to the classic methods derived in linear algebra, such as the

LU decomposition and Cramer's rule (with its explanation to find the approximated solution of a system). Apart from that, they also proposed a new method using $L P$ in order to obtain the solution of non-square, square and matrix (over-determined) fuzzy systems. The iterative techniques like Gauss-Seidel and Jacobi Adomian decomposition method are also expanded by Dehghan and Hashemi (2006b), Dehghan, et al. (2007). Similarly, Nasseri, Sohrabi and Ardil (2008), Nasseri and Zahmatkesh (2010), Nasseri, Behmanesh and Sohrabi (2012), Gao and Zhang
(2009), and Kumar, Neetu and Bansal (2012), Abbasbandy and Hashemi (2012). Ezzati, Khezerloo, Mahdavi-Amiri and Valizadeh (2014) and Abdolmaleki and Edalatpanah (2014) in all their studies proposed new methods for solving $P-F F L S$ are similar to Dehghan's method, all the previous studies depended on Theorem 2.3.1. In addition, Kumar et al. (2012) added a contribution in these methods by investigating the unique and infinite many solutions.

Liu (2010) found $P-\tilde{X}$ for $G-F F L S$ by Homotopy Perturbation Methods (HPM), in his study, followed the three multiplication operators in Dubois and Prade's approximate arithmetic, since it is easier to apply in numerical method. However, he used a small fuzziness $\alpha, \beta$ comparing with $m$. He avoided dealing with near zero triangular fuzzy number.

## The problem in direct methods for solving FFLS

The following limitations are noted in the direct methods:
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1. All direct methods depend only on Dubois and Prade's approximate arithmetic, which means that the direct fuzzy approximation solution will be obtained without taking into consideration the distance of spreads $\alpha$ and $\beta$ about the mean $m$. The evidence for this, can be seen in most examples in previous studies that takes the spreads $\alpha$ and $\beta$ to be very small, as compared with mean $m$. For example the fuzziness in fuzzy numbers $\tilde{8}=(8,0.1,0.2)$ and $\widetilde{50}=(50,1,3)$ are very small, in fact, these fuzzy numbers are very close to crisp numbers 8 and 50, respectively, based on Remark 2.2.1. if the spreads $\alpha$ and $\beta$ increase in $\widetilde{m}=(m, \alpha, \beta), \widetilde{m}$ becomes fuzzier and fuzzier.
2. The guarantee for existing solution by these methods is very small. For example, the discussion in Chapter Three indicates that Theorem 2.3.1. is limited to $A^{-1}>0$. Until now, there is no numerical example investigated by Theorem 2.3.1.
3. The guarantee of fuzziness solution must depend on $\tilde{A}$ as well as $\tilde{B}$. The evidence for that, until now, there is no numerical example that can guarantee $P-\tilde{X}$ for an $P-F F L S$. Moreover some methods provided an $P-\tilde{X}$ where the system doesn't have $P-\tilde{X}$ as for $P-F F L S$ such as examples in Abbasbandy and Hashemi (2012).
4. Some existing methods are incomplete and have many flaws, as shown in the below examples. Many of these methods provide incorrect examples because the right hand is not equal to the left hand which is discussed in Chapter Three such as examples in Abbasbandy and Hashemi (2012) and example in $P-\tilde{X}$ for an $G-F F L S(L i u, 2010)$. Utara Malaysia

### 2.3.3.2 Indirect methods for solving $F F L S$

Indirect methods can obtain a solution by applying Kaufmann's approximation for multiplication, but there is no guarantee that the associated system will be a corresponding linear system for FFLS. Such that, Kumar et al. (2011a), Otadi and Mosleh (2012) and Babbar et al. (2013) their methods depend on transferring the fuzzy system to $L P$ or $N L P$.

Kumar et al. (2011a) found the $P-\tilde{X}$ for $G-F F L S$. The $n \times n F F L S$ is transferred to a $3 n \times 3 n$ classical linear system by applying Kaufmann's approximation, they
calculated all multiplication by fuzzy operation between fuzzy matrices, thus requiring more computational times. Then, they studied the consistency of the system. However, this method is unable to treat near zero TFN (neither positive nor negative). It is noted that in the two examples illustrated in his paper, each system is neither fully positive nor fully negative TFN. Moreover, all size of $F F L S$ examples do not exceed $n=2$.

Otadi et al. (2011) obtained $G-\tilde{X}$ for $G-F F L S$ using numerical method that depends on neural network. However, their method is restricted by many constraints, the method solves $F F L S$ when the system has a unique fuzzy solution only and the fuzzy matrix $\tilde{A}$ has to be square. These constraints prevent the extension of the method to solve singular or rectangle matrix to provide infinity many solution when it is available.

Later, Ezzati et al. (2012) proposed method to find $P-\tilde{X}_{\text {a }}$ for $N Z-F F L S$ by transferring the $F F L S$ into two $n \times n$ and $2 n \times 2 n$ crisp linear systems, they employed a least squares problem to find an approximated fuzzy solution. Actually, his method produced inaccurate solution as shown in the example in Chapter Four, since the left hand side is not equal to the right hand side.

In addition, Otadi and Mosleh (2012) investigated $P-\tilde{X}$ for $N Z-F F L S$ by employing $L P$, which leads to more computational times, their method involves much arithmetic fuzzy operations. Because of that, they only provided the size of FFLS that do not exceed $n=2$. This method cannot check the possibilities of
solution since it provides optimal solution only using $L P$. Moreover this method is constructed to solve fully fuzzy matrix equation (FFME),

Kumar et al. (2011b) and Babbar et al. (2013) found the $N Z-\tilde{X}$ for $N Z-F F L S$ by $L P$, the methods are valid for square and rectangle systems such as $n=3 F F L S$. The solution is obtained in six steps. In the fifth step, where the $F F L S$ was transferred to equivalent $L P$ in order to solve, the required constraints added to guarantee the fuzzy solution. This produces complicated $L P$ since it needed $3 n+2 n^{2}$ constraints in for $n \times n F F L S$, with conditions of obtained solution to be a fuzzy solution. So their examples do not exceed $n=3$. Also, they found $G-\tilde{X}$ for $G-F F L S$ by fuzzy Cramer's. However they proposed the same consistency in the solution of $F F L S$ and the equivalent $L P$.

They introduced Remark 2.3.1, but the contradiction for this remark is located in Chapter Five by counter example, ersiti Utara Malaysia

Allahviranloo, et al. (2014) transformed FFLS for two fully interval linear systems, then to $L P$, this method required to construct more than 6 different systems, the final solution provided by $N L P$, moreover their method cannot provide more than one solution.

## The problems in Indirect Methods:

1- It is apparent that the previous methods treating possible ways of solutions for $F F L S$ is similar to possible ways of solution for linear systems or $L P$. The concept of uniqueness of solution for systems produced by applying Kaufmann's approximation for multiplication. But this approximation can
provide two different unique solutions (finite solution), unlike the uniqueness concept in linear system where the uniqueness happens by one solution. Similarly, the infinite many solutions case may happen through min or max conditions, unlike the infinite many solutions in linear systems which is based on the consistency of the system. Moreover, the FFLS may have two solutions only and not infinity many solutions. The discussion in Chapter Five is contrary with their following Remark 2.3.1. provided in Kumar et al. (2011b) and Babbar et al. (2013).

Remark 2.3.1. The existence of the $F F L S$ solutions relies on the existence of the solutions of the $L P$ which may be no solution, trivial, unique, or infinite many solutions (Babbar et al. 2012, Kumar et al. 2011b).

2- Many of the methods in Kumar et al. (2011b), Babbar et al. (2013) and Otadi and Mosleh (2012), Allahviranloo, et al. (2014) relied heavily on $L P$ and $N L P$ to solve the $F F L S$ without separation in algorithms between exact $(\tilde{X})$ and approximate ( $\tilde{X}^{\prime}$ ) fuzzy solution. To overcome this mixture in algorithms, they added further constraints on the systems. As stated before, to solve $n \times n F F L S$, for example in Babbar et al. (2013) the associated $L P$ must have $3 n+2 n^{2}$ constraints. All provided examples in the previous methods do not exceeded $n=4$, which indicate the insufficiency of these methods to provide solution for $F F L S$ in more than three parameters, because any example more than $n=4$ needs high constraints as $(3)(5)+(2)\left(5^{2}\right)=65$ for $5 \times$ 5 FFLS, these constrains are computed by fuzzy operations. In addition,

Allahviranloo, et al. (2014)'s method also has many fuzzy operation since the final solution gained by solving 6 systems, moreover the proposed solution is not satisfied the system as it is showed in Chapter Five.

3- Some methods, such as Otadi et al. (2011), required information about the solution to choose suitable initial data before solving the system. This means the method is insufficient to solve arbitrary systems, when these date are not available.

The next remark will be used in indirect methods to solve $N Z-F F L S$.

Remark 2.3.2. For any variables $x$ and $y . \operatorname{Min}[x, y]$ and $\operatorname{Max}[x, y]$ denote the minimum and maximum of $x$ and $y$, respectively as follows,

$$
\begin{equation*}
\operatorname{Min}[x, y]=\left(\frac{x+y}{2}\right)-\left|\frac{x-y}{2}\right|, \quad \operatorname{Max}[x, y]=\left(\frac{x+y}{2}\right)+\left|\frac{x-y}{2}\right| . \tag{2.29}
\end{equation*}
$$

### 2.3.4 Fully Fuzzy Matrix Systems r'siti Utara Malaysia

This section is considered as an extension to FFLS scenarios, since all coefficients are fuzzy numbers. There are many linear matrix equations that can be formed in this section. The most important two linear matrix equations are fully fuzzy matrix system as well as fully fuzzy Sylvester equation, where the other fuzzy linear matrices can be formed by them.

Definition 2.3.5. (Fully Fuzzy Matrix System) Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{a}, \alpha_{i j}^{a}, \beta_{i j}^{a}\right)_{i, j=1}^{n}$ and $\quad \tilde{B}_{m}=\left(\tilde{b}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{b}, \alpha_{i j}^{b}, \beta_{i j}^{b}\right)_{i, j=1}^{n}$ are known positive fuzzy matrices, $\tilde{X}_{m}=\left(\tilde{x}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{x}, \alpha_{i j}^{x}, \beta_{i j}^{x}\right)_{i, j=1}^{n}$ is an unknown positive fuzzy matrix,

$$
\begin{gather*}
\tilde{A}_{m} \otimes \tilde{X}_{m}=\tilde{B}_{m},  \tag{2.30}\\
\left(\begin{array}{cccc}
\tilde{a}_{11} & \tilde{a}_{12} & \ldots & \tilde{a}_{1 n} \\
\tilde{a}_{21} & \tilde{a}_{22} & \ldots & \tilde{a}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{n 1} & \tilde{a}_{n 2} & \cdots & \tilde{a}_{n n}
\end{array}\right) \otimes\left(\begin{array}{cccc}
\tilde{x}_{11} & \tilde{x}_{12} & \ldots & \tilde{x}_{1 n} \\
\tilde{x}_{21} & \tilde{x}_{22} & \ldots & \tilde{x}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{x}_{n 1} & \tilde{x}_{n 2} & \cdots & \tilde{x}_{n n}
\end{array}\right)=\left(\begin{array}{cccc}
\tilde{b}_{11} & \tilde{b}_{12} & \cdots & \tilde{b}_{1 n} \\
\tilde{b}_{21} & \tilde{b}_{22} & \ldots & \tilde{b}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{b}_{n 1} & \tilde{b}_{n 2} & \cdots & \tilde{b}_{n n}
\end{array}\right),
\end{gather*}
$$

is called fully fuzzy matrix Equation (FFME).

The next equation is most important linear matrix equation in Control theory is named Sylvester equation.

Definition 2.3.6. (Fully Fuzzy Sylvester Equation) Consider the following fuzzy matrix equation $\tilde{A}, \tilde{B}, \tilde{X}$ and $\tilde{C}$ where $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times n}, \tilde{X}=\left(\tilde{x}_{i j}\right)_{n \times m}, \tilde{B}=\left(\tilde{b}_{i j}\right)_{m \times m}$ and $\tilde{C}=\left(\tilde{c}_{i j}\right)_{n \times m}$. The equation below is called fully fuzzy Sylvester equation (FFSE),

The methods of solving fully fuzzy matrix systems is an extension form $F F L S$, for that all stated problem in direct and indirect methods for solving FFLS are effective for solving fuzzy matrix equation such as methods in (Otadi and Mosleh (2012) and Kargar, Allahviranloo, Rostami-Malkhalifeh and Jahanshaloo (2014). In addition, there are two further problems:

1. The arithmetic fuzzy matrices multiplication are computed between fuzzy matrices to produce $F F L S$, such as, Guo and Shang (2013a,b) which required many more computational time due to applying fuzzy operation.
2. Basic definitions and operation in crisp matrices such as identity and transpose are not developed to fuzzy matrices, where these definitions are essential to establish required theorems. Such as Kronecker product cannot be applied between fuzzy and crisp matrices. Because of that, in Guo and Jin (2014) the fuzzy matrix equations are separated to solve each values $m, \alpha$ and $\beta$, then collected again in one system.


## CHAPTER THREE

## POSITIVE SOLUTION FOR POSITIVE FULLY FUZZY LINEAR SYSTEM

This chapter develops associated linear system to obtain $P-\tilde{X}$ of $P-F F L S$. In order to develop this linear system, block matrix and block vectors will be used to include all entries of $P-F F L S$ into the associated linear system. A necessary conditions to ensure $P-\tilde{X}$ are derived. The consistency of the fully fuzzy linear system is provided.

### 3.1 Fundamental Concepts for Associated Linear System

This section presents the fundamental definition and main theorem to develop the new method for solving $P-\tilde{X}$ of $P-F F L S$, the next definition is used in associated linear system for $P-F F L S$.
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Definition 3.1.1. A $3 n \times 3 n$ crisp matrix $S$ consists of $n \times n$ zero matrix $Z=$ $(0)_{n \times n}$ and three $n \times n$ crisp matrices $A=\left(m_{i, j}^{a}\right)_{n \times n}, M=\left(\alpha_{i, j}^{a}\right)_{n \times n}$ and $N=$ $\left(\alpha_{i, j}^{a}\right)_{n \times n}$ of fuzzy matrix $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times n}=\left(m_{i, j}^{a}, \alpha_{i, j}^{a}, \beta_{i, j}^{a}\right)_{n \times n}$ is defined as,
$S=\left(\begin{array}{lll}A & Z & Z \\ N & A & Z \\ M & Z & A\end{array}\right)=\left(\begin{array}{c}\left(\begin{array}{ccc}m_{11}^{a} & \cdots & m_{1 n}^{a} \\ \vdots & \ddots & \vdots \\ m_{n 1}^{a} & \cdots & m_{n n}^{a}\end{array}\right)\left(\begin{array}{ccc}0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0\end{array}\right) \\ \left(\begin{array}{ccc}\alpha_{11}^{a} & \cdots & \alpha_{1 n}^{a} \\ \vdots & \ddots & \vdots \\ \alpha_{n 1}^{a} & \cdots & \alpha_{n n}^{a}\end{array}\right)\left(\begin{array}{ccc}m_{11}^{a} & \cdots & m_{1 n}^{a} \\ \vdots & \ddots & \vdots \\ m_{n 1}^{a} & \cdots & m_{n n}^{a}\end{array}\right)\left(\begin{array}{ccc}0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0\end{array}\right) \\ \left(\begin{array}{ccc}\beta_{11}^{a} & \cdots & \beta_{1 m}^{a} \\ \vdots & \ddots & \vdots \\ \beta_{m 1}^{a} & \cdots & \beta_{m m}^{a}\end{array}\right)\left(\begin{array}{ccc}0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ddots & \vdots \\ 0 & \cdots & 0\end{array}\right) \\ 0 \\ 0\end{array}\right)$

The matrix $S$ is called the associated matrix of fuzzy matrix $\tilde{A}$.

The next theorem shows that the singularity of matrix $S$ depends on the singularity of matrix $A$.

Theorem 3.1.1. Block matrix $S$ is non-singular if and only if the matrix $A$ in is nonsingular.

Proof. The crisp matrices $A, M$ and $N$ are square matrices in common order $n$, so we can easily make the block matrix $S$ becomes a diagonal matrix, using elementary operation of partitioned matrices in Section 2.1.1, by subtracting the first row multiplied by $M A^{-1}$ from the second row, and subtracting the first row multiplied by $N A^{-1}$ from the third row, is as follows:

$$
S=\left(\begin{array}{lll}
A & 0 & 0 \\
M & A & 0 \\
N & 0 & A
\end{array}\right) \rightarrow\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & A & 0 \\
0 & 0 & A
\end{array}\right)=S_{1} \text {. }
$$

Now, we will expand $S_{1}$ through 3 block matrices of order $3 n \times 3 n$, which are, $\left\{E_{1}, E_{2}, E_{3}\right\}$ where,

$$
E_{1}=\left(\begin{array}{ccc}
A & 0 & 0 \\
0 & I_{n} & 0 \\
0 & 0 & I_{n}
\end{array}\right), E_{2}=\left(\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & A & 0 \\
0 & 0 & I_{n}
\end{array}\right), E_{3}=\left(\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & I_{n} & 0 \\
0 & 0 & A
\end{array}\right) .
$$

Hence,

$$
S_{1}=E_{1} E_{2} E_{3} .
$$

Clearly,

$$
|S|=\left|S_{1}\right|=\left|E_{1}\right|\left|E_{2}\right|\left|E_{3}\right|=|A|^{3} .
$$

Therefore,

$$
\begin{equation*}
|S| \neq 0 \text { if and only if }|A| \neq 0 . \tag{3.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
|S|=|A|^{3} \tag{3.2}
\end{equation*}
$$

Next section provides method to obtain the $P-\tilde{X}$ for $P-F F L S$, using the block matrix $S$ in Definition 3.1.1.

### 3.2 Positive Solution For Positive Fully Fuzzy Linear System

The $P-\tilde{X}$ for $P-F F L S$ is obtained in this section. The $P-F F L S$ is transferred to linear system then to matrix form. The solution of this linear system provides a vector $X$ is equivalent to $P-\tilde{X}$.ersiti Utara Malaysia

The solution is obtained in following two steps:

Step 1 Transferring the fuzzy system $P-F F L S$ to crisp matrices and vectors.

Consider $\quad \tilde{A} \otimes \tilde{X}=\tilde{B}, \quad$ where $\quad \tilde{A}=(A, M, N) \geq 0, \quad$ and $\quad \tilde{B}=\left(m^{b}, \alpha^{b}, \beta^{b}\right)$, $\tilde{X}=\left(m^{x}, \alpha^{x}, \beta^{x}\right) \geq 0$, using Equations (2.9a) and (2.10a), we have,

$$
\tilde{A} \otimes \tilde{X}=\left\{\begin{array}{ccc}
A \otimes m^{x}=m^{b}, & \Rightarrow & A m^{x}=m^{b}  \tag{3.3}\\
M \otimes \alpha^{x}=\alpha^{b}, & \Rightarrow & A \alpha^{x}+M m^{x}=\alpha^{b} \\
N \otimes \beta^{x}=\beta^{b}, & \Rightarrow & A \beta^{x}+N m^{x}=\beta^{b}
\end{array}\right.
$$

The system in Equation (3.3) is written through its coefficients as follow:

The crisp matrices are,

$$
A=\left(m_{i, j}^{a}\right)_{n \times n}, M=\left(\alpha_{i, j}^{a}\right)_{n \times n}, N=\left(\alpha_{i, j}^{a}\right)_{n \times n} .
$$

The crisp vectors are,

$$
\begin{aligned}
& m^{x}=\left(m_{j}^{x}\right)_{n \times 1}, \quad \alpha^{x}=\left(\alpha_{j}^{x}\right)_{n \times 1}, \quad \beta^{x}=\left(\beta_{j}^{x}\right)_{n \times 1} \quad \text { and } \quad m^{b}=\left(m_{j}^{b}\right)_{n \times 1}, \quad \alpha^{b}= \\
& \quad\left(\alpha_{j}^{b}\right)_{n \times 1}, \beta^{b}=\left(\beta_{j}^{b}\right)_{n \times 1} .
\end{aligned}
$$

Hence, Equation (3.3) is equivalent to following $3 n$ linear equations,

$$
\left\{\begin{array}{c}
\left(m_{i 1}^{a} m_{1}^{x}+m_{i 2}^{a} m_{2}^{x}+\cdots+m_{i n}^{a} m_{n}^{x}\right)=m_{i}^{b}  \tag{3.4}\\
\left(m_{i 1}^{a} \alpha_{1}^{x}+m_{i 2}^{a} \alpha_{2}^{x}+\cdots+m_{i n}^{a} \alpha_{n}^{x}\right)+\left(\alpha_{i 1}^{a} m_{1}^{x}+\alpha_{i 2}^{a} m_{2}^{x}+\cdots+\alpha_{i n}^{a} m_{n}^{x}\right)=\alpha_{i}^{b}, \\
\left(m_{i 1}^{a} \beta_{1}^{x}+m_{i 2}^{a} \beta_{2}^{x}+\cdots+m_{i n}^{a} \beta_{n}^{x}\right)+\left(\beta_{i 1}^{a} m_{1}^{x}+\beta_{i 2}^{a} m_{2}^{x}+\cdots+\beta_{i n}^{a} m_{n}^{x}\right)=\beta_{i}^{b} .
\end{array}\right.
$$

Rearranging Equation (3.4) and adding zero terms to make it $3 n \times 3 n$ linear system,

$$
\left\{\begin{align*}
\left(m_{i 1}^{a} m_{1}^{x}\right. & \left.+m_{i 2}^{a} m_{2}^{x}+\cdots+m_{i n}^{a} m_{n}^{x}\right)+0 \cdots 0+0 \cdots 0=m_{i}^{b}  \tag{3.5}\\
& \left(m_{i 1}^{a} \alpha_{1}^{x}+m_{i 2}^{a} \alpha_{2}^{x}+\cdots+m_{i n}^{a} \alpha_{n}^{x}\right)+0 \cdots 0 \\
& +\left(\alpha_{i 1}^{a} m_{1}^{x}+\alpha_{i 2}^{a} m_{2}^{x}+\cdots+\alpha_{i n}^{a} m_{n}^{x}\right)=\alpha_{i}^{b} \\
& \left(m_{i 1}^{a} \beta_{1}^{x}+m_{i 2}^{a} \beta_{2}^{x}+\cdots+m_{i n}^{a} \beta_{n}^{x}\right)+0 \cdots 0 \\
& +\left(\beta_{i 1}^{a} m_{1}^{x}+\beta_{i 2}^{a} m_{2}^{x}+\cdots+\beta_{i n}^{a} m_{n}^{x}\right)=\beta_{i}^{b}
\end{align*}\right.
$$

Step 2 Assigning $3 n \times 3 n$ linear system which equivalent to fuzzy system.

- Assign the coefficients of block matrix $S=\left(s_{i j}\right)_{3 n \times 3 n}$ :

$$
\left\{\begin{array}{c}
s_{i, j}=s_{i+n, j+n}=s_{i+2 n, j+2 n}=m_{i, j}^{a}  \tag{3.6}\\
s_{i+n, j}=\alpha_{i, j}^{a} \\
s_{i+2 n, j}=\beta_{i, j}^{a}
\end{array}\right.
$$

The others $s_{i j}$ are not determined in Equation (3.6) are zero.

- Assign the vectors $X=\left(x_{j}\right)_{3 n \times 1}$ and $B=\left(b_{i}\right)_{3 n \times 1}$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
x_{j}=m_{j}^{x} \\
x_{j+n}=\alpha_{j}^{x} \\
x_{j+2 n}=\beta_{j}^{x}
\end{array}\right.  \tag{3.7a}\\
& \left\{\begin{array}{l}
b_{i}=m_{i}^{b} \\
b_{i+n}=\alpha_{i}^{b} \\
b_{i+2 n}=\beta_{i}^{b}
\end{array}\right.
\end{align*}
$$

Using Equations (3.6), (3.7a) and (3.7b), we have the following $3 n \times 3 n$ linear system,

|  | $S X=B$, |  |
| :---: | :---: | :---: |
| $\left(\left(\begin{array}{cccc} m_{11}^{a} & m_{12}^{a} & \ldots & m_{1 n}^{a} \\ m_{21}^{a} & m_{22}^{a} & \ldots & m_{2 n}^{a} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n 1}^{a} & m_{n 2}^{a} & \cdots & m_{n n}^{a} \end{array}\right) \quad\left(\begin{array}{cccc} 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{array}\right) \quad\left(\begin{array}{cccc} 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{array}\right)\right.$ |  |  |
| $\left(\begin{array}{c} \left(\begin{array}{cccc} \alpha_{11}^{a} & \alpha_{12}^{a} & \ldots & \alpha_{1 n}^{a} \\ \alpha_{21}^{a} & \alpha_{22}^{a} & \ldots & \alpha_{2 n}^{a} \\ \vdots & \vdots & \ddots & \vdots \\ \alpha_{n 1}^{a} & \alpha_{n 2}^{a} & \ldots & \alpha_{n n}^{a} \end{array}\right) \\ \left(\begin{array}{cccc} \beta_{11}^{a} & \beta_{12}^{a} & \ldots & \beta_{1 n}^{a} \\ \beta_{21}^{a} & \beta_{22}^{a} & \ldots & \beta_{2 n}^{a} \\ \vdots & \vdots & \ddots & \vdots \\ \beta_{n 1}^{a} & \beta_{n 2}^{a} & \cdots & \beta_{n n}^{a} \end{array}\right) \end{array}\right.$ | $\left(\begin{array}{cccc}m_{11}^{a} & m_{12}^{a} & \ldots & m_{1 n}^{a} \\ m_{21}^{a} & m_{22}^{a} & \ldots & m_{2 n}^{a} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n 1}^{a} & m_{n 2}^{a} & \cdots & m_{n n}^{a}\end{array}\right)$ | $\left(\begin{array}{cccc}0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0\end{array}\right)$ |
|  | $\left(\begin{array}{cccc}0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0\end{array}\right)$ | $\left(\begin{array}{cccc}m_{11}^{a} & m_{12}^{a} & \ldots & m_{1 n}^{a} \\ m_{21}^{a} & m_{22}^{a} & \ldots & m_{2 n}^{a} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n 1}^{a} & m_{n 2}^{a} & \cdots & m_{n n}^{a}\end{array}\right)$ |
|  | $\left(\binom{m_{1}^{x}}{m_{2}^{x}}\right) \quad\left(\binom{m_{1}^{b}}{m_{2}^{b}}\right)$ |  |
|  | ${ }_{n}^{x}$ s ti $\left(\begin{array}{c}\text { a } \\ \vdots \\ m_{n}^{b}\end{array}\right)$ | M |
|  | $\left(\begin{array}{c}\alpha_{1}^{x} \\ \alpha_{2}^{x} \\ \vdots \\ \alpha_{n}^{x}\end{array}\right)\left(\begin{array}{c}\text { a } \\ \alpha_{1}^{b} \\ \alpha_{2}^{b} \\ \vdots \\ \alpha_{n}^{b}\end{array}\right)$ |  |
|  | $\left.\left(\left(\begin{array}{c}\beta_{1}^{x} \\ \beta_{2}^{x} \\ \vdots \\ \beta_{n}^{x}\end{array}\right)\right)\left(\begin{array}{c}\beta_{1}^{b} \\ \beta_{2}^{b} \\ \vdots \\ \beta_{n}^{b}\end{array}\right)\right)$ |  |

$$
\left(\begin{array}{lll}
A & 0 & 0  \tag{3.8}\\
N & A & 0 \\
M & 0 & A
\end{array}\right)\left(\begin{array}{l}
m^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{c}
m^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right)
$$

where $X$ and $B$ are called the associated crisp vectors of fuzzy vectors $\tilde{X}$ and $\tilde{B}$, respectively. The linear system in Equation (3.8) is called positive associated linear system $(P-A L S)$, where $P-A L S$ and linear systems in (3.4) are equivalent. Hence, $P-A L S$ is equivalent to $\tilde{A} \otimes \tilde{X}=\tilde{B}$. Using Theorem 3.1.1. the singularity of matrix $A$ is examined, if $|A| \neq 0$ then $|S| \neq 0$. Hence the linear system $S X=B$ has a unique solution if, $|A| \neq 0$.

By solving the $P-A L S$ in Equation (3.8) we can find the crisp parameters $m_{j}^{x}, \alpha_{j}^{x}$ and $\beta_{j}^{x}$ for $j=1, \ldots, n$, which are equivalent to $P-\tilde{X}$ of $P-F F L S$, $\tilde{x}_{j}=\left(m_{j}^{x}, \alpha_{j}^{x}, \beta_{j}^{x}\right)$.

Moreover, in Section 3.4, this method is developed to obtain infinitely many solutions whenever it exist, where $|A|=0$ or $A$ is rectangle. Also, to provide interval of solution when some coefficients are unknown.

Remark 3.1.1. The Crisp vector $X$ and fuzzy vector $\tilde{X}$ are equivalent if components $m_{j}^{x}, \alpha_{j}^{x}$ and $\beta_{j}^{x}$ belong in $X$ and $\tilde{X}$ are equal for all $j=1, \ldots, n$.

Theorem 3.2.1. The unique solution of crisp system $S X=B$ and $P-\tilde{X}$ for $P-F F L S$ is equivalent.

Proof. The proof is straightforward from by Theorem 3.1.1 and Equation (3.8)

Two examples were in literature are solved, the first example has a unique fuzzy solution, while the second has a non fuzzy unique solution; which shows that $P$-ALS can provide the exact fuzzy or non fuzzy solution. The next example is the same example in Dehghan et al. (2006) where the fuzzy system has a fuzzy unique solution. The new method proposed a similar solution for Dehghan et al. (2006).

Examples 3.2.1. Dehghan et al. (2006) consider following P - FFLS,

$$
\left\{\begin{array}{c}
(6,1,4) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(5,2,2) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(3,2,1) \\
\otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)=(58,30,60), \\
(12,8,20) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(14,12,15) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(8,8,10) \\
\otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)=(142,139,257), \\
(24,10,34) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(32,30,30) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(20,19,24) \\
\otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)=(316,297,514) .
\end{array}\right.
$$

The $P-\tilde{X}$ is obtained using $P-A L S$.

In matrix form, this become,

$$
\begin{gathered}
\left(\begin{array}{ccc}
(6,1,4) & (5,2,2) & (3,2,1) \\
(12,8,20) & (14,12,15) & (8,8,10) \\
(24,10,34) & (32,30,30) & (20,19,24)
\end{array}\right)\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)= \\
\left(\begin{array}{c}
(58,30,60) \\
(142,139,257) \\
(316,297,514)
\end{array}\right)
\end{gathered}
$$

According to Step 1, the crisp matrices $A, M$ and $N$ are,

$$
A=\left(\begin{array}{ccc}
6 & 5 & 3 \\
12 & 14 & 8 \\
24 & 32 & 20
\end{array}\right), M=\left(\begin{array}{ccc}
1 & 2 & 2 \\
8 & 12 & 8 \\
10 & 30 & 19
\end{array}\right), N=\left(\begin{array}{ccc}
4 & 2 & 1 \\
20 & 15 & 10 \\
34 & 30 & 24
\end{array}\right) .
$$

The crisp vectors $m^{x}, m^{b}, \alpha^{x}, \alpha^{b}, \beta^{x}$ and $\beta^{b}$ are,

$$
m^{x}=\left(\begin{array}{l}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right), \alpha^{x}=\left(\begin{array}{c}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x}
\end{array}\right), \beta^{x}=\left(\begin{array}{c}
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right), m^{b}=\left(\begin{array}{c}
58 \\
142 \\
316
\end{array}\right), \alpha^{b}=\left(\begin{array}{c}
30 \\
139 \\
297
\end{array}\right), \beta^{b}=\left(\begin{array}{c}
60 \\
257 \\
514
\end{array}\right),
$$

Since $|A|=48,|A| \neq 0$, according to Theorem 3.1.1, $|S| \neq 0$. Hence, the $F F L S$ has a unique solution.

According to Step 2, the $P-A L S$ can be constructed by $S X=B$ in (3.8), where $S$ is,

Also $X$ and $B$ are,

$$
X=\left(\begin{array}{c}
m^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{c}
\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)
\end{array}\right), \quad B=\left(\begin{array}{c}
m^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right)=\left(\begin{array}{c}
58 \\
142 \\
316
\end{array}\right) .\left(\begin{array}{c}
30 \\
139 \\
297
\end{array}\right) .
$$

However, using Equation (3.2) our approach in Theorem 3.1.1, can be verified by computing $|S|$.

$$
|S|=|A|^{3}=(48)^{3}=110592
$$

The crisp solution can be easily obtained by inversion matrix method, $X=S^{-1} B$ :

Then, the fuzzy solution is,

$$
\tilde{X}=\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3}
\end{array}\right)=\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(4,1,3) a \\
(5,0.5,2) \\
(3,0.5,1)
\end{array}\right) \text { sia }
$$

The proposed method obtained similar solution as Dehghan et al. (2006). A comparison between Dehghan et al. (2006) approach and the proposed method will be presented in Section 3.3 using Table 3.2a,b.

The next example illustrates our method where the fuzzy system has a unique non fuzzy solution. This example is the same example as in Abbasbandy et al. (2012). However, the new method proposes a different solution for Abbasbandy et al. (2012), because the solutions are different; the verification of solutions are provided.

Example 3.2.2. Abbasbandy et al. (2012) consider the following $P-F F L S$,

$$
\left\{\begin{array}{c}
(4,3,2) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(5,2,1) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(3,0,3) \otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
=(71,54,76), \\
(7,4,3) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(10,6,3) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(2,1,1) \otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
=(118,115,129), \\
(6,2,2) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(7,1,2) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus(15,5,4) \otimes\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
=(155,89,151) .
\end{array}\right.
$$

The $P-\tilde{X}$ is obtained using $P-A L S$.

In matrix form, this becomes,

using Theorem 3.1.1, $|A| \neq 0$, then $|S| \neq 0$, thus the $P-A L S, S X=B$, has a unique solution.
by computing $X=S^{-1} B$,

$$
X=\left(\begin{array}{c}
\left(\begin{array}{l}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right) \\
\left(\begin{array}{l}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x}
\end{array}\right) \\
\\
\left(\begin{array}{c}
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(\begin{array}{l}
4 \\
8 \\
5
\end{array}\right) \\
\left(\begin{array}{l}
2 \\
3 \\
1
\end{array}\right) \\
\left(\begin{array}{c}
-16.782 \\
19.608 \\
4.695
\end{array}\right)
\end{array}\right),
$$

since $\beta_{1}^{x} \leq 0$, then the exact unique solution of this system is non fuzzy vector, is as follows,


The verification of solution shows that, the multiplication of two fuzzy matrices $\tilde{A}, \tilde{X}_{g}$ satisfies $\tilde{B}$. Also, using Definition 2.2.8. the distance metric function is equal zero, $D_{3}\left(\tilde{A} \otimes \tilde{X}_{g}, \tilde{B}\right)=0$. Hence, the solution $\tilde{X}_{g}$ satisfies the fuzzy system.

While, the original work of Abbasbandy et al. (2012) provided $\tilde{X}_{a}$ as exact unique fuzzy solution for $F F L S$,

$$
\tilde{X}_{a}=\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{l}
(4,2,2) \\
(8,3,5) \\
(5,1,4)
\end{array}\right) .
$$

However, $\tilde{X}_{a}$ is not satisfied the system, since $\tilde{A} \otimes \tilde{X}_{a} \neq \tilde{B}$,

$$
\tilde{A} \otimes \tilde{X}_{a}=\left(\begin{array}{c}
(71,54,76) \\
(118,115,113) \\
(155,89,151)
\end{array}\right) \text {, while } \tilde{B}=\left(\begin{array}{c}
(71,54,76) \\
(118,115,129) \\
(155,89,151)
\end{array}\right) .
$$

Moreover, the distance metric function is not equal zero,

$$
D_{2}\left(\tilde{A} \otimes \tilde{X}_{a}, \tilde{B}\right)=\sqrt{\left(\frac{1}{4}\right)(16)^{2}}=8
$$

As shown, the new method proposed solution $\tilde{X}_{g}$ which is a different solution for Abbasbandy et al. (2012)'solution $\tilde{X}_{a} \cdot t$ Thus', the verification of solutions are provided for both methods.

## Verification of solution of $\widetilde{X}_{g}$

$$
\left\{\begin{array}{l}
(4,3,2) \otimes\left(4,2,-\frac{386}{23}\right) \oplus(5,2,1) \otimes\left(8,3, \frac{451}{23}\right) \oplus(3,0,3) \otimes\left(5,1, \frac{108}{23}\right) \\
=\left(16,20,-\frac{1360}{23}\right) \oplus\left(40,31, \frac{2439}{23}\right) \oplus\left(15,3, \frac{669}{23}\right)=(71,54,76), \\
(7,4,3) \otimes\left(4,2,-\frac{386}{23}\right) \oplus(10,6,3) \otimes\left(8,3, \frac{451}{23}\right) \oplus(2,1,1) \otimes\left(5,1, \frac{108}{23}\right) \\
=\left(28,30,-\frac{2426}{23}\right) \oplus\left(80,78, \frac{5062}{23}\right) \oplus\left(10,7, \frac{331}{23}\right)=(118,115,129), \\
(6,2,2) \otimes\left(4,2,-\frac{386}{23}\right) \oplus(7,1,2) \otimes\left(8,3, \frac{451}{23}\right) \oplus(15,5,4) \otimes\left(5,1, \frac{108}{23}\right) \\
=\left(24,20,-\frac{2132}{23}\right) \oplus\left(56,29, \frac{3525}{23}\right) \oplus\left(75,40, \frac{2080}{23}\right)=(155,89,151) .
\end{array}\right.
$$

## Verification of solution of $\widetilde{X}_{a}$

$$
\left\{\begin{array}{l}
(4,3,2) \otimes(4,2,2) \oplus(5,2,1) \otimes(8,3,5) \oplus(3,0,3) \otimes(5,1,4) \\
=(16,20,16) \oplus(40,31,33) \oplus(15,3,27)=(71,54,76), \\
(7,4,3) \otimes(4,2,2) \oplus(10,6,3) \otimes(8,3,5) \oplus(2,1,1) \otimes(5,1,4) \\
=(28,30,26) \oplus(80,78,74) \oplus(10,7,13)=(118,115,113) \\
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(6,2,2) \otimes(4,2,2) \oplus(7,1,2) \otimes(8,3,5) \oplus(15,5,4) \otimes(5,1,4) \\
=(24,20,20) \oplus(56,29,51) \oplus(75,40,80)=(155,89,151) .
\end{array}\right.
$$

Table 3.1 compares both solutions $\tilde{X}_{g}$ and $\tilde{X}_{a}$ in terms of accuracy of solution $\tilde{X}$, the distance for right hand side vector $\tilde{B}$ and the possibility of unique solution.

Table 3.1
A comparison between $\tilde{X}_{g}$ and $\tilde{X}_{a}$.

|  | $\widetilde{X}_{g}$ | $\widetilde{X}_{a}$ |
| :---: | :---: | :---: |
| Accuracy of solution $\widetilde{X}$ | $\tilde{A} \otimes \tilde{X}_{g}=\tilde{B}$. | $\tilde{A} \otimes \tilde{X}_{a} \neq \tilde{B}$. |
| Distance metric function | 0 | 8 |
| The possibilities of solution | A unique solution is determined. | Is not determined unique or non-unique solution. |
| As shown in Table 3.1, the $\tilde{X}_{g}$ is non fuzzy solution. This means that our method is able to provide an exact unique solution even it is not $P-\tilde{X}$. This motivates us to determine the conditions of $P-F F L S$ to have a $P-\tilde{X}$ in Section 3.3. |  |  |

This method is able to solve large scale of system as illustrates in Examples 3.2.3, which indicates the efficiency of the proposed method. The details and verification of solution are provided in Appendix A.

Example 3.2.3. Consider the following $10 \times 10$ FFLS,
$\left(\begin{array}{llllllllll}(6,3,6) & (3,1,3) & (5,4,9) & (5,1,6) & (6,2,1) & (3,1,2) & (5,2,3) & (6,5,7) & (7,5,2) & (7,1,1) \\ (4,2,1) & (3,2,0) & (8,7,1) & (7,3,3) & (3,3,3) & (7,2,6) & (3,1,1) & (7,5,3) & (2,1,6) & (8,0,1) \\ (4,3,2) & (7,6,4) & (1,1,4) & (1,1,9) & (2,1,0) & (3,3,5) & (4,1,5) & (3,3,0) & (4,4,8) & (8,1,9) \\ (2,2,8) & (3,0,4) & (5,3,3) & (6,3,8) & (2,1,1) & (4,0,3) & (4,2,9) & (6,3,4) & (2,0,6) & (6,1,9) \\ (7,6,9) & (3,1,6) & (1,1,5) & (3,2,4) & (5,4,2) & (5,4,6) & (5,2,7) & (5,4,9) & (7,4,9) & (6,1,6) \\ (8,5,6) & (4,0,3) & (8,5,5) & (7,1,2) & (4,1,1) & (4,2,9) & (6,2,3) & (6,6,8) & (7,3,9) & (1,0,4) \\ (8,7,3) & (4,1,9) & (7,2,1) & (8,1,5) & (8,4,7) & (5,3,2) & (7,4,4) & (3,1,8) & (7,4,5) & (3,1,7) \\ (4,3,9) & (5,1,6) & (6,2,6) & (1,0,4) & (5,5,2) & (2,1,3) & (1,1,7) & (7,4,3) & (6,0,2) & (8,5,3) \\ (5,1,9) & (1,1,0) & (8,3,5) & (4,1,6) & (7,0,0) & (3,1,8) & (7,1,0) & (6,2,3) & (7,6,1) & (2,2,3) \\ (1,0,4) & (8,3,9) & (2,0,1) & (7,3,9) & (6,2,1) & (8,2,5) & (4,3,3) & (8,6,9) & (3,3,2) & (5,4,7)\end{array}\right)$


The $P-\tilde{X}$ using the proposed method is

$$
\tilde{X}=\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3} \\
\tilde{x}_{4} \\
\tilde{x}_{5} \\
\tilde{x}_{6} \\
\tilde{x}_{7} \\
\tilde{x}_{8} \\
\tilde{x}_{9} \\
\tilde{x}_{10}
\end{array}\right)=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
\left(m_{4}^{x}, \alpha_{4}^{x}, \beta_{4}^{x}\right) \\
\left(m_{5}^{x}, \alpha_{5}^{x}, \beta_{5}^{x}\right) \\
\left(m_{6}^{x}, \alpha_{6}^{x}, \beta_{6}^{x}\right) \\
\left(m_{7}^{x}, \alpha_{7}^{x}, \beta_{7}^{x}\right) \\
\left(m_{8}^{x}, \alpha_{8}^{x}, \beta_{8}^{x}\right) \\
\left(m_{9}^{x}, \alpha_{9}^{x}, \beta_{9}^{x}\right) \\
\left(m_{10}^{x}, \alpha_{10}^{x}, \beta_{10}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(4,1,4) \\
(9,6,9) \\
\\
(37,0,6) \\
\\
(8,2,2) \\
\\
(9,2,5) \\
(8,1,9) \\
(2,0,4) \\
(5,1,4) \\
(8,3,1) \\
(7,0,9)
\end{array}\right) .
$$

Next section provides necessary conditions of solution to be positive fuzzy solution.

### 3.3 The Necessary Conditions of Positive Fuzzy Solution

A necessary conditions for $P-F F L S$ to has $P-\tilde{X}$ are checked for fuzzy matrix $\tilde{A}$ and fuzzy vector $\tilde{B}$. The conditions are provided for both left and right hand side for ( $\tilde{A}$ and $\tilde{B}$ ), then for left hand side $\tilde{A}$ only where $\tilde{B}$ is an arbitrary.

### 3.3.1 The Necessary Conditions of Left and Right Hand Side ( $\widetilde{A}$ and $\widetilde{B}$ )

Dehghan et al. (2006) studied the conditions for $P-F F L S$ to have $P-\tilde{X}$ as stated in Theorem 2.3.1. This theorem determines the fuzzy solution or non fuzzy solution only when matrix $A^{-1}>0$. To date, no numerical example is checked whether the $P-F F L S$ have $P-\tilde{X}$ or not, even in Dehghan et al. (2006). According to Remark 2.1.1 the odds of the matrices which satisfies the condition $\mathrm{A}^{-1}>0$ is very small.

For that, Theorem 2.3.1. is incompatible to apply in most of FFLS. Thus, the restriction
$A^{-1}>0$ is demonstrated in $P-F F L S$ by the following corollary, and it is omitted in our approach.

Corollary 3.3.1. Consider $\tilde{A}=(A, M, N)$ is positive fuzzy matrix and $A$ is generalized permutation matrix. Then the right spread matrix $M$ is also a generalized permutation matrix, and must have the same structure of $A$. In other word,

$$
\text { If } a_{i, j}=0 \text {, then } m_{i, j}=0 \text { in } \tilde{a}_{i, j}=\left(a_{i, j}, m_{i, j}, n_{i, j}\right) \forall i, j=1, \ldots, n .
$$

Proof. Suppose $m_{i, j} \neq 0$, and $a_{i, j}=0$. Then, $a_{i, j}-m_{i, j} \ngtr 0$. This leads to negative $T F N$, which contradicts with the hypothesis of positive fuzzy matrix $\forall \tilde{a}_{i, j} \geq 0$.

According to Corollary 3.3.1, $A^{-1}>0$ is only satisfied in $P-F F L S$ when the entries of the matrices $A=\left(a_{i, j}\right)$ and $M=\left(m_{i, j}\right)$ are all zero, except for a single positive entry in each row and column.

In order to point out numerically the structure of fuzzy matrices which satisfies $A^{-1}>0$, the next fuzzy matrix is presented,

$$
\tilde{A}=\left(\begin{array}{cccc}
(0,0,0.1) & (0,0,0.6) & (0,0,0.2) & (4,2,0.2) \\
(11,0,0) & (0,0,0.2) & (0,0,0.11) & (0,0,0.13) \\
(0,0,0.5) & (5,3,0.6) & (0,0,0.9) & (0,0,0.17) \\
(0,0,0.9) & (0,0,0.9) & (2,0.5,0.7) & (0,0,0.3)
\end{array}\right),
$$

$$
A=\left(\begin{array}{cccc}
0 & 0 & 0 & 4 \\
11 & 0 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 2 & 0
\end{array}\right) \text {, then } A^{-1}=\left(\begin{array}{cccc}
0 & \frac{1}{11} & 0 & 0 \\
0 & 0 & \frac{1}{5} & 0 \\
0 & 0 & 0 & \frac{1}{2} \\
\frac{1}{4} & 0 & 0 & 0
\end{array}\right)
$$

So, in this section, the conditions for $P-F F L S$ to has $P-\tilde{X}$ is proposed without the condition $\mathrm{A}^{-1}>0$. The inverse of matrix $S$ and sub-vectors for the solution $m^{x}, \alpha^{x}$ and $\beta^{x}$ are required to provide the conditions for $P-F F L S$ to has $P-\tilde{X}$. For that, the following lemma provides the inverse of matrix $S$.

Lemma 3.3.1. If $S^{-1}$ exist it must have the same structure as $S$, which is where,

$$
\begin{gathered}
S^{-1}=\left(\begin{array}{ccc}
A^{\prime} & 0 & 0 \\
M^{\prime} & A^{\prime} & 0 \\
N^{\prime} & 0 & A^{\prime}
\end{array}\right), \\
\hline A^{\prime}=A^{-1},
\end{gathered}
$$

$$
M^{\prime}=-A^{-1} M A^{-1},
$$

$$
N^{\prime}=-A^{-1} M A^{-1}
$$

Proof. Let $(S: I)$ be a rectangle block matrix $3 n \times 6 n$,

$$
(S: I)=\left(\begin{array}{ccc:ccc}
A & 0 & 0 & \vdots & I & 0 \\
0 \\
M & A & 0 & \vdots & 0 & I \\
0 \\
N & 0 & A & \vdots & 0 & 0 \\
I
\end{array}\right) .
$$

Using Theorem 3.1.1, $S^{-1}$ is exist then $A^{-1}$ is exist. By multiplying each rows by $A^{-1}$,

$$
\left(\begin{array}{ccc:ccc}
I & 0 & 0 & \vdots & A^{-1} & 0 \\
A^{-1} M & I & 0 & \vdots & 0 & A^{-1} \\
A^{-1} N & 0 & I & 0 \\
A^{-1} & 0 & 0 & A^{-1}
\end{array}\right) .
$$

After that, subtracting the first row multiplied by $A^{-1} M$ and $A^{-1} N$ from the second row and third row, respectively,

$$
\left(\begin{array}{ccc:ccc}
I & 0 & 0 & A^{-1} & 0 & 0 \\
0 & I & 0 & \vdots & -A^{-1} M A^{-1} & A^{-1} \\
0 & 0 & I & \vdots-A^{-1} N A^{-1} & 0 & A^{-1}
\end{array}\right),
$$

then,
where $A^{\prime}, M^{\prime}$ and $N^{\prime}$ are,

$$
S^{-1}=\left(\begin{array}{ccc}
A^{\prime} & 0 & 0 \\
M^{\prime} & A^{\prime} & 0 \\
N^{\prime} & 0 & A^{\prime}
\end{array}\right),
$$



$$
\begin{align*}
A^{\prime} & =A^{-1}, \\
M^{\prime} & =-A^{-1} M A A^{-1} \text { tara Malaysia }  \tag{3.9}\\
N^{\prime} & =-A^{-1} N A^{-1} .
\end{align*}
$$

The vectors $m^{x}, \alpha^{x}$ and $\beta^{x}$ are computed in next remark using $S^{-1}$.

Remark 3.3.1. The sub-vectors $m^{x}, \alpha^{x}$ and $\beta^{x}$ are computed by $X=S^{-1} B$,

$$
\left(\begin{array}{c}
m^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{ccc}
A^{\prime} & 0 & 0 \\
M^{\prime} & A^{\prime} & 0 \\
N^{\prime} & 0 & A^{\prime}
\end{array}\right)\left(\begin{array}{c}
m^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right),
$$

then,

$$
m^{x}=\left(A^{\prime}\right) m^{b}=\left(A^{-1}\right) m^{b}
$$

$$
\begin{aligned}
& \alpha^{x}=\left(M^{\prime}\right) m^{b}+\left(A^{\prime}\right) \alpha^{b}=\left(-A^{-1} M A^{-1}\right) m^{b}+\left(A^{-1}\right) \alpha^{b}, \\
& \beta^{x}=\left(N^{\prime}\right) m^{b}+\left(A^{\prime}\right) \beta^{b}=\left(-A^{-1} M A^{-1}\right) m^{b}+\left(A^{-1}\right) \beta^{b} .
\end{aligned}
$$

Now, in next theorem, a necessary and sufficient conditions for $P-F F L S$ to have $P-\tilde{X}$ are proposed, without the condition $A^{-1}>0$.

Theorem 3.3.1 The $P-F F L S$ has $P-\tilde{X}$ when matrix $A$ is invertible, that is if,

$$
\begin{aligned}
& i-A^{-1} \alpha^{b} \geq A^{-1}\left(M A^{-1}\right) m^{b} . \\
& \text { ii- } A^{-1} \beta^{b} \geq A^{-1} N A^{-1} m^{b} .
\end{aligned}
$$

$$
\text { iii- } A^{-1}\left(I+M A^{-1}\right) m^{b} \geq A^{-1} \alpha^{b}
$$

Proof. The spreads $\alpha^{x}, \beta^{x} \geq 0$ can be easily verified using Remark 3.3.1, is as follows,
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$\alpha^{x} \geq 0$ is obtained from $A^{-1} \alpha^{b} \geq A^{-1}\left(M A^{-1}\right) m^{b}$.

Similarly, $\beta^{x} \geq 0$ is obtained from $A^{-1} \beta^{b} \geq A^{-1} N A^{-1}$.

Now, we have to proof $m^{x}-\alpha^{x} \geq 0$ without involving $A^{-1}>0$.

$$
\begin{aligned}
& m^{x}-\alpha^{x}=\left[A^{-1} m^{b}\right]-\left[A^{-1} \alpha^{b}-\left(A^{-1}\right) M\left(A^{-1}\right) m^{b}\right] \\
& =\left[A^{-1} m^{b}+\left(A^{-1}\right) M\left(A^{-1}\right) m^{b}\right]-\left[A^{-1} \alpha^{b}\right]
\end{aligned}
$$

but $\left[A^{-1} m^{b}+\left(A^{-1}\right) M\left(A^{-1}\right) m^{b}\right]=A^{-1}\left[m^{b}+M\left(A^{-1}\right) m^{b}\right]=A^{-1}\left[I+M A^{-1}\right] m^{b}$.

Then,

$$
m^{x}-\alpha^{x} \geq 0 \text { if and only if } A^{-1}\left[I+M A^{-1}\right] m^{b}-A^{-1} \alpha^{b} \geq 0 .
$$

As shown, the condition $A^{-1} \ngtr 0$ is omitted in Theorem 3.3.1, so it can apply for generalized or arbitrary crisp matrix $A$ to check the solution whether fuzzy or non fuzzy. The previous Example 3.2.2. is checked below by the proposed theorem, while Theorem 2.3.1. cannot check the example since $A^{-1} \ngtr 0$. However, Theorem 3.3.1. can be determined whether the system has fuzzy or non fuzzy solution. In addition, the theorem is able to check the fuzzy solution whenever non positive fuzzy number as Example 3.3.1.

Now, using the proposed method in last section we obtain non fuzzy solution $\tilde{X}_{g}$ for Example 3.2.2, while Abbasbandy et al. (2012) proposed solution $\tilde{X}_{a}$. Theorem 3.3.1. verifies that Example 3.2.2 originally has non fuzzy solution.

By applying (iii) in Theorem 3.3.1. we get,

$$
A^{-1} \beta^{b}-A^{-1}\left(N A^{-1}\right) m^{b}=\left(\begin{array}{c}
\frac{175}{23} \\
\frac{313}{46} \\
\frac{177}{46}
\end{array}\right)-\left(\begin{array}{c}
\frac{561}{23} \\
-\frac{589}{46} \\
-\frac{39}{46}
\end{array}\right)=\left(\begin{array}{c}
-\frac{386}{23} \\
\frac{451}{23} \\
\frac{108}{23}
\end{array}\right) .
$$

Since $A^{-1} \beta^{b}-A^{-1}\left(N A^{-1}\right) m^{b}$ has negative entry $-\frac{386}{23}$, then $A^{-1} \beta^{b} \nsupseteq$ $A^{-1} N A^{-1} m^{b}$, which mean the fuzzy system has non fuzzy solution. This result, verifies the proposed solution $\tilde{X}_{g}$ which was non fuzzy solution.

As stated before, Theorem 3.3.1. also able to check the fuzzy solution whenever it is negative as Example 3.3.1.

Example 3.3.1 Given the following $F F L S$,

$$
\left(\begin{array}{cc}
(3.1,0.4,0.1) & (2,0.6,0.4) \\
(8,0.6,0.7) & (6.9,0.2,0.1)
\end{array}\right)\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(17.3,14.75,7.86)}{(51.6,32.91,22.72)} .
$$

Since $A^{-1} \ngtr 0$, Theorem 2.3.1. fails to check this system. The inverse of $A$ is

$$
A^{-1}=\left(\begin{array}{cc}
3.1 & 2 \\
8 & 6.9
\end{array}\right)^{-1}=\left(\begin{array}{cc}
1.28015 & -0.371058 \\
-1.48423 & -0.371058
\end{array}\right) .
$$

By applying (i) in Theorem 3.3.1. we get,

$$
A^{-1}\left(I+M A^{-1}\right) m^{b}=\binom{6.64378}{0.152134} \text { and } A^{-1} \alpha^{b}=\binom{6.67069}{-2.96456} .
$$

$A^{-1}\left(I+M A^{-1}\right) m^{b} \ngtr A^{-1} \alpha^{b}$, because $6.64378 \ngtr 6.67069$ a Consequently, the $P-F L L S$ doesn't have $P-\tilde{X}$.

Furthermore, by solving the example using $P-A L S$ in Equation (3.8), we confirm the exact and unique solution is negative fuzzy is as follows, $S X=B$,

$$
\left(\begin{array}{ccc}
\left(\begin{array}{cc}
3.1 & 2 \\
8 & 6.9
\end{array}\right) & \left(\begin{array}{cc}
0 . & 0 \\
0 & 0 .
\end{array}\right) & \left(\begin{array}{cc}
0 . & 0 \\
0 & 0 .
\end{array}\right) \\
\left(\begin{array}{ll}
0.4 & 0.6 \\
0.6 & 0.2
\end{array}\right) & \left(\begin{array}{cc}
3.1 & 2 \\
8 & 6.9
\end{array}\right) & \left(\begin{array}{cc}
0 . & 0 \\
0 & 0 .
\end{array}\right) \\
\left(\begin{array}{ll}
0.1 & 0.4 \\
0.7 & 0.1
\end{array}\right) & \left(\begin{array}{cc}
0 . & 0 \\
0 & 0 .
\end{array}\right) & \left(\begin{array}{cc}
3.1 & 2 \\
8 & 6.9
\end{array}\right)
\end{array}\right)\left(\begin{array}{l}
\binom{m_{1}^{x}}{m_{2}^{x}} \\
\binom{\alpha_{1}^{x}}{\alpha_{2}^{x}} \\
\binom{\beta_{1}^{x}}{\beta_{2}^{x}}
\end{array}\right)=\binom{17.3}{51.6} .\left\{\begin{array}{c}
14.75 \\
32.91
\end{array}\right),
$$

By computing, $X=S^{-1} B$,

$$
\begin{gathered}
X=\left(\begin{array}{c}
\binom{m_{1}^{x}}{m_{2}^{x}} \\
\binom{\alpha_{1}^{x}}{\alpha_{2}^{x}} \\
\binom{\beta_{1}^{x}}{\beta_{2}^{x}}
\end{array}\right)=\left(\begin{array}{c}
\binom{3}{4} \\
\binom{3.0269}{0.883302} \\
\binom{0.126902}{2.7833}
\end{array}\right) \\
\tilde{X}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(3,3.0269,0.126902)}{(4,0.883302,2.7833)}
\end{gathered}
$$

Since $m_{1}^{x}-\alpha_{1}^{x} \ngtr 0$, based on Definition 2.2.6, $\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)$ is a negative $T F N$.

Finally, the sub-vectors solution $m^{x}, \alpha^{x}$ and $\beta^{x}$ in Remark 3.3.1. show the incompatibility of Theorem 2.3.1. which is not only for the condition $A^{-1}>0$, but also for the further condition $\left(M A^{-1}+I\right) m^{b} \geq \alpha^{b}$ which is used to proof $m^{x}-\alpha^{x} \geq 0$ in $\tilde{x}=\left(m^{x}, \alpha^{x}, \beta^{x}\right)$.
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The following alternative proof of $m^{x}-\alpha^{x} \geq 0$ shows that $\left(M A^{-1}+I\right) m^{b} \geq \alpha^{b}$ is unnecessary to proof $m^{x}-\alpha^{x} \geq 0$, and must be omitted, because $m^{x}-\alpha^{x} \geq 0$ can be obtained without $\left(M A^{-1}+I\right) m^{b} \geq \alpha^{b}$ as follows,

$$
\begin{gathered}
m^{b} \geq 0 \text { and } \mathrm{A}^{-1}>0 \Rightarrow m^{x}=\mathrm{A}^{-1} m^{b} \geq 0 \\
m^{x}-\alpha^{x}=\left(A^{-1} m^{b}\right)-\left(A^{-1} \alpha^{b}-A^{-1} M A^{-1} m^{b}\right) \\
=A^{-1} m^{b}-A^{-1} \alpha^{b}+A^{-1} M A^{-1} m^{b}
\end{gathered}
$$

hence,

$$
m^{x}-\alpha^{x}=A^{-1}\left[\left(m^{b}-\alpha^{b}\right)+\left(M A^{-1} b\right)\right]=A^{-1}\left[\left(m^{b}-\alpha^{b}\right)+\left(M m^{x}\right)\right] .
$$

$A^{-1}>0 . \quad\left(m^{b}-\alpha^{b}\right) \geq 0 \quad$ since $\quad \tilde{B}=\left(m^{b}, \alpha^{b}, \beta^{b}\right) \geq 0 . \quad(M),\left(m^{x}\right) \geq 0 \quad$ then $\left(M m^{x}\right) \geq 0$. Hence,

$$
m^{x}-\alpha^{x} \geq 0 .
$$

However, $\left(M A^{-1}+I\right) m^{b} \geq \alpha^{b}$ is already satisfied by the hypothesis $A^{-1}>0$,

$$
\begin{aligned}
& \left(M A^{-1}+I\right) m^{b}-\alpha^{b}=\left(M A^{-1} m^{b}+m^{b}\right)-\alpha^{b} \\
& =\left(M A^{-1} m^{b}\right)+\left(m^{b}-\alpha^{b}\right), \\
& A^{-1}>0, \quad M, m^{b} \geq 0, \quad\left(m^{b}-\alpha^{b}\right) \geq 0 .
\end{aligned}
$$

Hence,

$$
\left(M A^{-1}+I\right) m^{b}-\alpha^{b} \geq 0
$$

The next section provides the necessary conditions to have $P-\tilde{X}$ using only left hand side $\tilde{A}$. This let the left hand side $\tilde{B}_{G}$ be arbitrary.
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### 3.3.2 The Necessary Conditions of Right Hand Side $\widetilde{A}$ with an Arbitrary $\widetilde{B}$

The necessary and sufficient conditions in $\tilde{A}$ to have $P-\tilde{X}$ are provided. This let us provide general solution $\tilde{X}_{G}$ for a given $\tilde{A}$ only, where $\tilde{B}_{G}$ is an arbitrary positive fuzzy vector.

Next lemma provides the conditions on crisp matrices $A, M$ and $N$ to warrant matrix $S$ is non negative inverse. Because the condition $S$ is non negative, inverse is required in Theorem 3.3.2 to provide general solution.

Lemma 3.3.2. The matrix $S$ is an non negative, inverse, if and only if the center matrix $A$ be an inverse-non negative and the spreads matrices $M$ and $N$ are zero matrices, in other words,

$$
S^{-1}>0 \text { if and only if } A^{-1}>0 \text { and } \tilde{A}=(A, 0,0) .
$$

Proof. By Lemma 3.3.1,

$$
S^{-1}=\left(\begin{array}{ccc}
A^{\prime} & 0 & 0 \\
M^{\prime} & A^{\prime} & 0 \\
N^{\prime} & 0 & A^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
A^{-1} & 0 & 0 \\
-A^{-1} M A^{-1} & A^{-1} & 0 \\
-A^{-1} N A^{-1} & 0 & A^{-1}
\end{array}\right),
$$

$A^{\prime}>0$ if and only if $A^{-1}>0$.
$M^{\prime} \geq 0$ if and only if $-A^{-1} M A^{-1} \geq 0$ implies that $M=0$.
$N^{\prime} \geq 0$ if and only if $-A^{-1} N A^{-1} \geq 0$ implies that $N=0$.

Now, next theorem provides the conditions on crisp matrices $A, M$ and $N$ to obtain general form solution for $P-F F L S$ when $\tilde{B}_{G}$ is an arbitrary.

Theorem 3.3.2. If $A^{-1}>0$ and the spreads matrices $M$ and $N$ are zeros, then the unique solution $X$ of $S X=B$ represents a general form solution $P-\tilde{X}_{G}$ for an arbitrary positive vector $\tilde{B}_{G}$ in $\tilde{A} \otimes \tilde{X}_{G}=\tilde{B}_{G}$.

Proof. $\tilde{B}$ is fuzzy vector implies,

$$
\alpha^{b} \text { and } \beta^{b} \geq 0
$$

$\tilde{B}$ is positive fuzzy vector implies,

$$
m^{b}-\alpha^{b} \geq 0 \Rightarrow m^{b} \geq \alpha^{b} \geq 0 \Rightarrow m^{b} \geq 0
$$

Thus, $m^{b}, \alpha^{b}$ and $\beta^{b} \geq 0$, then $B=\left(\begin{array}{c}m^{b} \\ \alpha^{b} \\ \beta^{b}\end{array}\right) \geq 0$.

By Lemma 3.2.2. if $A^{-1}>0$ and $M=N=0$, then $S^{-1}>0$.

$$
S X=B \Rightarrow X=S^{-1} B \geq 0
$$

hence,

$$
\alpha^{x}, \beta^{x} \geq 0 .
$$

Since the spreads $\alpha^{x}$ and $\beta^{x}$ are non negative, the entries of vector $\tilde{X}$ are fuzzy numbers based on Definition 2.2.6.

The positivity of $\tilde{X}$ is proved as follows,

$$
\begin{gathered}
m^{x}-\alpha^{x}=A^{-1} m^{b}-A^{-1} \alpha^{b}+A^{-1} M A^{-1} m^{b} \\
m^{x}-\alpha^{x}=A^{-1}\left(m^{b}-\alpha^{b}\right), \text { since } m^{b} \geq \alpha^{b} \\
m^{x}-\alpha^{x} \geq 0
\end{gathered}
$$

since $m^{x}-\alpha^{x}, \alpha^{x}, \beta^{x} \geq 0$, then $\tilde{X}$ is a positive fuzzy vector.

Unfortunately, the odds of $A^{-1}$ to be non negative is very small according to Remark 2.3.1. Now, we illustrate an example satisfies the previous conditions in Theorem 3.3.2. This conditions let a fuzzy system have a general solution $\tilde{X}$ for an arbitrary $\widetilde{B}_{G}$ in right hand side, where only $\tilde{A}$ is given in left hand side.

Example 3.3.2. Consider the fuzzy matrix,

$$
\tilde{A}=\left(\begin{array}{lll}
(0,0,0) & (0,0,0) & (3,0,0) \\
(4,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (7,0,0) & (0,0,0)
\end{array}\right)
$$

The general positive solution $\tilde{X}_{G}$ for an arbitrary positive fuzzy vector $\tilde{B}_{G}$ is obtained as follows:

Let $\widetilde{B}_{G}=\left(\tilde{b}_{i}\right)=\left(b_{i}, h_{i}, g_{i}\right), i=1, \ldots, n$ is an arbitrary fuzzy vector,


Then, the FFLS $\tilde{A} \otimes \tilde{X}_{G}=\tilde{B}_{G}$ can be written as,

$$
\left\{\begin{array}{l}
(3,0,0)\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)=\left(b_{1}, h_{1}, g_{1}\right) \\
(4,0,0)\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)=\left(b_{2}, h_{2}, g_{2}\right) \\
(7,0,0)\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=\left(b_{3}, h_{3}, g_{3}\right)
\end{array}\right.
$$

In matrix form,

$$
\left(\begin{array}{lll}
(0,0,0) & (0,0,0) & (3,0,0) \\
(4,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (7,0,0) & (0,0,0)
\end{array}\right)\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{l}
\left(b_{1}, h_{1}, g_{1}\right) \\
\left(b_{2}, h_{2}, g_{2}\right) \\
\left(b_{3}, h_{3}, g_{3}\right)
\end{array}\right) .
$$

By solving the system using $P$-ALS in Equation (3.8). The general solution for an arbitrary fuzzy vector $\tilde{B}_{G}$ is,

$$
\tilde{X}_{G}=\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{l}
\left(\frac{b_{2}}{4}, \frac{h_{2}}{4}, \frac{\mathrm{~g}_{2}}{4}\right) \\
\left(\frac{b_{3}}{7}, \frac{h_{3}}{7}, \frac{\mathrm{~g}_{3}}{7}\right) \\
\left(\frac{b_{1}}{3}, \frac{h_{1}}{3}, \frac{\mathrm{~g}_{1}}{3}\right)
\end{array}\right) .
$$

As an application for Example 3.3.2, consider the particular vector $\tilde{B}_{p}$,

$$
\tilde{B}_{p}=\left(\begin{array}{l}
\left(b_{1}, h_{1}, g_{1}\right) \\
\left(b_{2}, h_{2}, g_{2}\right) \\
\left(b_{3}, h_{3}, g_{3}\right)
\end{array}\right)=\left(\begin{array}{c}
(5,3,8) \\
(3,2,1) \\
(4,3,1)
\end{array}\right),
$$

using the general solution $\tilde{X}_{G}$, the particular solution $\tilde{X}_{p}$ is,

$$
\tilde{X}_{p}=\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{l}
\left(\frac{3}{4}, \frac{1}{2}, \frac{1}{4}\right) \\
\left(\frac{4}{7}, \frac{3}{7}, \frac{1}{7}\right) \\
\left(\frac{5}{3}, 1, \frac{8}{3}\right)
\end{array}\right) .
$$

Lastly, a comparison between Dehghan et al. (2006) approach and this study for the necessary conditions of left and right hand side $(\tilde{A}$ and $\tilde{B})$ is presented in Table 3.2a. While, Table 3.2 b compares the necessary conditions of right hand side $\tilde{A}$ where left hand side $\tilde{B}$ is arbitrary.

Table3.2a
Comparison the conditions on both hand sides between P-ALS method and Dehghan et al. (2006)'method.

| $\boldsymbol{P}-\boldsymbol{A} \boldsymbol{L} \boldsymbol{S}$ method | Dehghan et al. (2006)'method |  |
| :---: | :---: | :---: |
| $\boldsymbol{A}$ | Arbitrary. | Generalized permutation matrix. |
| $\widetilde{\boldsymbol{B}}$ | Arbitrary. |  |

It is noted in Table 3.2a, the matrix $A$ in $\tilde{A}=(A, M, N) \geq 0$ can be chosen arbitrary without $A^{-1}>0$ in this study. While the matrix $A$ should be generalized permutation matrix in Dehghan et al. (2006).
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Table 3.2b

Comparison the conditions on left hand side between P-ALS method and Dehghan et al. (2006)'method.

| $\boldsymbol{P - A L S}$ method | Dehghan et al. <br> (2006)'method |  |
| :---: | :---: | :---: |
| $\boldsymbol{A}$ | Generalized permutation matrix. | Not investigated. |
| $\widetilde{\boldsymbol{B}}$ | Arbitrary. | Not investigated. |

It is noted in Table 3.2a, the use of restriction $A^{-1}>0$ in this approach for providing positive fuzzy using only left hand side. While this case is not investigated in Dehghan et al. (2006).

In current section, the condition of system to have positive fuzzy solution are provided, in next section, consistency of general solution is proposed, to classify the possibilities for the solution (unique solution, infinite number of solution, no solution).

### 3.4 The Consistency of Fully Fuzzy Linear System

In this section, the nature of solution of the fully fuzzy linear system are studied. The consistency of fuzziness of positive solution is checked and the possibilities for the solution for $P-F F L S$ are classified. Moreover, the proposed method are modified using row reduced echelon method to find the solution whenever its not unique.
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Using $P-A L S$ there are three cases for the solution for $n \times n P-F F L S$, according to the possibilities for solution of classical linear system (unique solution, infinite many solutions, no solution):

Case 1: Unique solution.

If $|A| \neq 0$. Then $P-F F L S$ has unique solution. Through Theorem 3.1.1, If $|A| \neq 0$, then $S$ is invertible. Hence, $S X=B$ has a unique solution, which is $X=S^{-1} B$.

Case 2: Infinite number of solutions.

If $|A|=0$ then $|S|=0$, using Theorem 3.1.1. and if $\operatorname{rank}(S)=\operatorname{rank}(S: B)=m$, $m<3 n$, then $S X=B$ has infinite number of solutions. Is this case, row reduced method echelon for classical linear system is modified to provide infinite number of solutions for fuzzy system.

Case 3: No solution.

If $|A|=0$ then $|S|=0$ and $\operatorname{rank}(S)<\operatorname{rank}(S: B)$, the $S X=B$ has no solution. Thus the fuzzy system doesn't have a unique solution.

Therefore, using the linear system $S X=B$, the solution of $\tilde{A} \otimes \tilde{X}=\tilde{B}$ can be obtained whenever it is exist. The possibility for fuzzy unique solution is illustrated in Examples 3.2.1, while the possibility for non fuzzy unique solution is illustrated in Examples 3.2.2.

The next section provides the fuzzy row reduced echelon method. This method is obtained the infinity many solutions whenever its exist which happens if $|A|=0$ or $A$ is rectangle. In addition, the interval of solution when some coefficients are unknown can be obtained using this method.

## Fuzzy Row Reduced Echelon Method

In this section, the fuzzy row reduced echelon method is proposed to solve FFLS where $|A|=0$ or $A$ is rectangle. So, infinitely many solutions can be provided whenever it exist, and interval of solution when some coefficients are unknown. The method is obtained by three steps, where, $|A|=0$ :

Step 1 Computing the $\operatorname{rank}(S)$ and $\operatorname{rank}(S: B)$. Based on Case 2, if $\operatorname{rank}(S)=\operatorname{rank}(S: B)=m$, then the system has infinitely many solutions.

Step 2 Transforming the $P-A L S$ in Equation (3.8) to $3 n$ linear equations. Then, reducing it to $m$ linear equation.

Step 3 Solving linear equations with positive fuzzy inequalities,

$$
\left\{\begin{array}{rl}
m_{i}^{x} & \geq \alpha_{i}^{x}  \tag{3.10}\\
\alpha_{i}^{x} & \geq 0 \\
\beta_{i}^{x} \geq 0,
\end{array} \quad \forall i=1,2, \ldots, n .\right.
$$

The next example illustrates the fuzzy row reduced echelon method where the fuzzy system has a infinitely many solutions. This example is the same example as in Kumar et al. (2012). However, using the proposed method, the infinitely many solutions are provided by a different solution sets for Kumar et al. (2012)'solution set. Finally, Kumar et al. (2012)'solution set is showed that as subset of a solution set using the proposed method.

Example 3.4.1. Kumar et al. (2012) consider the following FFLS,

$$
\left\{\begin{array}{l}
(2,1,1) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(4,1,1) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(10,5,5) \\
(4,2,2) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(8,2,2) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(20,10,10)
\end{array}\right.
$$

The $P-\tilde{X}$ is obtained as follows,

In matrix form,

$$
\left(\begin{array}{cc}
(2,1,1) & (4,1,1) \\
(4,2,2) & (8,2,2)
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(10,5,5)}{(20,10,10)}
$$

Since $|A|=0$, then the fuzzy system don't have a unique solution.

Using Step $1, \operatorname{rank}(S)$ and $\operatorname{rank}(S: B)$ are computed as follows,

$$
\begin{aligned}
& S=\left(\begin{array}{llllll}
2 & 4 & 0 & 0 & 0 & 0 \\
4 & 8 & 0 & 0 & 0 & 0 \\
1 & 1 & 2 & 4 & 0 & 0 \\
2 & 2 & 4 & 8 & 0 & 0 \\
1 & 1 & 0 & 0 & 2 & 4 \\
2 & 2 & 0 & 0 & 4 & 8
\end{array}\right) \rightarrow\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 4 & 8 \\
0 & 1 & 0 & 0 & -2 & -4 \\
0 & 0 & 1 & 2 & -1 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \operatorname{rank}(S)=3, \\
& (S: B)=\left(\begin{array}{lllllll}
2 & 4 & 0 & 0 & 0 & 0 & 10 \\
4 & 8 & 0 & 0 & 0 & 0 & 20 \\
1 & 1 & 2 & 4 & 0 & 0 & 5 \\
2 & 2 & 4 & 8 & 0 & 0 & 10 \\
1 & 1 & 0 & 0 & 2 & 4 & 5 \\
2 & 2 & 0 & 0 & 4 & 8 & 10
\end{array}\right) \rightarrow\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 4 & 8 & 5 \\
0 & 1 & 0 & 0 & -2 & -4 & 0 \\
0 & 0 & 1 & 2 & -1 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \\
& \operatorname{rank}(S: B)=3 .
\end{aligned}
$$

Since $\operatorname{rank}(S)=\operatorname{rank}(S: B)=3$, hence $m=3, m<3 n$, then, the system has infinity many solutions.

Using Step 2 the six linear equations of $P-A L S$ is,

$$
\left\{\begin{array}{c}
2 m_{1}^{x}+4 m_{2}^{x}=10 \\
4 m_{1}^{x}+8 m_{2}^{x}=20 \\
m_{1}^{x}+m_{2}^{x}+2 \alpha_{1}^{x}+4 \alpha_{2}^{x}=5 \\
2 m_{1}^{x}+2 m_{2}^{x}+4 \alpha_{1}^{x}+8 \alpha_{2}^{x}=10 \\
m_{1}^{x}+m_{2}^{x}+2 \beta_{1}^{x}+4 \beta_{2}^{x}=5 \\
2 m_{1}^{x}+2 m_{2}^{x}+4 \beta_{1}^{x}+8 \beta_{2}^{x}=10
\end{array}\right.
$$

which can be reduced to three linear equations,

$$
\left\{\begin{array}{c}
\alpha_{1}^{x}=-2 \alpha_{2}^{x}+\beta_{1}^{x}+2 \beta_{2}^{x} \\
m_{2}^{x}=2 \beta_{1}^{x}+4 \beta_{2}^{x} \\
m_{1}^{x}=5-4 \beta_{1}^{x}-8 \beta_{2}^{x}
\end{array}\right.
$$

Using Step 3, the previous linear equations should be solved with positive fuzzy inequalities in Equation (3.10) is as follows, Utara Malaysia

$$
\left\{\begin{array}{c}
\alpha_{1}^{x}=-2 \alpha_{2}^{x}+\beta_{1}^{x}+2 \beta_{2}^{x} \\
m_{2}^{x}=2 \beta_{1}^{x}+4 \beta_{2}^{x} \\
m_{1}^{x}=5-4 \beta_{1}^{x}-8 \beta_{2}^{x} \\
\alpha_{1}^{x} \geq 0, \alpha_{2}^{x} \geq 0 \\
\beta_{1}^{x} \geq 0, \beta_{2}^{x} \geq 0 \\
m_{1}^{x} \geq \alpha_{1}^{x}, m_{2}^{x} \geq \alpha_{2}^{x}
\end{array}\right.
$$

Hence the general form solution $\tilde{X}_{G}$ for infinitely many solutions is:

$$
\tilde{X}_{G}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{\left(5-2\left(2 \beta_{1}^{x}+4 \beta_{2}^{x}\right), \frac{1}{2}\left(-4 \alpha_{2}^{x}+\left(2 \beta_{1}^{x}+4 \beta_{2}^{x}\right)\right), \beta_{1}^{x}\right)}{\left(2 \beta_{1}^{x}+4 \beta_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)} .
$$

The entries $\beta_{1}^{x}, \beta_{2}^{x}$ and $\alpha_{2}^{x}$ provide three different solution set $\tilde{X}_{S e t}=\left\{\tilde{X}_{g_{1}}, \tilde{X}_{g_{2}}, \tilde{X}_{g_{3}}\right\}$ presented in Table 3.3.

While general solution set $\tilde{X}_{k}$ in Kumar et al. (2012) is,

$$
\tilde{X}_{k}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{\left(5-2 u, \frac{u}{2}, \frac{u}{2}\right)}{(u, 0,0)}, u \in[0,2] ;
$$

As shown, $\tilde{X}_{k}$ represented the infinitely many solutions set by $u=m_{1}^{x} \in[0,2]$. The general solution set $\tilde{X}_{k}$ is presented in Table 3.3 to compare the sets of infinitely many solutions using the proposed method and Kumar et al. (2012)'method.

Table 3.3
Comparison the entries for three solution sets of $\tilde{X}_{S e t}=\left\{\tilde{X}_{g_{1}}, \tilde{X}_{g_{2}}, \tilde{X}_{g_{3}}\right\}$ and a solution set of $\tilde{X}_{k}$.
$\left.\begin{array}{ccccccc}\hline \begin{array}{l}\text { Solution } \\ \text { set }\end{array} & \boldsymbol{m}_{1}^{x}\end{array}\right]$

However, the solution set of $\tilde{X}_{k}$ can be considered as a subset of $\tilde{X}_{g_{1}}$, because $\alpha_{2}^{x}, \beta_{2}^{x}=0$ in $\tilde{X}_{k}$.

By supposing $\alpha_{2}^{x}=\beta_{2}^{x}=0$ in $\tilde{X}_{G}$, we get,

$$
\binom{\left(5-2\left(2 \beta_{1}^{x}+0\right), \frac{1}{2}\left(0+\left(2 \beta_{1}^{x}+0\right)\right), \beta_{1}^{x}\right)}{\left(2 \beta_{1}^{x}+0,0,0\right)}=\binom{\left(5-2\left(2 \beta_{1}^{x}\right), \frac{1}{2}\left(2 \beta_{1}^{x}\right), \beta_{1}^{x}\right)}{\left(2 \beta_{1}^{x}, 0,0\right)},
$$

but $\beta_{1}^{x} \in[0,1]$ in solution set $\tilde{X}_{g_{1}}$, then $2 \beta_{1}^{x} \in[0,2]$. Suppose $h=2 \beta_{1}^{x}$, then $\tilde{X}_{G}$ becomes,

$$
\binom{\left(5-2(h), \frac{1}{2}(h), \frac{h}{2}\right)}{(h, 0,0)}=\binom{\left(5-2 h, \frac{h}{2}, \frac{h}{2}\right)}{(h, 0,0)}=\tilde{X}_{k}, \text { where } h \in[0,2] .
$$

The values of $m_{1}^{x}$ are represented by Figure 4.1, 4.2, 4.3 and 4.4, respectively, in order to compare the vales of $m_{1}^{x}$ using the proposed method and


Figure 3.1. The values of $m_{1}^{x}$ in solution set $\tilde{X}_{g_{1}}$.


Figure 3.3. The values of $m_{1}^{x}$ in solution set $\tilde{X}_{g_{3}}$.


Figure 3.4. The values of $m_{1}^{x}$ in solution set $\tilde{X}_{k}$.

The proposed method is compared with Kumar et al. (2012)'method in Table 3.4 in terms of solution sets, symmetry, fuzziness and independence between $\tilde{x}_{1}$ and $\tilde{x}_{2}$.

Table 3.4
Comparison of the solutions set $\tilde{X}_{G}$ and $\tilde{X}_{k}$.


As shown in Table 3.4, the general form solution shows that the new method provides three sets $\tilde{X}_{S e t}=\left\{\tilde{X}_{g_{1}}, \tilde{X}_{g_{2}}, \tilde{X}_{g_{3}}\right\}$, while the original work of Kumar et al. (2012) has provided one solution set $\tilde{X}_{k}$. In addition, the particular solution of $\tilde{X}_{G}$ can be considered symmetric or non symmetric, while the particular solution $\tilde{X}_{k}$ should be symmetric because in $\tilde{x}_{1}$ the both spreads equal $\frac{u}{2}$ and in $\tilde{x}_{2}$ both spreads equal 0 . Also, all fuzzy numbers of particular solution in $\tilde{X}_{G}$ are nontrivial since the spreads in $\tilde{x}_{1}$ and $\tilde{x}_{2}$ are nonzero, while $\tilde{x}_{2}$ in $\tilde{X}_{k}$ is represented by non fuzzy number (crisp number) based on Remark 2.2.1, because the both spreads are zero, $\alpha_{2}^{x}=$ $\beta_{2}^{x}=0$. Lastly, the entries of $\tilde{x}_{1}$ and $\tilde{x}_{2}$ have independent intervals to provide
infinite many solutions in $\tilde{X}_{G}$, while all entries of $\tilde{x}_{1}, \tilde{x}_{2}$ depend on one interval $u \in[0,2]$ in $\tilde{X}_{k}$.

The next example is solved by the proposed method in Section 3.2 and Step 3 in this section to provide the interval solution, when some coefficients are unknown in FFLS.

Examples 3.4.2. Consider $\delta$ is an arbitrary real valued number in the following FFLS,

$$
\left\{\begin{array}{l}
(\delta, 2,1) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(7,3,1) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(54,46,54) \\
(6,1,2) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(4,1,2) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(52,27,56)
\end{array}\right.
$$

The $P-\tilde{X}$ is obtained based on values of $\delta$ for the $P-F F L S$ as follows.

The system may be written in matrix form, is as follows,

$$
\left(\begin{array}{cc}
(\delta, 2,1) & (7,3,1) \\
(6,1,2) & (4,1,2)
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(54,46,54)}{(52,27,56)} .
$$

Hence, the $P-A L S$ in (3.8) is given by $S X=B$,

$$
\left(\begin{array}{llllll}
\delta & 7 & 0 & 0 & 0 & 0 \\
6 & 4 & 0 & 0 & 0 & 0 \\
2 & 3 & \delta & 7 & 0 & 0 \\
1 & 1 & 6 & 4 & 0 & 0 \\
1 & 1 & 0 & 0 & \delta & 7 \\
2 & 2 & 0 & 0 & 6 & 4
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x}
\end{array}\right)=\left(\begin{array}{c}
54 \\
52 \\
46 \\
27 \\
54 \\
56
\end{array}\right) .
$$

The crisp solution $X$ in term of $\delta$ is,

$$
X=\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x}
\end{array}\right)=\left(\begin{array}{c}
\frac{74}{21-2 \delta} \\
\frac{162-26 \delta}{21-2 \delta} \\
\frac{989-140 \delta}{2(21-2 \delta)^{2}} \\
\frac{1992-415 \delta+28 \delta^{2}}{2(21-2 \delta)^{2}} \\
\frac{668-46 \delta}{(21-2 \delta)^{2}} \\
\frac{2694-598 \delta+30 \delta^{2}}{(21-2 \delta)^{2}}
\end{array}\right) .
$$

Using Step 3,

- $\tilde{x}_{1}$ is a positive fuzzy number if and only if $m_{1}^{x} \geq \alpha_{1}^{x}, \alpha_{1}^{x} \geq 0$ and $\beta_{1}^{x} \geq 0$, then,
- $\tilde{x}_{2}$ is a positive fuzzy number if and only if $m_{2}^{x} \geq \alpha_{2}^{x}, \alpha_{2}^{x} \geq 0$ and $\beta_{2}^{x} \geq 0$, then,

$$
\left\{\begin{array} { c } 
{ \frac { 1 6 2 - 2 6 \delta } { 2 1 - 2 \delta } \geq \frac { 1 9 9 2 - 4 1 5 \delta + 2 8 \delta ^ { 2 } } { 2 ( 2 1 - 2 \delta ) ^ { 2 } } , } \\
{ \frac { 1 9 9 2 - 4 1 5 \delta + 2 8 \delta ^ { 2 } } { 2 ( 2 1 - 2 \delta ) ^ { 2 } } \geq 0 , } \\
{ \frac { 2 6 9 4 - 5 9 8 \delta + 3 0 \delta ^ { 2 } } { ( 2 1 - 2 \delta ) ^ { 2 } } \geq 0 , }
\end{array} \rightarrow \left\{\begin{array}{l}
\frac{4812-1325 \delta+76 \delta^{2}}{(21-2 \delta)^{2}} \geq 0 \\
\frac{1992-415 \delta+28 \delta^{2}}{(21-2 \delta)^{2}} \geq 0 \\
\frac{1347-299 \delta+15 \delta^{2}}{(21-2 \delta)^{2}} \geq 0 \\
\\
\quad \rightarrow\left\{\begin{array}{c}
\delta \leq \frac{1}{152}(1325-\sqrt{292777}) \\
\\
\frac{1}{30}(299+\sqrt{8581}
\end{array}\right.
\end{array}\right.\right.
$$

Hence, the interval solution of $\delta$ using $\tilde{x}_{1}, \tilde{x}_{2}$ is,


Thus, $P-\tilde{X}$,

$$
\tilde{X}_{G}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}
$$

$$
=\binom{\left(\frac{74}{21-2 \delta}, \frac{989-140 \delta}{2(21-2 \delta)^{2}}, \frac{668-46 \delta}{(21-2 \delta)^{2}}\right)}{\left(\frac{162-26 \delta}{21-2 \delta}, \frac{1992-415 \delta+28 \delta^{2}}{2(21-2 \delta)^{2}}, \frac{2694-598 \delta+30 \delta^{2}}{(21-2 \delta)^{2}}\right)},
$$

where, $\delta \in[2,5.157]$.

As a particular solution $\tilde{X}_{p}$, using $\tilde{X}_{G}$ when $\delta=5.1$ is

$$
\tilde{X}_{p}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(6.851,1.178,3.715)}{(2.722,2.588,3.639)} .
$$

In last section the solution of positive $L R-F L S$ are proposed. To show that the proposed methods not only for solving positive $F F L S$, but also positive $L R-F L S$.

### 3.5 Positive Solution for Positive Left Right-Fuzzy Linear System

In this section, we will show the $P-\tilde{X}$ for positive $L R-F L S$ can be obtained by supposing the spreads matrices are zero, i.e. $M=N=0$.

Next corollary shows that the relation between the solution of FFLS and the solution of $L R-F L S$.

Corollary 3.5.1. The unique solution $X$ of $S X=B$ represents a positive fuzzy vector $\tilde{X}$ for an arbitrary positive fuzzy vector $\tilde{B}$ if:
$i$ i- $A^{-1}>0$.
ii- The FFLS is a LR-FLS.

Proof. According to Theorem $3 \cdot 3 \cdot 2, M=N=0$ in $\tilde{A}=(A, 0,0)$. Then, based on Remark 2.2.1, the entries of left hand side in $F F L S$ are represented by only non fuzzy number (crisp numbers), hence the $F F L S$ is $L R-F L S$.

In the next example $L R-F L S$ is solved by proposed method for solving FFLS in Section 3.2.

Examples 3.5.1. Consider following $L R-F L S$,

$$
\left\{\begin{array}{c}
10 m_{1}^{x}+9 m_{2}^{x}=(120,4,9), \\
m_{1}^{x}+8 m_{2}^{x}=(80,1,5)
\end{array}\right.
$$

We can rewrite the $L R-F L S$ as $F F L S$ to obtain $P-\tilde{X}$,

$$
\left\{\begin{array}{c}
(10,0,0) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(9,0,0) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(120,4,9), \\
(1,0,0) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(8,, 0,0) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(80,1,5) .
\end{array}\right.
$$

Using $P-A L S, S X=B$ is,

$$
\left(\begin{array}{cccccc}
10 & 9 & 0 & 0 & 0 & 0 \\
1 & 8 & 0 & 0 & 0 & 0 \\
0 & 0 & 10 & 9 & 0 & 0 \\
0 & 0 & 1 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 10 & 9 \\
0 & 0 & 0 & 0 & 1 & 8
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x}
\end{array}\right)=\left(\begin{array}{c}
120 \\
80 \\
4 \\
1 \\
9 \\
5
\end{array}\right) .
$$

Hence, the positive solution is,

$$
\tilde{X}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{\left(\frac{240}{71}, \frac{23}{71}, \frac{27}{71}\right)}{\left(\frac{680}{71}, \frac{6}{71}, \frac{41}{71}\right)} .
$$

### 3.6 Conclusion and Contribution

In this chapter, we proposed new methods to obtain the $P-F F L S$ for $P-\tilde{X}$. The coefficients of $\tilde{A}$ and the entries of fuzzy numbers $\tilde{B}$ were represented in a linear system.

We can summarize the findings in this chapter by the following contributions:

1- Obtain the $P-\tilde{X}$ to $P-F F L S$ without fuzzy operation.
2- The nature of the solution of $P-F F L S$ is distinguished for fuzziness of $P-\tilde{X}$ and possibilities of the solution $\tilde{X}$.

3- Provide the sufficient and necessary conditions for $P-F F L S$ to have a $P-\tilde{X}$ based on the fuzziness of the solution, where the $P-F F L S$ is examined before solving the system.

4- Classify the possibilities of the solution (i.e., unique solution, infinite number of solutions, no solution), in which the existence of for $\tilde{X}$ is examined before solving the $P-F F L S$.

5- Formulate fuzzy row reduced echelon method to provide infinite many solutions $P-\tilde{X}$ to $P-F F L S$.

6- Formulate the general form solution for $P-F F L S$ for arbitrary fuzzy vector $\tilde{B}_{G}$.

## CHAPTER FOUR

## POSITIVE SOLUTION FOR NEAR ZERO FULLY FUZZY

## LINEAR SYSTEM

In the previous Chapter Three, the $P-\tilde{X}$ for $P-F F L S$ is proposed using associated linear system $P-A L S$. While in this chapter the $P-\tilde{X}$ is proposed for $N Z-F F L S$ using a new associated linear system, because the arithmetic operations for near fuzzy numbers system depend of min-max function. In order to develop this linear system, min-max system is used to transfer the fuzzy system to linear equations, then a block matrix and block vectors will be used to include all entries of linear equations in the associated linear system. The consistency of the fully fuzzy linear system is provided.

### 4.1 Fundamental Concepts for Associated Linear System

This section presents the fundamental definitions and the main theorems to develop the new method for solving $P-\tilde{X}$ of $N Z-F F L S$. The next definitions are used in associated linear system for $N Z-F F L S$.

Definition 4.1.1. Let $\tilde{A}$ be a fuzzy matrix $\tilde{A}=(A, M, N)$, where $A=\left(m_{i, j}^{a}\right)_{n \times n}$ and $M=\left(\alpha_{i, j}^{a}\right)_{n \times n}$, define following the matrices:
$i$ - The matrix $C=\left(c_{i, j}{ }^{a}\right)_{n \times n}=A-M$.
ii- The matrix $P_{c}=\left(c_{i, j}^{+a}\right)_{n \times n}=\left\{\begin{array}{cc}c_{i, j}, & c_{i, j}^{a} \geq 0, \\ 0 & \text { Otherwise. }\end{array}\right.$
iii- The matrix $N_{c}=\left(c_{i, j}^{-a}\right)_{n \times n}=\left\{\begin{array}{cc}c_{i, j}, & c_{i, j}^{a}<0, \\ 0, & \text { Otherwise. }\end{array}\right.$

Definition 4.1.2. Let $\tilde{A}$ be a fuzzy matrix $\tilde{A}=(A, M, N), A=\left(m_{i, j}^{a}\right)_{n \times n}$ and $N=\left(\beta_{i, j}^{a}\right)_{n \times n}$, define the following matrices:
$i$-The matrix $D=\left(d_{i, j}{ }^{a}\right)_{n \times n}=A+N$.
ii- The matrix $P_{d}=\left(d_{i, j}^{+a}\right)_{n \times n}=\left\{\begin{array}{cc}d_{i, j}, & d_{i, j}^{a} \geq 0, \\ 0, & \text { Otherwise } .\end{array}\right.$
iii- The matrix $N_{d}=\left(d_{i, j}^{-a}\right)_{n \times n}=\left\{\begin{array}{cc}d_{i, j} & d_{i, j}^{a}<0, \\ 0 & \text { Otherwise } .\end{array}\right.$

The next definition and theorem are used in transforming the $N Z-F L L S$ to linear equations.

## Universiti Utara Malaysia

Definition 4.1.3. A min-max system (or a system of min-max equation) is a collection of equations such that at least one of them has min or max equations.

Theorem 4.1.1. Consider two TFNs, $\tilde{a}=\left(m^{a}, \alpha^{a}, \beta^{a}\right), \tilde{x}=\left(m^{x}, \alpha^{x}, \beta^{x}\right), \tilde{a}$ is an arbitrary fuzzy number while $\tilde{x}$ is a positive $T F N$.
$i$ - If $\tilde{a}$ is positive, then the following inequalities are satisfied for all $\tilde{x}$.

$$
\begin{align*}
& 0 \leq\left(m^{x}-\alpha^{x}\right)\left(m^{a}-\alpha^{a}\right) \leq\left(m^{x}+\beta^{x}\right)\left(m^{a}-\alpha^{a}\right)  \tag{4.1a}\\
& 0 \leq\left(m^{x}-\alpha^{x}\right)\left(m^{a}+\beta^{a}\right) \leq\left(m^{x}+\beta^{x}\right)\left(m^{a}+\beta^{a}\right) \tag{4.1b}
\end{align*}
$$

$i i$ - If $\tilde{a}$ is negative, then the following inequalities are satisfied for all $\tilde{x}$.

$$
\begin{align*}
0 \geq & \left(m^{x}-\alpha^{x}\right)\left(m^{a}-\alpha^{a}\right) \geq\left(m^{x}+\beta^{x}\right)\left(m^{a}-\alpha^{a}\right)  \tag{4.2a}\\
& 0 \geq\left(m^{x}-\alpha^{x}\right)\left(m^{a}+\beta^{a}\right) \geq\left(m^{x}+\beta^{x}\right)\left(m^{a}+\beta^{a}\right) . \tag{4.2b}
\end{align*}
$$

iii- If $\tilde{a} T F N$ is near zero, then the inequalities in Equations (4.1b) and (4.2a) are satisfied for all $\tilde{x}$.

Proof. Since $\tilde{x}$ is positive then,

$$
\begin{equation*}
0 \leq\left(m^{x}-\alpha^{x}\right) \leq\left(m^{x}+\beta^{x}\right) \tag{4.3}
\end{equation*}
$$

$i$-If $\tilde{a}$ is positive, then $\left(m^{a}+\alpha^{a}\right)$ and $\left(m^{a}-\beta^{a}\right)$ are positive.

Since $0 \leq\left(m^{a}-\beta^{a}\right)$, the inequality in Equation (4.1a) can be obtained by multiplying $\left(m^{a}-\beta^{a}\right)$ at the inequality in Equation (4.3), to get,

$$
0 \leq\left(m^{x}-\alpha^{x}\right)\left(m^{a}-\beta^{a}\right) \leq\left(m^{x}+\beta^{x}\right)\left(m^{a}-\beta^{a}\right) .
$$

Similarly, since $0 \leq\left(m^{a}+\beta^{a}\right)$, the inequality in Equation (4.1b) can be obtained by multiplying ( $m^{a}+\beta^{a}$ ) at the inequality in Equation (4.3),

$$
0 \leq\left(m^{x}-\alpha^{x}\right)\left(m^{a}+\beta^{a}\right) \leq\left(m^{x}+\beta^{x}\right)\left(m^{a}+\beta^{a}\right) .
$$

$i i$ - If $\tilde{a}$ is negative then $\left(m^{a}-\beta^{a}\right)$ and $\left(m^{a}+\alpha^{a}\right)$ are negative.

Since $0 \geq\left(m^{a}-\beta^{a}\right)$, the inequality in Equation (4.2a) can be obtained by multiplying $\left(m^{a}-\beta^{a}\right)$ at the inequality in Equation (4.3),

$$
0 \geq\left(m^{x}-\alpha^{x}\right)\left(m^{a}-\alpha^{a}\right) \geq\left(m^{x}+\beta^{x}\right)\left(m^{a}-\alpha^{a}\right) .
$$

Similarly, since $0 \geq\left(m^{a}+\beta^{a}\right)$, the inequality in Equation (4.2b) can be obtained by multiplying $\left(m^{a}+\beta^{a}\right)$ at the inequality in Equation (4.3),

$$
0 \geq\left(m^{x}-\alpha^{x}\right)\left(m^{a}+\beta^{a}\right) \geq\left(m^{x}+\beta^{x}\right)\left(m^{a}+\beta^{a}\right)
$$

iii- $\tilde{a}$ is near zero, then $\left(m^{a}+\beta^{a}\right)$ is positive and $\left(m^{a}-\alpha^{a}\right)$ is negative.
Because of $0 \leq\left(m^{a}+\beta^{a}\right)$, the inequality in Equation (4.1b) can be obtained by multiplying ( $m^{a}+\beta^{a}$ ) at the inequality in Equation (4.3),

$$
0 \leq\left(m^{x}-\alpha^{x}\right)\left(m^{a}+\beta^{a}\right) \leq\left(m^{x}+\beta^{x}\right)\left(m^{a}+\beta^{a}\right)
$$

Similarly, since $0 \geq\left(m^{a}-\alpha^{a}\right)$ the inequality in Equation (4.2a) can be obtained by multiplying ( $m^{a}-\alpha^{a}$ ) at the inequality in Equation (4.3),

$$
0 \geq\left(m^{x}-\alpha^{x}\right)\left(m^{a}-\alpha^{a}\right) \geq\left(m^{x}+\beta^{x}\right)\left(m^{a}-\alpha^{a}\right) .
$$

The previous theorem is used in next section to transfer the $N Z-F F L$ to associated linear system without fuzzy operation.

### 4.2 Positive Solution for Near Zero Fully Fuzzy Linear System

The $P-\tilde{X}$ for $N Z-F F L S$ is obtained in this section, then $N Z-F F L S$ is transformed to min-max system. Subsequently using Theorem 4.1.1. the min-max system is transformed to linear system. The solution of this linear system provides a vector $X$ which is an equivalent to $P-\tilde{X}$.

The solution is obtained in following three steps:

Step 1 Transferring the fuzzy system $N Z-F F L S$ to min-max system.

Applying Equation (2.12) for $\tilde{A} \otimes \tilde{X}=\tilde{B}$, where $\tilde{A}=(A, M, N), \tilde{B}\left(m^{b}, \alpha^{b}, \beta^{b}\right)$ and $\tilde{X}=\left(m^{x}, \alpha^{x}, \beta^{x}\right) \geq 0$, then we have,

$$
\begin{aligned}
\left(m_{i}^{b}, \alpha_{i}^{b}, \beta_{i}^{b}\right) & =\left(m_{i, j}^{a} m_{j}^{x}, m_{i, j}^{a} m_{j}^{x}\right. \\
& -\operatorname{Min}\left[\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right],-m_{i, j}^{a} m_{j}^{x} \\
& \left.+\operatorname{Max}\left[\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right]\right)
\end{aligned}
$$

thus,

$$
\begin{gather*}
m_{i}^{b}=m_{i, j}^{a} m_{j}^{x},  \tag{4.4a}\\
\alpha_{i}^{b}=m_{i, j}^{a} m_{j}^{x}-\operatorname{Min}\left[\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right],  \tag{4.4b}\\
\beta_{i}^{b}=-m_{i, j}^{a} m_{j}^{x}+\operatorname{Max}\left[\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] . \tag{4.4c}
\end{gather*}
$$

Hence, $\forall i=1, \ldots, n$, we have three equations $m_{i}^{b}, \alpha_{i}^{b}$ and $\beta_{i}^{b}$, where $\alpha_{i}^{b}$ and $\beta_{i}^{b}$ are functions of fuzzy number $\tilde{a}_{i j}=\left(m_{i, j}^{a}, \alpha_{i, j}^{a}, \beta_{i, j}^{a}\right)$ including min and max functions, respectively. Then we have $3 n$ min-max system.

Step 2 Transferring the min equations $\alpha_{i}^{b}$ in Equation (4.4b) and max equations $\beta_{i}^{b}$ in Equation (4.4c) to linear equations.

## For $\alpha_{i}^{b}$ :

Suppose

$$
\begin{equation*}
f_{i}^{\alpha}=\operatorname{Min}\left[\left(m_{j}^{x}-\alpha_{j}^{x}\right)\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right),\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] . \tag{4.5}
\end{equation*}
$$

According to the sign of $\left(m_{j}^{a}, \alpha_{j}^{a}, \beta_{j}^{a}\right)$, we have two possibilities for $f_{i}^{\alpha}$ :
$i$ - If $\tilde{a}_{i j}$ is positive, then using Equation (4.1a) in Theorem 4.1.1,

$$
f_{i}^{\alpha}=\operatorname{Min}\left[\left(m_{j}^{x}-\alpha_{j}^{x}\right)\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right),\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right]
$$

$$
\begin{equation*}
=\left(m_{j}^{x}-\alpha_{j}^{x}\right)\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right) \tag{4.6a}
\end{equation*}
$$

$i i$ - If $\tilde{a}_{i j}$ is negative or near zero then, using Equation (4.2a),

$$
\begin{align*}
f_{i}^{\alpha}=\operatorname{Min} & {\left[\left(m_{j}^{x}-\alpha_{j}^{x}\right)\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right),\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] } \\
& =\left(m_{j}^{x}+\beta_{j}^{x}\right)\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right) \tag{4.6b}
\end{align*}
$$

Hence, Equations (4.6a) and (4.6b) can be written in a piecewise function as follows,

$$
f_{i}^{\alpha}= \begin{cases}\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right), & \left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right) \geq 0  \tag{4.7}\\ \left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right), & \left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right)<0\end{cases}
$$

Using Definition 4.1.1. $c_{i, j}^{a}=m_{i, j}^{a}-\alpha_{i, j}^{a}$, then,

$$
f_{i}^{\alpha}=\left\{\begin{array}{l}
c_{i, j}^{+a}\left(m_{j}^{x}-\alpha_{j}^{x}\right), \quad c_{i, j}^{a} \geq 0,  \tag{4.8}\\
c_{i, j}^{-a}\left(m_{j}^{x}+\beta_{j}^{x}\right), i c_{i, j}^{a}<0 \cdot \mathrm{a} \text { Malaysia }
\end{array}\right.
$$

Since, either $c_{i, j}^{+a}=0$ or $c_{i, j}^{-a}=0$ (or both),

$$
\begin{aligned}
f_{i}^{\alpha} & =c_{i, j}^{+a}\left(m_{j}^{x}-\alpha_{j}^{x}\right)+c_{i, j}^{-a}\left(m_{j}^{x}+\beta_{j}^{x}\right) \\
& =c_{i, j}^{+a} m_{j}^{x}-c_{i, j}^{+a} \alpha_{j}^{x}+c_{i, j}^{-a} m_{j}^{x}+c_{i, j}^{-a} \beta_{j}^{x} \\
& =\left(c_{i, j}^{+a}+c_{i, j}^{-a}\right) m_{j}^{x}+c_{i, j}^{-a} \beta_{j}^{x}-c_{i, j}^{+a} \alpha_{j}^{x} \\
& =\left(c_{i, j}^{a} m_{j}^{x}\right)+\left(c_{i, j}^{-a} \beta_{j}^{x}-c_{i, j}^{+a} \alpha_{j}^{x}\right),
\end{aligned}
$$

hence,

$$
\begin{equation*}
f_{i}^{\alpha}=\left(m_{i, j}^{a}-\alpha_{i, j}^{a}\right) m_{j}^{\chi}+\left(c_{i, j}^{-a} \beta_{j}^{x}-c_{i, j}^{+a} \alpha_{j}^{x}\right) \tag{4.9}
\end{equation*}
$$

Thus, Equation (4.4b) can be written as,

$$
\begin{align*}
& \alpha_{i}^{b}=m_{i, j}^{a} m_{j}^{x}-f_{i}^{\alpha} \\
& =m_{i, j}^{a} m_{j}^{x}-\left\{m_{i, j}^{a} m_{j}^{x}-\alpha_{i, j}^{a} m_{j}^{x}+c_{i, j}^{-a} \beta_{j}^{x}-c_{i, j}^{+a} \alpha_{j}^{x}\right\} \\
& =\left(m_{i, j}^{a} m_{j}^{x}-m_{i, j}^{a} m_{j}^{x}\right)+\alpha_{i, j}^{a} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x} \\
& =\alpha_{i, j}^{a} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}, \tag{4.10}
\end{align*}
$$

Hence, the min equation in Equation (4.4b) is equal to following linear equation for all $i=1, \ldots, n$.

For $\beta_{i}^{b}$ :

$$
\begin{equation*}
\alpha_{i}^{b}=\alpha_{i, j}^{a} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}, \tag{4.11}
\end{equation*}
$$

Suppose

$$
\begin{equation*}
f_{i}^{\beta}=\operatorname{Max}\left[\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] \tag{4.12}
\end{equation*}
$$

according to the sign of $\left(m_{j}^{a}, \alpha_{j}^{a}, \beta_{j}^{a}\right)$, we have two possibilities for $f_{i}^{\beta}$ :
$i$ - If $\tilde{a}_{i j}$ is positive or near zero, then using Equation (4.1b),

$$
\begin{align*}
f_{i}^{\beta}= & \operatorname{Max}\left[\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] \\
& =\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right) \tag{4.13a}
\end{align*}
$$

$i i$ - If $\tilde{a}_{i j}$ is negative, then using Equation (4.2b),

$$
\begin{gather*}
f_{i}^{\beta}=\operatorname{Max}\left[\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right),\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right)\right] \\
=\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right) \tag{4.13b}
\end{gather*}
$$

Hence, Equations (4.13a) and (4.13b) can be written in a piecewise function is as follows,

$$
f_{i}^{\beta}= \begin{cases}\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}+\beta_{j}^{x}\right), & m_{i, j}^{a}+\beta_{i, j}^{a} \geq 0  \tag{4.14}\\ \left(m_{i, j}^{a}+\beta_{i, j}^{a}\right)\left(m_{j}^{x}-\alpha_{j}^{x}\right), & m_{i, j}^{a}+\beta_{i, j}^{a} \leq 0\end{cases}
$$

Using Definition 4.1.2. $d_{i, j}^{a}=m_{i, j}^{a}+\beta_{i, j}^{a}$, then

Since, either $d_{i, j}^{+a}=0$ or $d_{i, j}^{-a}=0($ or both $)$,

$$
\begin{align*}
& f_{i}^{\beta}=d_{i, j}^{+a}\left(m_{j}^{x}+\beta_{j}^{x}\right)+d_{i, j}^{-a}\left(m_{j}^{x}-\alpha_{j}^{x}\right) \\
& =d_{i, j}^{+a} m_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}+d_{i, j}^{-a} m_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x} \\
& =\left(d_{i, j}^{+a} m_{j}^{x}+d_{i, j}^{-a} m_{j}^{x}\right)+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right) \\
& =\left(d_{i, j}^{+a}+d_{i, j}^{-a}\right) m_{j}^{x}+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right) \\
& =\left(d_{i, j}^{a} m_{j}^{x}\right)+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right) \tag{4.16}
\end{align*}
$$

hence,

$$
f_{i}^{\beta}=\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right) m_{j}^{x}+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right)
$$

Equation (4.5c) can be written,

$$
\begin{gathered}
\beta_{i}^{b}=-m_{i, j}^{a} m_{j}^{x}+f_{i}^{\beta} \\
=-m_{i, j}^{a} m_{j}^{x}+\left\{\left(m_{i, j}^{a}+\beta_{i, j}^{a}\right) m_{j}^{x}+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right)\right\}, \\
=\left(-m_{i, j}^{a} m_{j}^{x}+m_{i, j}^{a} m_{j}^{x}\right)+\beta_{i, j}^{a} m_{j}^{x}+\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right),=0+\beta_{i, j}^{a} m_{j}^{x}+ \\
\left(d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right) .
\end{gathered}
$$

Hence, the max equation in Equation (4.4c) is equal to following linear equation for all $i=1, \ldots, n$.

$$
\begin{equation*}
\bar{\beta}_{i}^{b}=\beta_{i, j}^{a} m_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x} \tag{4.17}
\end{equation*}
$$

Step 3 Collecting the linear equations in Equations (4.4a), (4.11) and (4.17) in a linear system.

The fuzzy system can be written as follows,

$$
\begin{gathered}
\tilde{A} \otimes \tilde{X}=\tilde{B}=\sum_{j=1}^{\oplus}\left(m_{i, j}^{a}, \alpha_{i, j}^{a}, \beta_{i, j}^{a}\right) \otimes\left(m_{j}^{x}, \alpha_{j}^{x}, \beta_{j}^{x}\right) \\
=\left(\sum_{j=1}^{n} m_{i, j}^{a} m_{j}^{x}, \sum_{j=1}^{n}\left(\alpha_{i, j}^{a} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}\right), \sum_{j=1}^{n}\left(\beta_{i, j}^{a} m_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right)\right),
\end{gathered}
$$

$$
\begin{equation*}
\forall i=1, \ldots, n, \tag{4.18}
\end{equation*}
$$

then, the parameters $m_{j}^{x}, \alpha_{j}^{x}$ and $\beta_{j}^{x}$ can be obtained as follows:

- The mean values $m_{j}^{x}$ are obtained separately using the following $n \times n$ linear system,

$$
\begin{equation*}
\sum_{j=1}^{n} m_{i, j}^{a} m_{j}^{x}=m_{i}^{b}, \forall i=1, . ., n . \tag{4.19a}
\end{equation*}
$$

By solving the $n \times n$ linear system in Equation (4.19a), we can find the mean values.

- The spreads values $\alpha_{j}^{x}$ and $\beta_{j}^{x}$ are obtained jointly using the following $2 n \times 2 n$ linear system, where the values $m_{j}^{x}$ are given from Equation (4.19a),

$$
\left\{\begin{array}{l}
\sum_{j=1}^{n}\left(\alpha_{i, j}^{a} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}\right)=\alpha_{i}^{b}, \forall i=1, . ., n,  \tag{4.19b}\\
\sum_{j=1}^{n}\left(\beta_{i, j}^{a} m_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}-\mathrm{d}_{i, j}^{-a} \alpha_{j}^{x}\right)=\beta_{j}^{b}, \forall i=1, . ., n
\end{array}\right.
$$

By solving the $2 n \times 2 n$ linear system in Equation (4.19b), we can find spreads values $\alpha_{j}^{x}, \beta_{j}^{x}$.

The next definition and theorem are used to write the linear systems in Equations (4.19a) and (4.19b) in matrix form.

Definition 4.2.1. Let $\tilde{A}=(A, M, N)$ be a fuzzy matrix. $\tilde{B}=\left(m^{b}, \alpha^{b}, \beta^{b}\right)$ and $\tilde{X}=\left(m^{x}, \alpha^{x}, \beta^{x}\right)$ are fuzzy vectors. Define the $3 n \times 3 n$ linear systems as,

$$
\begin{gather*}
J X=B \\
\left(\begin{array}{ccc}
A & 0 & 0 \\
M & P_{c} & -N_{c} \\
N & -N_{d} & P_{d}
\end{array}\right)\left(\begin{array}{c}
m^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{c}
m^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right) \tag{4.20}
\end{gather*}
$$

where $J_{12}=J_{13}=(0)_{n \times n}$.

In this study, the linear system $J X=B$ is called the near zero associated linear $\operatorname{system}(N Z-A L S)$ for $N Z-F F L S$.

The following theorem shows the relation between the components $3 n$ dimensional crisp solution $m^{x}, \alpha^{x}$ and $\beta^{x}$ of vector $X$ in Equation (4.20) and the $P-\tilde{X}$ for $N Z-F F L S$ in Equations (4.19a) and (4.19b), according to equivalent concept between $X$ and $P-\tilde{X}$ in Remark 3.1.1.

Theorem 4.2.1. The unique solution of crisp system $J X=B$ and $P-\tilde{X}$ for $N Z-F F L S$ is equivalent.

Proof. The linear system in Equation (4.20) is $J X=B$,

$$
\begin{aligned}
& \left(\begin{array}{ccc}
A & 0 & 0 \\
M & P_{c} & -N_{c} \\
N & -N_{d} & P_{d}
\end{array}\right)\left(\begin{array}{l}
m^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{c}
m^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right),
\end{aligned}
$$

$J X=B$ is separated into the following three linear systems.

For $i=1, \ldots, n$,

then,

$$
\sum_{j=1}^{n} a_{i, j} m_{j}^{x}=m_{i}^{b}, \forall i=1, . ., n
$$

by substituting $a_{i, j}=m_{i, j}^{a}$, we get (4.19a).

For $i=n+1, \ldots, 2 n$,

$$
\left(\begin{array}{ccc}
m_{11} & \ldots & m_{1 n} \\
\vdots & \ddots & \vdots \\
m_{n 1} & \cdots & m_{n n}
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
\vdots \\
m_{n}^{x}
\end{array}\right)+\left(\begin{array}{ccc}
c_{11}^{+} & \ldots & c_{1 n}^{+} \\
\vdots & \ddots & \vdots \\
c_{n 1}^{+} & \cdots & c_{n n}^{+}
\end{array}\right)\left(\begin{array}{c}
\alpha_{1}^{x} \\
\vdots \\
\alpha_{1}^{x}
\end{array}\right)
$$

$$
+\left(\begin{array}{ccc}
-c_{11}^{-} & \ldots & -c_{1 n}^{-} \\
\vdots & \ddots & \vdots \\
-c_{n 1}^{-} & \cdots & -c_{n n}^{-}
\end{array}\right)\left(\begin{array}{c}
\beta_{1}^{x} \\
\vdots \\
\beta_{1}^{x}
\end{array}\right)=\left(\begin{array}{c}
\alpha_{1}^{b} \\
\vdots \\
\alpha_{1}^{x}
\end{array}\right)
$$

then,

$$
\sum_{j=1}^{n}\left(m_{i, j} m_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}\right)=\alpha_{i}^{b}, \forall i=1, . ., n,
$$

by rearranging the equation,

$$
\begin{equation*}
\sum_{j=1}^{n}\left(m_{i, j} m_{j}^{x}+c_{i, j}^{+a} \alpha_{j}^{x}-c_{i, j}^{-a} \beta_{j}^{x}\right)=\alpha_{i}^{b}, \forall i=1, . ., n . \tag{4.22}
\end{equation*}
$$

For $i=2 n+1, \ldots, 3 n$,

$$
\begin{gathered}
\left(\begin{array}{ccc}
n_{11} \\
\vdots & \cdots & n_{1 n} \\
n_{n 1} & \ddots & \vdots \\
\cdots & n_{n n}
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
\vdots \\
m_{n}^{x}
\end{array}\right)+\left(\begin{array}{ccc}
-d_{11}^{-} & \cdots & -d_{1 n}^{-} \\
\vdots & \ddots & \vdots \\
-d_{n 1}^{-} & \cdots & -d_{n n}^{-}
\end{array}\right)\left(\begin{array}{c}
\alpha_{1}^{x} \\
\vdots \\
\alpha_{1}^{x}
\end{array}\right) \\
\\
\\
+\left(\begin{array}{ccc}
d_{11}^{+} & \cdots & d_{1 n}^{+} \\
\vdots & \ddots & \vdots \\
d_{n 1}^{+} & \cdots & d_{n n}^{+}
\end{array}\right)\left(\begin{array}{c}
\beta_{1}^{x} \\
\vdots \\
\beta_{1}^{x}
\end{array}\right)=\left(\begin{array}{c}
\beta_{1}^{b} \\
\vdots \\
\beta_{1}^{b}
\end{array}\right),
\end{gathered}
$$

then,

$$
\sum_{j=1}^{n}\left(n_{i, j} m_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}\right)=\beta_{i}^{b}, \forall i=1, \ldots, n
$$

by rearranging the equation,

$$
\begin{equation*}
\sum_{j=1}^{n}\left(n_{i, j} m_{j}^{x}-d_{i, j}^{-a} \alpha_{j}^{x}+d_{i, j}^{+a} \beta_{j}^{x}\right)=\beta_{i}^{b}, \forall i=1, . ., n . \tag{4.23}
\end{equation*}
$$

by substituting $m_{i, j}=\alpha_{i, j}^{a}$ and $n_{i, j}=\beta_{i, j}^{a}$, we get Equations (4.22) and (4.23) are equivalent to Equation (4.19b).

The next theorem investigates the singularity of block matrix which is similar to structure of block matrix in Equation (4.21).

Theorem 4.2.2. Let $F$ be a $3 n \times 3 n$ matrix and consists of $n \times n$ crisp matrices $J_{i, j}$ for $i, j=1, . ., n$, where $J_{12}=J_{13}=Z=(0)_{n \times n}$ and $J_{22}$ is invertible,

Then,

where $H=\left(J_{33}\right)-\left(J_{32}\right)\left(J_{22}\right)^{-1}\left(J_{23}\right)$.

Proof. Consider the matrix $F$,

$$
F=\left(\begin{array}{ccc}
J_{11} & Z & Z \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right)=\left(\begin{array}{ccc}
J_{11} & 0 & 0 \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right),
$$

$J_{22}$ is invertible, then multiplying column two by $-\left(J_{23}\right)\left(J_{22}\right)^{-1}$ and adding to column three,

$$
\begin{gathered}
\left|\begin{array}{ccc}
J_{11} & 0 & 0 \\
J_{21} & J_{22} & -\left(J_{23}\right)\left(J_{22}\right)^{-1}\left(J_{22}\right)+\left(J_{23}\right) \\
J_{31} & J_{32} & -\left(J_{23}\right)\left(J_{22}\right)^{-1}\left(J_{32}\right)+\left(J_{33}\right)
\end{array}\right|=\left|\begin{array}{ccc}
J_{11} & 0 & 0 \\
J_{21} & J_{22} & 0 \\
J_{31} & J_{32} & -\left(J_{23}\right)\left(J_{22}\right)^{-1}\left(J_{32}\right)+\left(J_{33}\right)
\end{array}\right| \\
=\left|\begin{array}{lll}
J_{11} & 0 & 0 \\
J_{21} & J_{22} & 0 \\
J_{31} & J_{32} & -\left(J_{23}\right)\left(J_{22}\right)^{-1}\left(J_{32}\right)+\left(J_{33}\right)
\end{array}\right|=\left|K_{2}\right|
\end{gathered}
$$

then,

$$
|F|=\left|K_{2}\right|=\left|J_{11}\right| \cdot\left|J_{22}\right| \cdot\left|-\left(J_{32}\right)\left(J_{22}\right)^{-1}\left(J_{23}\right)+J_{33}\right| .
$$

But,

$$
\left|-\left(J_{32}\right)\left(J_{22}\right)^{-1}\left(J_{23}\right)+\left(J_{33}\right)\right|=\left|\left(J_{33}\right)-\left(J_{32}\right)\left(J_{22}\right)^{-1}\left(J_{23}\right)\right|=|H|
$$

hence,
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$$
|F|=\left|J_{11}\right| \cdot\left|J_{22}\right| \cdot|H| .
$$

Corollary 4.2.1. The unique $P-\tilde{X}$ can be checked for $N Z-F F L S$ by two approaches according to singularity of $P_{c}$ :
a- If $P_{c}$ is nonsingular, then $N Z-F F L S$ has a unique solution if $|A|$ and $|H| \neq 0$, where $H=\left(P_{d}\right)-\left(N_{d}\right)\left(P_{c}\right)^{-1}\left(N_{c}\right)$.
b- If $P_{c}$ is singular, then the $N Z-F F L S$ has a unique solution if $|J| \neq 0$.

## Proof.

a- Since the structure of matrix $F$ is as structure of matrix $J$, Equation (4.24) in Theorem 4.2.2. can be applied by supposing that $J_{11}=A, J_{22}=P_{c}$ and the matrix $H$ can be obtained as follows,

$$
\begin{aligned}
H= & -\left(J_{32}\right)\left(J_{22}\right)^{-1}\left(J_{23}\right)+\left(J_{33}\right)=-\left(-N_{d}\right)\left(P_{c}\right)^{-1}\left(-N_{c}\right)+\left(P_{d}\right)= \\
& -\left(-N_{d}\right)\left(P_{c}\right)^{-1}\left(-N_{c}\right)+\left(P_{d}\right)=\left(P_{d}\right)-\left(N_{d}\right)\left(P_{c}\right)^{-1}\left(N_{c}\right) .
\end{aligned}
$$

Then, if $P_{c}$ is nonsingular, the linear system $J X=B$ has a unique solution if $|A|$ and $|H| \neq 0$. Thus, $N Z-F F L S$ has a unique solution.
b- If $P_{c}$ is singular, then Theorem 4.2.2. can not be applied. Thus we have to check the singularity of matrix $J$ in Equation (4.20). Then, $N Z-F F L S$ has a unique solution if and only if $|J| \neq 0$.

Two examples were in literature are solved. The first example has a unique fuzzy solution while the second one has non fuzzy unique solution, which shows show that $N Z-A L S$ can provide the exact fuzzy or non fuzzy solution. Example 4.2.1. illustrates our method where the fuzzy system has a fuzzy unique solution. This example is the same example as in Babbar et al. (2013). The new method proposed a similar solution for it. The uniqueness of system is checked using Corollary 4.2.1a.

Example 4.2.1. Babbar et al. (2013) consider the following FFLS,

$$
\left\{\begin{array}{l}
(4,6,1) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(4,2,4) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(24,26,31), \\
(3,2,1) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(2,3,1) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(14,18,13),
\end{array}\right.
$$

where $\tilde{x}_{i}=\left(m_{i}{ }^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right) \geq 0, i=1,2$.

The system can be written in matrix form,

$$
\left(\begin{array}{ll}
(4,6,1) & (4,2,4) \\
(3,2,1) & (2,3,1)
\end{array}\right) \otimes\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{(24,26,31)}{(14,18,13)} .
$$

$P-\tilde{X}$ can be obtained by proposed methods as follows,

$$
\begin{array}{ccc}
A=\left(\begin{array}{ll}
4 & 4 \\
3 & 2
\end{array}\right), & M=\left(\begin{array}{ll}
6 & 2 \\
2 & 3
\end{array}\right), & N=\left(\begin{array}{ll}
1 & 4 \\
1 & 1
\end{array}\right), \\
A-M=\left(\begin{array}{cc}
-2 & 2 \\
1 & -1
\end{array}\right), & P_{c}=\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right), & N_{c}=\left(\begin{array}{cc}
-2 & 0 \\
0 & -1
\end{array}\right), \\
A+N=\left(\begin{array}{ll}
5 & 8 \\
4 & 3
\end{array}\right), & N_{d}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), & P_{d}=\left(\begin{array}{ll}
5 & 8 \\
4 & 3
\end{array}\right) .
\end{array}
$$

$\left|P_{c}\right|=-2$, then Corollary 4.2.1a. can be applied, $|A|=-4$, and $|H|=-17$, where $H$ is,

$$
\begin{aligned}
H=\left(P_{d}\right)-\left(N_{d}\right)\left(P_{c}\right)^{-1}\left(N_{c}\right)=\left(\begin{array}{ll}
5 & 8 \\
4 & 3
\end{array}\right)-\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right)^{-1}\left(\begin{array}{cc}
-2 & 0 \\
0 & -1
\end{array}\right) \\
=\left(\begin{array}{ll}
5 & 8 \\
4 & 3
\end{array}\right) .
\end{aligned}
$$

Hence, the $N Z-A L S$ has a unique solution. Thus, the fuzzy system $N Z-F F L S$ has a unique solution.

Also, the determinate of matrix $J$ is also confirms the result of Equation (4.24) in Theorem 4.2.2,

$$
|J|=\left|\begin{array}{llllll}
4 & 4 & 0 & 0 & 0 & 0 \\
3 & 2 & 0 & 0 & 0 & 0 \\
6 & 2 & 0 & 2 & 2 & 0 \\
2 & 3 & 1 & 0 & 0 & 1 \\
1 & 4 & 0 & 0 & 5 & 8 \\
1 & 1 & 0 & 0 & 4 & 3
\end{array}\right|=-136,
$$

and,

$$
|A| \cdot\left|P_{c}\right| \cdot|H|=(-4)(-2)(-17)=-136 .
$$

The solution can be obtained using NZ-ALS in Equation (4.21),

$$
\left(\begin{array}{lll}
\left(\begin{array}{ll}
4 & 4 \\
3 & 2
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
6 & 2 \\
2 & 3
\end{array}\right) & \left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right) & \left(\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 4 \\
1 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
5 & 8 \\
4 & 3
\end{array}\right)
\end{array}\right)\binom{m_{1}^{x}}{m_{2}^{x}} .\left(\begin{array}{l}
\binom{24}{14} \\
\alpha_{2}^{x} \\
1
\end{array}\right)=\binom{26}{\binom{\beta_{1}^{x}}{\beta_{2}^{x}}},
$$

using inversion matrix method, then the crisp solution is,


$$
\tilde{X}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(2,1,1)}{(4,2,1)} .
$$

Babbar et al. (2013)'method is compared with the proposed method in Table 4.1.

Table 4.1
Comparison between the proposed method and Babbar et al. (2013)'method.

|  | The proposed method | Babbar et al. (2013)'method |
| :--- | :---: | :---: |
| Fuzzy operation | No fuzzy operation. | Need to find positive, negative and <br> near zero fuzzy matrices. |
| Existence of solution | It can be determined <br> before solving the <br> system. | After solving the system. |
| The size of system | Large system as $n=10$. | All examples are in size $n=2$. |

As noted in Table 4.1, the proposed method can determine the uniqueness of solution of $N Z-F F L S$ before obtaining the solution, while the method in Babbar et al. (2013) cannot check that before obtaining the fully solution. Moreover, the proposed method can obtain the solution without fuzzy operation while in Babbar et al. (2013)'method needs to find three fuzzy matrices; positive, negative and near zero fuzzy matrices. Additionally, in the proposed method there is no linear or minmax systems that needs to be solved, all systems are transferred to matrix form and find the solution with matrix inversion method, while Babbar et al. (2013)'method needs to construct and solve linear system according to signs of fuzzy matrices. For that, the proposed method can solve any $N Z-F F L S$ regardless the size of matrix $\tilde{A}$ as $n=10$. In Example 4.2.3, we solve $N Z-F L S$ when the fuzzy matrix $n=10$ using the proposed method, while the size of matrix $\tilde{A}$ is not more $n=2$ in Babbar et al. (2013)'method.

The next example illustrates our method where the fuzzy system has a unique non fuzzy solution. Note that, this example is negative $F F L S$ since all the entries are negative TFNs, which indicates the proposed method can provide positive solution for negative $F F L S$. This example uses the same example as in Ezzati et al. (2012). However, the new method proposed a different solution for Ezzati et al. (2012). A verification of solution is provided for both solutions. The uniqueness of the system is checked using Corollary 4.2.1b.

Example 4.2.2. Ezzati et al. (2012) consider the following FFLS (written in the form $(a, b, c)$ ),

$$
\left.\begin{array}{c}
\left(\begin{array}{ccc}
(-10,-7,-4) & (-7,-5,-3) & (-5,-2,-1) \\
(-6,-4,-2) \\
(-8,-7,-3)
\end{array}\right. \\
=\left(\begin{array}{cc}
(-4,-3,-1) & (-8,-5,-5) \\
(-11,-1,-1) & (-3,-2,-1)
\end{array}\right) \otimes\left(\begin{array}{l}
\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \\
\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \\
\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right)
\end{array}\right) \\
(-36,-36,-33) \\
(-44,-25,-23) \\
(-26)
\end{array}\right) . \text { Mtara Malaysia }
$$

Because we follow ( $m, \alpha, \beta$ ) form for $T F N$ in this study, this example is converted to form $(m, \alpha, \beta)$. We will use $\tilde{A}^{\prime}, \tilde{X}^{\prime}$ and $\tilde{B}^{\prime}$ to form $(a, b, c)$, while $\tilde{A}, \tilde{X}$ and $\tilde{B}$ to form ( $m, \alpha, \beta$ ).

The matrix form $\tilde{A} \otimes \tilde{X}=\tilde{B}$ becomes, $($ in the form $(m, \alpha, \beta))$

$$
\left(\begin{array}{lll}
(-7,3,3) & (-5,2,2) & (-2,3,1) \\
(-4,2,2) & (-3,1,2) & (-5,3,0) \\
(-7,1,4) & (-1,10,0) & (-2,1,1)
\end{array}\right) \otimes\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-36,0,3) \\
(-25,1,2) \\
(-21,23,2)
\end{array}\right)
$$

The positive solution can be obtained as follows,

$$
\begin{gathered}
A=\left(\begin{array}{lll}
-7 & -5 & -2 \\
-4 & -3 & -5 \\
-7 & -1 & -2
\end{array}\right), M=\left(\begin{array}{ccc}
3 & 2 & 3 \\
2 & 1 & 3 \\
1 & 10 & 1
\end{array}\right), N=\left(\begin{array}{lll}
3 & 2 & 1 \\
2 & 2 & 0 \\
4 & 0 & 1
\end{array}\right), \\
A-M=\left(\begin{array}{lll}
-10 & -7 & -5 \\
-6 & -4 & -8 \\
-8 & -11 & -3
\end{array}\right) \text { then } P_{c}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), N_{c}=\left(\begin{array}{ccc}
-10 & -7 & -5 \\
-6 & -4 & -8 \\
-8 & -11 & -3
\end{array}\right), \\
A+N=\left(\begin{array}{lll}
-4 & -3 & -1 \\
-2 & -1 & -5 \\
-3 & -1 & -1
\end{array}\right) \text { then } N_{d}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), P_{d}=\left(\begin{array}{lll}
-4 & -3 & -1 \\
-2 & -1 & -5 \\
-3 & -1 & -1
\end{array}\right) .
\end{gathered}
$$

Since $P_{c}$ is zero matrix then $\left|P_{c}\right|=0$, Corollary 4.2.1b. is applied, $|J|=-636768$, then the NZ-ALS has a unique solution. Thus, the fuzzy system $F F L S$ has a unique solution.

$$
\left.\left.\left.\left.\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
-7 & -5 & -2 \\
-4 & -3 & -5 \\
-7 & -1 & -2
\end{array}\right) & \left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) & \left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
\left(\begin{array}{lcc}
3 & 2 & 3 \\
2 & 1 & 3 \\
1 & 10 & 1
\end{array}\right) & \left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) & \left(\begin{array}{ccc}
10 & 7 & 5 \\
6 & 4 & 8 \\
8 & 11 & 3
\end{array}\right) \\
\left(\begin{array}{lll}
3 & 2 & 1 \\
2 & 2 & 0 \\
4 & 0 & 1
\end{array}\right) & \left(\begin{array}{lll}
4 & 3 & 1 \\
2 & 1 & 5 \\
3 & 1 & 1
\end{array}\right) & \left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
\end{array}\right)\left(\begin{array}{l}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right)\right)\left(\begin{array}{c}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x}
\end{array}\right)\right)\left(\begin{array}{c}
-36 \\
-25 \\
-21
\end{array}\right)\right)=\left(\begin{array}{c}
0 \\
1 \\
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)\right) .
$$

by computing $X=J^{-1} B$,

$$
X=\left(\begin{array}{l}
\left(\begin{array}{l}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(\begin{array}{c}
\frac{235}{108} \\
\frac{15}{4} \\
\frac{109}{108}
\end{array}\right) \\
\left(\begin{array}{c}
-\frac{197}{108} \\
-\frac{5}{4} \\
-\frac{107}{10}
\end{array}\right) . \\
\left(\begin{array}{c}
-\frac{127}{108} \\
-\frac{3}{4} \\
-\frac{1}{108}
\end{array}\right)
\end{array}\right) .
$$

Since all spreads in $\tilde{X}_{g}$ are negative, then the exact unique solution $\tilde{X}_{g}$ of this system is non fuzzy vector, is as follows,

$$
\tilde{X}_{g}=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(\frac{235}{108},-\frac{197}{108},-\frac{127}{108}\right) \\
\left(\frac{15}{4},-\frac{5}{4},-\frac{3}{4}\right) \\
\left(\frac{109}{108},-\frac{107}{108},-\frac{1}{108}\right)
\end{array}\right) \text { or } \tilde{X}_{g}^{\prime}=\left(\begin{array}{l}
\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \\
\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \\
\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(4, \frac{235}{108}, 1\right) \\
\left(5, \frac{15}{4}, 3\right) \\
\left(2, \frac{109}{108}, 1\right)
\end{array}\right) .
$$

## The verification of solution of $\widetilde{X}_{g}($ in form $(m, \alpha, \beta))$

$$
\left\{\begin{array}{c}
(-7,3,3) \otimes\left(\frac{235}{108},-\frac{197}{108},-\frac{127}{108}\right) \oplus(-5,2,2) \otimes\left(\frac{15}{4},-\frac{5}{4},-\frac{3}{4}\right) \\
\oplus(-2,3,1) \otimes\left(\frac{109}{108},-\frac{107}{108},-\frac{1}{108}\right)=\left(-\frac{1645}{108},-\frac{565}{108},-\frac{83}{108}\right) \\
\oplus\left(-\frac{75}{4}, \frac{9}{4}, \frac{15}{4}\right) \oplus\left(-\frac{109}{54}, \frac{161}{54}, \frac{1}{54}\right)=(-36,0,3), \\
(-4,2,2) \otimes\left(\frac{235}{108},-\frac{197}{108},-\frac{127}{108}\right) \oplus(-3,1,2) \otimes\left(\frac{15}{4},-\frac{5}{4},-\frac{3}{4}\right) \\
\oplus(-5,3,0) \otimes\left(\frac{109}{108},-\frac{107}{108},-\frac{1}{108}\right)=\left(-\frac{235}{27},-\frac{73}{27}, \frac{19}{27}\right) \\
\oplus\left(-\frac{45}{4}, \frac{3}{4}, \frac{25}{4}\right) \oplus\left(-\frac{545}{108}, \frac{319}{108},-\frac{535}{108}\right)=(-25,1,2), \\
\oplus(-7,1,4) \otimes\left(\frac{235}{108},-\frac{197}{108},-\frac{127}{108}\right) \oplus(-1,10,0) \otimes\left(\frac{15}{4},-\frac{5}{4},-\frac{3}{4}\right) \\
\oplus(-2,1,1) \otimes\left(\frac{109}{108},-\frac{107}{108},-\frac{1}{108}\right)=\left(-\frac{1645}{108},-\frac{781}{108}, \frac{349}{108}\right) \\
\oplus\left(-\frac{15}{4}, \frac{117}{4},-\frac{5}{4}\right) \oplus\left(-\frac{109}{54}, \frac{53}{54}, \frac{1}{54}\right)=(-21,23,2) .
\end{array}\right.
$$

The verification of solution shows that $\tilde{A} \otimes \tilde{X}_{g}$ satisfies $\tilde{B}$. Also, using Definition 2.2.8. The distance metric function is equal zero $D_{2}\left(\tilde{A} \otimes \tilde{X}_{g}, \tilde{B}\right)=0$. Hence, the solution $\tilde{X}_{g}$ satisfies the fuzzy system.

While the solution $\tilde{X}^{\prime}{ }_{e}$ in Ezzati et al. (2012) is

$$
\tilde{X}_{e}^{\prime}=\left(\begin{array}{c}
\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \\
\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \\
\\
\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(1,2,4) \\
(3,4,5) \\
(1,1,2)
\end{array}\right), \text { or } \tilde{X}_{e}=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,1,2,) \\
(4,1,1,) \\
(1,0,1,)
\end{array}\right) .
$$

## The verification of solution of $\widetilde{X}_{e}($ in form $(m, \alpha, \beta))$

$$
\left\{\begin{array}{c}
(-7,3,3) \otimes(2,1,2) \oplus(-5,2,2) \otimes(4,1,1) \oplus(-2,3,1) \otimes(1,0,1)= \\
(-14,26,10) \oplus(-20,15,11) \oplus(-2,8,1)=(-36,49,22) \\
(-4,2,2) \otimes(2,1,2) \oplus(-3,1,2) \otimes(4,1,1) \oplus(-5,3,0) \otimes(1,0,1)= \\
(-8,16,6) \oplus(-12,8,9) \oplus(-5,11,0)=(-25,35,15) \\
(-7,1,4) \otimes(2,1,2) \oplus(-1,10,0) \otimes(4,1,1) \oplus(-2,1,1) \otimes(1,0,1)= \\
(-14,18,11) \oplus(-4,51,1) \oplus(-2,4,1)=(-20,73,13)
\end{array}\right.
$$

the verification of their solution $\tilde{X}_{e}$ shows that, $\tilde{A} \tilde{X}_{e}$ provide $\tilde{B}_{e}$, thus $\tilde{A} \otimes \tilde{X}_{e} \neq \tilde{B}$,

$$
\tilde{B}_{e}=\left(\begin{array}{l}
(-36,49,22) \\
(-25,35,15) \\
(-20,73,13)
\end{array}\right) \text { while } \tilde{B}=\left(\begin{array}{c}
(-36,0,3) \\
(-25,1,2) \\
(-21,23,2)
\end{array}\right)
$$

Also, using Definition 2.2.8. the distance metric function is not equal zero between $\tilde{B}_{e}$ and $\tilde{B}_{e}$,
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$$
D_{2}\left(\tilde{A} \otimes \tilde{X}_{e}, \tilde{B}\right)=\sqrt{\frac{1381}{2}+\frac{1325}{4}+\frac{2547}{4}}=40.724
$$

As shown, the new method proposed solution $\tilde{X}_{g}$ which is a different solution for Ezzati et al. (2012)'solution $\tilde{X}_{e}$. Thus, both methods are compared in Table 4.2 in terms of accuracy of solution $\widetilde{\mathrm{X}}$, the distance for right hand side vector $\widetilde{\mathrm{B}}$ and the possibilities of unique solution.

Table 4.2
Comparison of both solutions $\tilde{X}_{g}$ and $\tilde{X}_{e}$.

|  | $\widetilde{X}_{g}$ | $\widetilde{X}_{e}$ |
| :---: | :---: | :---: |
| Accuracy of solution $\widetilde{X}$ | $\tilde{X}_{g}$ satisfied the system, since $\tilde{A} \otimes \tilde{X}_{g}=\tilde{B} .$ | $\tilde{X}_{a}$ did not satisfy the system since $\tilde{A} \otimes \tilde{X}_{e} \neq \tilde{B}$. |
| Distance metric function | 0 | 40.724 |
| The possibilities of solution | A unique solution is determined. | Is not determined. |

In Examples 4.2.3, we show the efficiency of the proposed method in obtaining a solution for large systems, where all of the examples in Babbar et al. (2013), Kumar et al. (2011a) and Ezzati et al. (2012) illustrated where $n=2$ or 3 . The details of the proposed method and verification of solution are provided in Appendix B.

Example 4.2.3. Consider the following $10 \times 10$ FFLS .

$$
\left(\begin{array}{cccccccccc}
(-3,2,13) & (-2,2,11) & (-1,0,9) & (0,2,7) & (1,4,5) & (-2,4,3) & (3,4,1) & (4,4,1) & (5,4,3) & (6,6,5) \\
(-7,3,10) & (1,1,12) & (0,1,10) & (-1,1,8) & (0,1,6) & (-8,3,4) & (-2,5,2) & (3,7,0) & (-4,7,2) & (-5,7,4) \\
(-3,2,7) & (0,2,9) & (3,0,11) & (2,0,9) & (-1,0,7) & (0,2,5) & (1,2,3) & (2,4,1) & (3,6,1) & (4,8,3) \\
(-6,1,4) & (3,3,6) & (2,1,8) & (-5,1,10) & (4,1,8) & (3,1,6) & (-2,3,4) & (1,5,2) & (2,5,0) & (3,5,2) \\
(-8,1,2) & (-6,2,3) & (3,0,5) & (-4,0,7) & (7,2,9) & (6,2,7) & (5,2,5) & (4,4,3) & (-3,6,1) & (2,8,1) \\
(-9,2,1) & (8,2,1) & (6,1,2) & (3,3,4) & (6,1,6) & (9,3,8) & (8,3,6) & (7,3,4) & (6,5,2) & (5,7,0) \\
(-10,3,0) & (9,3,0) & (8,1,0) & (6,2,1) & (5,4,3) & (-8,2,5) & (-11,4,7) & (10,4,5) & (9,4,3) & (8,6,1) \\
(-11,4,1) & (10,2,1) & (-9,0,1) & (6,4,1) & (-6,5,2) & (7,5,2) & (10,3,4) & (13,5,6) & (4,5,4) & (11,5,2) \\
(-12,3,2) & (-6,1,2) & (8,1,2) & (-7,5,0) & (8,5,2) & (10,4,3) & (11,4,3) & (-12,4,3) & (5,4,5) & (-8,6,3) \\
(4,2,3) & (3,0,3) & (-1,2,3) & (-7,6,1) & (-3,6,1) & (2,4,3) & (14,3,4) & (-8,3,4) & (-9,5,4) & (-6,7,4)
\end{array}\right)
$$

$$
\otimes\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3} \\
\tilde{x}_{4} \\
\tilde{x}_{5} \\
\tilde{x}_{6} \\
\tilde{x}_{7} \\
\tilde{x}_{8} \\
\tilde{x}_{9} \\
\tilde{x}_{10}
\end{array}\right)=\left(\begin{array}{c}
(86,211,371) \\
(-99,373,305) \\
(50,240,377) \\
(31,269,329) \\
(77,354,324) \\
(186,288,418) \\
(11,302,429) \\
(226,403,410) \\
(52,471,371) \\
(-4,474,292)
\end{array}\right) .
$$

The given FFLS can be converted into crisp linear system using (3.20).

Then, the crisp solution can be obtained as,

$$
\text { Unive } X_{s i} U^{-1} B \text { tara Malaysia }
$$

The fuzzy solution is:

$$
\tilde{X}=\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3} \\
\tilde{x}_{4} \\
\tilde{x}_{5} \\
\tilde{x}_{6} \\
\tilde{x}_{7} \\
\tilde{x}_{8} \\
\tilde{x}_{9} \\
\tilde{x}_{10}
\end{array}\right)=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
\left(m_{4}^{x}, \alpha_{4}^{x}, \beta_{4}^{x}\right) \\
\left(m_{5}^{x}, \alpha_{5}^{x}, \beta_{5}^{x}\right) \\
\left(m_{6}^{x}, \alpha_{6}^{x}, \beta_{6}^{x}\right) \\
\left(m_{7}^{x}, \alpha_{7}^{x}, \beta_{7}^{x}\right) \\
\left(m_{8}^{x}, \alpha_{8}^{x}, \beta_{8}^{x}\right) \\
\left(m_{9}^{x}, \alpha_{9}^{x}, \beta_{9}^{x}\right) \\
\left(m_{10}^{x}, \alpha_{10}^{x}, \beta_{10}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(1,2,3) \\
(0,2,5) \\
(0,1,4) \\
(0,2,8) \\
(1,4,5) \\
(5,1,1) \\
(7,4,1) \\
(4,4,1) \\
(5,4,3) \\
(6,6,5)
\end{array}\right) .
$$

### 4.3 The Consistency of the Fully Fuzzy Linear System

In this section, the existence and fuzziness of the solution of the fully fuzzy linear system are checked, and the possibilities for $P-\tilde{X}$ for $N Z-F F L S$ are classified. Moreover, the proposed method is modified using row reduced method to find the solution whenever it is not unique.

Using $N Z-A L S$ there are three cases for the solution for $N Z-F F L S$, according to the possibilities for solution of classical linear system (unique solution, infinite number of solution, no solution):

Case 1: Unique solution.

If $|J| \neq 0$. Then, $J$ is invertible, thus $X=J^{-1} B$ provides $\tilde{X}$ as a unique solution for $N Z-F F L S$.

Case 2: Infinite number of solutions.

If $|J|=0$ and $\operatorname{rank}(J)=\operatorname{rank}(J: B)<3 n$, then $J X=B$ has infinite number of solutions. In this case, row reduced method echelon for classical linear system is modified to provide infinite number of solutions for fuzzy system.

Case 3: No solution.

If $|J|=0$ and $\operatorname{rank}(J)<\operatorname{rank}(J: B)$, then $J X=B$ has no solution. Thus the fuzzy system doesn't have a unique solution.

Therefore, using the linear system $\mathrm{J} X=B$, the solution of $\tilde{A} \otimes \tilde{X}=\tilde{B}$ can be obtained whenever it exists. The possibility for fuzzy unique solution is illustrated in

Examples 4.2.1. While the possibility for non fuzzy unique solution is illustrated in Examples 4.2.2.

The next section provides the fuzzy row reduced echelon method to obtain the infinity many solutions whenever they exist.

## Fuzzy Row Reduced Echelon Method

In this section, the fuzzy row reduced echelon method is proposed to provide the infinity many solutions. The method is obtained by three steps, where $|J|=0$.

Step 1 Computing the $\operatorname{rank}(J)$ and $\operatorname{rank}(J: B)$. Based on Case 2, if $\operatorname{rank}(J)=\operatorname{rank}(J: B)$ the system has infinitely many solutions.

Step 2 Transforming the $N Z-A L S$ in Equation (4.20) to $3 n$ linear equations. Then, reducing it.

Step 3 Solving linear equations with positive fuzzy inequalities in Equation (3.10).

The next example illustrates the fuzzy row reduced echelon method where the fuzzy system has infinite solutions. This example uses the same example as in Kumar et al. (2011a). However, the new method proposes infinite many solutions while Kumar et al. (2011a)'solution is a unique solution. Finally, Kumar et al. (2011a)'solution is revealed as particular solution of solution set using the proposed method.

Example 4.3.1. Kumar et al. (2011a) consider the following FFLS,

$$
\left\{\begin{array}{l}
(-1,1,0) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(-2,0,1) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(-6,4,2) \\
(-2,2,0) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(-4,0,2) \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(-12,8,4)
\end{array}\right.
$$

The system is in matrix form,

$$
\left(\begin{array}{cc}
(-1,1,0) & (-2,0,1) \\
(-2,2,0) & (-4,0,2)
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(-6,4,2)}{(-12,8,4)} .
$$

Since $|J|=0$, then the fuzzy system does not have a unique solution.

Using step 1, $\operatorname{rank}(J)$ and $\operatorname{rank}(J: B)$ are computed as follows,

$$
\begin{gathered}
J=\left(\begin{array}{cccccc}
-1 & -2 & 0 & 0 & 0 & 0 \\
-2 & -4 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 2 & 2 \\
2 & 0 & 0 & 0 & 4 & 4 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 2 & 2 & 2 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 2 & 2 \\
0 & 1 & 0 & 0 & -1 & -1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0
\end{array}\right), \operatorname{rank}(J)=3, \\
(J: B)=\left(\begin{array}{ccccccc}
-1 & -2 & 0 & 0 & 0 & 0 & -6 \\
-2 & -4 & 0 & 0 & 0 & 0 & -12 \\
1 & 0 & 0 & 0 & 2 & 2 & 4 \\
2 & 0 & 0 & 0 & 4 & 4 & 8 \\
0 & 1 & 1 & 1 & 0 & 0 & 2 \\
0 & 2 & 2 & 2 & 0 & 0 & 4
\end{array}\right) \rightarrow \\
\\
\\
\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 2 & 2 & 4 \\
0 & 1 & 0 & 0 & -1 & -1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \operatorname{rank}(J: B)=3 .
\end{gathered}
$$

Since $\operatorname{rank}(J)=\operatorname{rank}(J: B)=3$, and the number of rows is six, then the system has infinity many solutions.

Using Step 2 the six linear equations of $N Z-A L S$ are,

$$
\left(\begin{array}{cccccc}
-1 & -2 & 0 & 0 & 0 & 0 \\
-2 & -4 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 2 & 2 \\
2 & 0 & 0 & 0 & 4 & 4 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 2 & 2 & 2 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x}
\end{array}\right)=\left(\begin{array}{c}
-6 \\
-12 \\
4 \\
8 \\
2 \\
4
\end{array}\right) \Rightarrow\left\{\begin{array}{c}
-m_{1}^{x}-2 m_{2}^{x}=-6 \\
-2 m_{1}^{x}-4 m_{2}^{x}=-12 \\
m_{1}^{x}+2 \beta_{1}^{x}+2 \beta_{2}^{x}=4 \\
\\
2 m_{1}^{x}+4 \beta_{1}^{x}+4 \beta_{2}^{x}=8 \\
\\
m_{2}^{x}+\alpha_{1}^{x}+\alpha_{2}^{x}=2 \\
\\
2 m_{2}^{x}+2 \alpha_{1}^{x}+2 \alpha_{2}^{x}=4
\end{array}\right.
$$

which can be reduced to three linear equations,

$$
\left\{\begin{array}{l}
\alpha_{1}^{x}=1-\alpha_{2}^{x}-\beta_{1}^{x}-\beta_{2}^{x} \\
m_{2}^{x}=1+\beta_{1}^{x}+\beta_{2}^{x} \text { a Malaysia } \\
m_{1}^{x}=4-2 \beta_{1}^{x}-2 \beta_{2}^{x}
\end{array}\right.
$$

Using Step 3, the previous linear equations should be solved with positive fuzzy inequalities in Equation (3.10) is as follows,

$$
\left\{\begin{array}{c}
\alpha_{1}^{x}=1-\alpha_{2}^{x}-\beta_{1}^{x}-\beta_{2}^{x} \\
m_{2}^{x}=1+\beta_{1}^{x}+\beta_{2}^{x} \\
m_{1}^{x}=4-2 \beta_{1}^{x}-2 \beta_{2}^{x} \\
\alpha_{1}^{x} \geq 0, \alpha_{2}^{x} \geq 0 \\
\beta_{1}^{x} \geq 0, \beta_{2}^{x} \geq 0 \\
m_{1}^{x} \geq \alpha_{1}^{x}, m_{2}^{x} \geq \alpha_{2}^{x}
\end{array}\right.
$$

Hence, the general form solution $\tilde{X}_{G}$ for infinitely many solutions is:

$$
\tilde{X}_{G}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{\left(4-2 \beta_{1}^{x}-2 \beta_{2}^{x}, 1-\alpha_{2}^{x}-\beta_{1}^{x}-\beta_{2}^{x}, \beta_{1}^{x}\right)}{\left(1+\beta_{1}^{x}+\beta_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)},
$$

where $\alpha_{2}^{x} \in[0,1], \beta_{1}^{x} \in\left[0,1-\alpha_{2}^{x}\right], \alpha_{2}^{x} \in\left[0,1-\alpha_{2}^{x}-\beta_{1}^{x}\right]$.

Let $=\alpha_{2}^{x}, v=\beta_{1}^{x}, w=\alpha_{2}^{x}$, then $\tilde{X}_{G}$ can be written as follows,
$\tilde{X}_{G}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(4-2 v-2 w, 1-u-v-w, v)}{(1+v+w, u, w)}$,
where, $u \in[0,1], v \in[0,1-u], w \in[0,1-u-v]$.

Using this solution, we can obtain Kumar et al. (2011a)'solution where $u=0, v=1$ and $w=0$ in $\tilde{X}_{G}$,

$$
\binom{(4-2(1)-0,1-0-1-0,1)}{(1+1+0,0,0)}=\binom{(2,0,1)}{(2,0,0)}=\tilde{X}_{k}
$$

The values of $m_{1}^{x}$ is represented by Figure 4.1 where $\alpha_{2}^{x}$ is fixed $\frac{1}{2}$, while the value of $m_{1}^{x}$ represented by a single values in Kumar et al. (2012)'method.


To verify the system has more than a unique solution. An particular solution $\tilde{X}_{p}$ which is different form $\tilde{X}_{k}$ using the proposed method is illustrated, let $u=\frac{1}{2}, v=$ $\frac{1}{4}, w=\frac{1}{12}$. Then,

$$
\tilde{X}_{p}=\binom{\left(\frac{10}{3}, \frac{1}{6}, \frac{1}{4}\right)}{\left(\frac{4}{3}, \frac{1}{2}, \frac{1}{12}\right)}
$$

## The verification of the solution $\widetilde{X}_{p}$

$$
\left\{\begin{array}{c}
(-1,1,0) \otimes\left(\frac{10}{3}, \frac{1}{6}, \frac{1}{4}\right) \oplus(-2,0,1) \otimes\left(\frac{4}{3}, \frac{1}{2}, \frac{1}{12}\right)= \\
\left(-\frac{10}{3}, \frac{23}{6}, \frac{1}{6}\right) \oplus\left(-\frac{8}{3}, \frac{1}{6}, \frac{11}{6}\right)=(-6,4,2) \\
(-2,2,0) \otimes\left(\frac{10}{3}, \frac{1}{6}, \frac{1}{4}\right) \oplus(-4,0,2) \otimes\left(\frac{4}{3}, \frac{1}{2}, \frac{1}{12}\right)= \\
\left(-\frac{20}{3}, \frac{23}{3}, \frac{1}{3}\right) \oplus\left(-\frac{16}{3}, \frac{1}{3}, \frac{11}{3}\right)=(-12,8,4)
\end{array}\right.
$$

Table 4.3 compares both methods in terms of fuzziness of solution, number of solution and independence between $\tilde{x}_{1}$ and $\tilde{x}_{2}$.

## Table 4.3


solution
fuzziness All entries of $\tilde{x}_{1}$ and $\tilde{x}_{2}$ can be The fuzziness cannot be provided by

| Independence | $\alpha_{1}^{x}$ and $\beta_{1}^{x}$ are independents, | Fixed solution. |
| :--- | :---: | ---: |
| between $\widetilde{\boldsymbol{x}}_{\mathbf{1}}$ and | and the other entries are |  |
| $\widetilde{\boldsymbol{x}}_{2}$ | dependent for them. |  |

As noted in Table 4.3, the general form solution shows that the new method provides infinitely many solutions, while the original work of Kumar et al. (2011a) provides a unique solution. In addition, the particular solution of $\tilde{X}_{G}$ can be considered symmetric or non symmetric, while the unique solution $\tilde{X}_{k}$ should be symmetric for $\tilde{x}_{2}$ because both spreads are equal. Also, all fuzzy number of particular solution in $\tilde{X}_{G}$ are nontrivial since the spreads in $\tilde{x}_{1}, \tilde{x}_{2}$ are nonzero, while $\tilde{x}_{2}$ in $\tilde{X}_{k}$ is represented by non fuzzy number (crisp number) based on Remark 2.2.1, because the both spreads are zero, $\alpha_{2}^{x}=\beta_{2}^{x}=0$. Lastly, the entries of $\tilde{x}_{1}$ and $\tilde{x}_{2}$ have independent intervals to provide infinite many solutions in $\tilde{X}_{G}$, while all entries are fixed in $\tilde{X}_{k}$.

### 4.4 Conclusion and Contribution

In this chapter, we proposed a new method to obtain the $P-\tilde{X}$ of $N Z-F F L S$. The coefficients of fuzzy matrix $\tilde{A}$ and the entries of fuzzy vectors $\tilde{B}$ were represented in a using block matrix, to produce the associated linear system $N Z-A L S$ for $N Z-F F L S$. Thus, the solution can be obtained without fuzzy operation and without constructing or solving min-max system.

We can summarize the findings in this chapter by the following contribution:

1- Obtain the unique solution of $P-\tilde{X}$ to $N Z-F F L S$ without fuzzy operation.
2- Examine the existence of solution for $P-\tilde{X}$ before solving the system.
3- Find the possibilities of $P-\tilde{X}$ for $N Z-F F L S$.
4- Formulate fuzzy row reduced echelon method to provide infinite many solutions $P-\tilde{X}$ to $N Z-F F L S$.

## CHAPTER FIVE

## FINITE SOLUTION OF NEAR ZERO FULLY FUZZY LINEAR SYSTEM

In Chapter Three and Chapter Four $P-\tilde{X}$ for $P-F F L S$ and for $N Z-F F L S$ are solved, respectively. Chapter Five provides arbitrary solution for arbitrary FFLS where the near zero is included ( $N Z-\tilde{X}$ for $N Z-F F L S$ ). Arithmetic operations of fuzzy numbers are only used in order to avoid adding any restrictions to the system. As a result, all possible solutions for systems are detected. Hence we conclude that the nature of solution of linear system (unique, finite or infinitely many solutions) is no more sufficient to provide all the possible ways of solutions for $F F L S$, since FFLS may have more than two distinct solutions but not infinitely many solutions.

The existing methods of solving FFLS obtained the fuzzy solution is unique or infinitely many solutions due for determining the final solution of minimization problem. Thus this study provides an alternative solution for $F F L S$ namely finite solution of FFLS. The next section presents the fundamental definitions and main theorems to develop the new method for solving $N Z-\tilde{X}$ of $N Z-F F L S$.

### 5.1 Fundamental Concept for Min-Max System

In this section, a new concept for consistency which is called finite solution for $F F L S$ is defined, then we prove the possibility to find it in solving $N Z-F F L S$, where the $F F L S$ have more than two solutions, but not infinite solutions. This concept will be used to develop the proposed method.

In Chapter Four, a min-max system was defined while in this chapter the absolute system will be presented. Both definitions are used for solving $N Z-\tilde{X}$ of $N Z-F F L S$.

Definition 5.1.2. An absolute equation is an equation has absolute term.

Definition 5.1.2. An absolute system (or a system of absolute equations) is a collection of equations such that at least one of them is an absolute equation.

The next definition defines the finite solutions for systems, to add a new possible way of solutions for fuzzy systems.

Definition 5.1.3. The solution set of a system is called a finite solution or alternative solutions, whereby the number of solution is more than one and not infinite solutions.

The relation between min-max systems in Definition 4.1.3. and absolute systems is investigated in the next theorem.

Theorem 5.1.1. Consider the min-max system for $i=1, \ldots, k$,

$$
\left\{\begin{array}{c}
\psi_{1}\left(h_{\psi_{1}}\left(x_{1}, ., x_{k}\right), g_{\psi_{1}}\left(x_{1}, . ., x_{k}\right)\right)=\phi_{1}\left(x_{1}, x_{2}, . ., x_{k}\right),  \tag{5.1}\\
\psi_{2}\left(h_{\psi_{2}}\left(x_{1}, ., x_{k}\right), g_{\psi_{2}}\left(x_{1}, . ., x_{k}\right)\right)=\phi_{2}\left(x_{1}, x_{2}, . ., x_{k}\right) \\
\vdots \\
\vdots \\
\psi_{n}\left(h_{\psi_{n}}\left(x_{1}, . ., x_{k}\right), g_{\psi_{n}}\left(x_{1}, . ., x_{k}\right)\right)=\phi_{n}\left(x_{1}, x_{2}, . ., x_{k}\right) .
\end{array}\right.
$$

Then, the system can be reduced for an absolute linear system, where,

- $\psi_{j}$ for $j=1, . ., n$ is minimum or maximum function.
- $h_{\psi_{j}} g_{\psi_{j}}$ and $\phi_{j}$ are linear functions for $j=1, . . n$.
- $x_{i}$ is variables for $i=1, . . k$.

Proof. Since $\psi_{j}\left(h_{\psi_{j}}, g_{\psi_{j}}\right)$ is a minimum or a maximum function with just two variables $h_{\psi_{j}}$ and $g_{\psi_{j}}$, the Remark 2.3.2. can be applied.

If $\psi_{j}$ is a maximum function, then

$$
\begin{equation*}
\psi_{j}\left(h_{\psi_{j}}, g_{\psi_{j}}\right)=\left(\frac{h_{\psi_{j}}+g_{\psi_{j}}}{2}\right)+\left|\frac{h_{\psi_{j}}-g_{\psi_{j}}}{2}\right| \tag{5.2}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left|h_{\psi_{j}}-g_{\psi_{j}}\right|=2 \psi_{j}\left(h_{\psi_{j}} g_{\psi_{j}}\right)-\left(h_{\psi_{j}}+g_{\psi_{j}}\right) \tag{5.3}
\end{equation*}
$$

but in Equation (5.1), $\psi_{j}\left(h_{\psi_{j}}, g_{\psi_{j}}\right)=\phi_{j}$, then,

$$
\begin{equation*}
\left|h_{\psi_{j}}-g_{\psi_{j}}\right|=2 \phi_{j}-\left(h_{\psi_{j}}+g_{\psi_{j}}\right) . \tag{5.4}
\end{equation*}
$$

Similarly, If $\psi_{j}$ is a minimum function,

$$
\begin{equation*}
\psi_{j}\left(h_{\psi_{j}} g_{\psi_{j}}\right)=\left(\frac{h_{\psi_{j}}+g_{\psi_{j}}}{2}\right)-\left|\frac{h_{\psi_{j}}-g_{\psi_{j}}}{2}\right|, \tag{5.5}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left|h_{\psi_{j}}-g_{\psi_{j}}\right|=\left(h_{\psi_{j}}+g_{\psi_{j}}\right)-2 \phi_{j} . \tag{5.6}
\end{equation*}
$$

Then, any equation in Equation (5.1) for $j=1, . . n$, may be written as Equations (5.4) or (5.6).

Suppose $h_{\psi_{j}}-g_{\psi_{j}}$ in Equations (5.4) and (5.6) is one function $s_{\psi_{j}}$,

$$
\begin{equation*}
s_{\psi_{j}}=h_{\psi_{j}}-g_{\psi_{j}} . \tag{5.7}
\end{equation*}
$$

Define, $2 \phi_{j}-\left(h_{\psi_{j}}+g_{\psi_{j}}\right)$ and $\left(h_{\psi_{j}}+g_{\psi_{j}}\right)-2 \phi_{j}$ in Equation (5.4) is one piecewise function $\xi_{j}$,

$$
\xi_{j}= \begin{cases}2 \phi_{j}-\left(h_{\psi_{j}}+g_{\psi_{j}}\right) & \text { if } \psi_{j} \text { maximum function }  \tag{5.8}\\ \left(h_{\psi_{j}}+g_{\psi_{j}}\right)-2 \phi_{j} & \text { if } \psi_{j} \text { minimum function }\end{cases}
$$

Hence, Equation (5.1) can be written as the following absolute linear system using Equations (5.7) and (5.8),

$$
\left\{\begin{array}{c}
\left|s_{\psi_{1}}\left(x_{1}, x_{2}, \ldots, x_{k}\right)\right|=\xi_{1}\left(x_{1}, x_{2}, . . x_{k}\right)  \tag{5.9}\\
\left|s_{\psi_{2}}\left(x_{1}, x_{2}, . ., x_{k}\right)\right|=\xi_{2}\left(x_{1}, x_{2}, \ldots, x_{k}\right) \\
\vdots \\
\vdots \\
\left|s_{n}\left(x_{1}, x_{2}, \ldots, x_{k}\right)\right|=\xi_{j}\left(x_{1}, x_{2}, . ., x_{k}\right)
\end{array}\right.
$$

The next theorem computes the finite solutions for the absolute system.

Theorem 5.1.2 Consider the absolute system,

$$
\begin{equation*}
\left|s_{\psi_{j}}\left(x_{1}, x_{2}, . ., x_{k}\right)\right|=\xi_{j}\left(x_{1}, x_{2}, . ., x_{k}\right), \quad j=1, . . k . \tag{5.10}
\end{equation*}
$$

Then the possible ways of solutions for the system are:

- No solution.
- Unique solution.
- Finite or alternative solutions not more than $2^{n}$.
- Infinitely many solutions.

Proof. Since $s_{\psi_{j}}=h_{\psi_{j}}\left(x_{1}, x_{2}, \ldots, x_{k}\right)-g_{\psi_{j}}\left(x_{1}, x_{2}, . ., x_{k}\right)$ and $h_{\psi_{j}}, g_{\psi_{j}}$ are linear functions, $\xi_{j}\left(x_{1}, x_{2}, . ., x_{n}\right)$ is a piecewise function of linear functions, without loss of generalization, suppose $s_{\psi_{j}}$ is a positive function, then Equation (5.10) may be written as the below $n \times n$ classical linear system.

$$
s_{\psi_{j}}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\xi_{j}\left(x_{1}, x_{2}, . ., x_{k}\right), \quad j=1, \ldots, n
$$

hence, the possible ways of solutions are:

- No solution.
- Unique solution.
- Infinite solutions.

The proof is completed when we obtain the finite solution less than $2^{n}$. Since

$$
\left|s_{\psi_{j}}\left(x_{1}, x_{2}, . ., x_{k}\right)\right|= \begin{cases}s_{\psi_{j}}\left(x_{1}, x_{2}, ., x_{k}\right), & \text { if } s_{\psi_{j}} \geq 0  \tag{5.12}\\ -s_{\psi_{j}}\left(x_{1}, x_{2}, \ldots, x_{k}\right), & \text { if } s_{\psi_{j}}<0\end{cases}
$$

then, for every $j=1, \ldots, n$ we have,

$$
s_{\psi_{j}}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\xi_{j}\left(x_{1}, x_{2}, . ., x_{k}\right) \text { or }-s_{\psi_{j}}\left(x_{1}, x_{2}, . ., x_{k}\right)=\xi_{j}\left(x_{1}, x_{2}, . ., x_{k}\right) .
$$

Hence, according to counting principles, the likely number of $n \times n$ linear systems is $2^{n}$ (Weibel, 1967). each of them has three previous possible ways (no solution, unique solution, infinitely many solutions).

If at least two linear systems have unique solution and the other linear systems have no solution, then the finite solution is a collection for any linear system that has unique solution which will not be more than $2^{n}$. Hence, the last possible way of solutions is:

- Finite solution.

The next section provides the method for solving $N Z-\tilde{X}$ for $N Z-F F L S$. The discussion of finite solution is extended to possibility of $F F L S$ using Theorem 5.1.2.

### 5.2 Near Zero Solution for Near Zero Fully Fuzzy Linear System

The $N Z-\tilde{X}$ for $N Z-F F L S$ is obtained in this section. The method is proposed by Universiti Utara Malaysia reducing the min-max and absolute systems, to exclude any further restriction in the process. As a result, we will find out all possible solutions for system.

Consider the following $F F L S \tilde{A} \otimes \tilde{X}=\tilde{B}$, where $\tilde{A}=(A, M, N), \tilde{B}=\left(m^{b}, \alpha^{b}, \beta^{b}\right)$ and $\tilde{X}=\left(m^{x}, \alpha^{x}, \beta^{x}\right)$ are arbitrary.

Then, the $n \times n F F L S$ may be written as

$$
\sum_{j=1}^{\oplus} \tilde{a}_{i j} \otimes \tilde{x}_{j}=\tilde{b}_{i}, \forall i=1,2, \ldots, n .
$$

The solution is obtained by four steps:

Step 1 Separating the $F F L S$ for a linear system and a nonlinear system (min-max linear system).

Step 2 Solving the linear system to obtain the mean values $m_{i}^{x}$, substituting them in the min-max linear system and reducing it.

Step 3 Converting the reduced min-max system to absolute system using Remark 2.3.2.

Step 4 Reducing the absolute linear system, using the following fuzzy inequality,

$$
\left\{\begin{array}{l}
\alpha_{i}^{x} \geq 0  \tag{5.13}\\
\beta_{i}^{x} \geq 0 .
\end{array} \quad \forall i=1,2, \ldots, n\right.
$$

Then, Step 4 provides the values of spreads $\alpha_{i}^{x}$ and $\beta_{i}^{x}$, while the mean values $m_{i}^{x}$ are obtained from Step 2, which completes the component of fuzzy solution $N Z-\tilde{X}$.

As noted, no restriction is adding to proposed method, we keep reducing the systems whether its min-max or absolute system to get the $N Z-\tilde{X}$ for $N Z-F F L S$.

The next corollary computes the finite solution of $N Z-\tilde{X}$ to $N Z-F F L S$.

Corollary 5.2.1. Consider the $N Z-\tilde{X}$ for $m \times m N Z-F F L S$. Then, the system has possibility of finite solution less than $2^{2 m}$.

Proof. Applying Equation (2.12) for $m \times m$ FFLS to obtain a $3 m$ min-max system. Hence, $2 m$ min-max equation is produced. Then, using Remark 2.3.2. an absolute system is constructed. The proof is concluded by recalculating Equation (5.12) for
each absolute term. Thus according to counting principles, the likely number of the $m \times m$ linear systems is $2^{2 m}$ solutions.

The next example is used in Kumar et al. (2011b) and we obtain further different feasible solutions, while the proposed method in Kumar et al. (2011b) only one solution is obtained. We use geometrical analysis by graphs to verify the further second solution, and show that the system has finite solution.

Example 5.2.1. Kumar et al. (2011b) consider the following FFLS, (written in theform $(a, b, c)$ ),
$\left\{\begin{array}{l}(-2,3,4) \otimes\left(a_{1}{ }^{x}, b_{1}{ }^{x}, c_{1} x\right) \oplus(-2,2,3) \otimes\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right)=(-13,8,14), \\ (1,2,2) \otimes\left(a_{1}{ }^{x}, b_{1}^{x}, c_{1}{ }^{x}\right) \oplus(4,4,5) \otimes\left(a_{2}{ }^{x}, b_{2}{ }^{x}, c_{2}^{x}\right)=(-14,8,14),\end{array}\right.$
where $\tilde{x}_{i}=\left(a_{i}{ }^{x}, b_{i}{ }^{x}, c_{i}{ }^{x}\right), i=1,2$ are arbitrary TFN.

The system can be rewritten in matrix form as follows,

$$
\left(\begin{array}{cc}
(-2,3,4) & (-2,2,3) \\
(1,2,2) & (4,4,5)
\end{array}\right) \otimes\binom{\left(a_{1}^{x},{b_{1}}^{x},{c_{1}}^{x}\right)}{\left(a_{2}^{x},{b_{2}}^{x}, c_{2}^{x}\right)}=\binom{(-13,8,14)}{(-14,8,14)} .
$$

Since we use ( $m, \alpha, \beta$ ) form for $T F N$ in this study, the example is converted to form $(m, \alpha, \beta)$. We will denote $\tilde{A}^{\prime}, \tilde{X}^{\prime}$ and $\tilde{B}^{\prime}$ to the form of $(a, b, c)$, while $\tilde{A}, \tilde{X}$ and $\tilde{B}$ to the form of $(m, \alpha, \beta)$.

In matrix form $\tilde{A} \otimes \tilde{X}=\tilde{B}$ it becomes, $($ in form $(m, \alpha, \beta))$,

$$
\left(\begin{array}{ll}
(3,5,1) & (2,4,1) \\
(2,1,0) & (4,0,1)
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x},{\beta_{2}}^{x}\right)}=\binom{(8,21,6)}{(8,22,6)} .
$$

Using Step 1, the FFLS is written as,

$$
\begin{align*}
& \text { The linear system is, } \\
& \text { Universiti Utara Malaysia } \\
& \left\{\begin{array}{l}
3 m_{1}^{x}+2 m_{2}^{x}=8, \\
2 m_{1}^{x}+4 m_{2}^{x}=8 .
\end{array}\right. \tag{5.15a}
\end{align*}
$$

The nonlinear system is,

$$
\left\{\begin{array}{c}
-\operatorname{Min}\left[4\left(m_{1}^{x}-\alpha_{1}^{x}\right),-2\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]-\operatorname{Min}\left[3\left(m_{2}^{x}-\alpha_{2}^{x}\right),-2\left(m_{2}^{x}+\beta_{2}^{x}\right)\right]  \tag{5.15b}\\
\quad+3 m_{1}^{x}+2 m_{2}^{x}=21, \\
\operatorname{Max}\left[-2\left(m_{1}^{x}-\alpha_{1}^{x}\right), 4\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[-2\left(m_{2}^{x}-\alpha_{2}^{x}\right), 3\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
-3 m_{1}^{x}-2 m_{2}^{x}=6, \\
-\operatorname{Min}\left[m_{1}^{x}-\alpha_{1}^{x}, 2\left(m_{1}^{x}-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[4\left(m_{2}^{x}-\alpha_{2}^{x}\right), 5\left(m_{2}^{x}-\alpha_{2}^{x}\right)\right] \\
+2 m_{1}^{x}+4 m_{2}^{x}=22, \\
\operatorname{Max}\left[m_{1}^{x}+\beta_{1}^{x}, 2\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[4\left(m_{2}^{x}+\beta_{2}^{x}\right), 5\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
-2 m_{1}^{x}-4 m_{2}^{x}=6 .
\end{array}\right.
$$

Using Step 2, solving the linear system (5.15a), we get $m_{1}{ }^{x}=2, m_{2}{ }^{x}=1$, then substituting the values of $m_{i}{ }^{x}$ in the nonlinear system (5.15b),

$$
\left\{\begin{array}{c}
8-\operatorname{Min}\left[4\left(2-\alpha_{1}^{x}\right),-2\left(2+\beta_{1}^{x}\right)\right]-\operatorname{Min}\left[3\left(1-\alpha_{2}^{x}\right),-2\left(1+\beta_{2}^{x}\right)\right]=21,  \tag{5.16}\\
-8+\operatorname{Max}\left[-2\left(2-\alpha_{1}^{x}\right), 4\left(2+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[-2\left(1-\alpha_{2}^{x}\right), 3\left(1+\beta_{2}^{x}\right)\right]=6, \\
8-\operatorname{Min}\left[2-\alpha_{1}^{x}, 2\left(2-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[4\left(1-\alpha_{2}^{x}\right), 5\left(1-\alpha_{2}^{x}\right)\right]=22, \\
-8+\operatorname{Max}\left[2+\beta_{1}^{x}, 2\left(2+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[4\left(1+\beta_{2}^{x}\right), 5\left(1+\beta_{2}^{x}\right)\right]=6 .
\end{array}\right.
$$

According to Step 3, the min and max functions in Remark 2.3.2. produces absolute system from min-max system in Equation (5.16),

$$
\left\{\begin{array}{c}
4 \alpha_{1}^{x}+3 \alpha_{2}^{x}+2 \beta_{1}^{x}+2 \beta_{2}^{x}+2\left|-2 \alpha_{1}^{x}+\beta_{1}^{x}+6\right|+\left|-3 \alpha_{2}^{x}+2 \beta_{2}^{x}+5\right|=31,  \tag{5.17}\\
2 \alpha_{1}^{x}+2 \alpha_{2}^{x}+4 \beta_{1}^{x}+3 \beta_{2}^{x}+2\left|\alpha_{1}^{x}-2\left(\beta_{1}^{x}+3\right)\right|+\left|-2 \alpha_{2}^{x}+3 \beta_{2}^{x}+5\right|=23, \\
3 \alpha_{1}^{x}+9 \alpha_{2}^{x}+\left|\alpha_{1}^{x}-2\right|+\left|\alpha_{2}^{x}-1\right|=43, \\
\left|2+\beta_{1}^{x}\right|+\left|1+\beta_{2}^{x}\right|+3 \beta_{1}^{x}+9 \beta_{2}^{x}=13 .
\end{array}\right.
$$

Now, based on Step 4, the absolute system in Equation (5.17) should be reduced to find fuzzy solution.

Considering the fourth equation in Equation (5.17),

$$
\left|2+\beta_{1}^{x}\right|+\left|1+\beta_{2}^{x}\right|+3 \beta_{1}^{x}+9 \beta_{2}^{x}=13 .
$$

Using Equation (5.13) $\beta_{1}{ }^{x}, \beta_{2}{ }^{x} \geq 0$. Then $\left(2+\beta_{1}{ }^{x}\right),\left(1+\beta_{2}{ }^{x}\right) \geq 0$,
it may be written as,

$$
\left(2+{\beta_{1}}^{x}\right)+\left(1+\beta_{2}^{x}\right)+3 \beta_{1}^{x}+9 \beta_{2}^{x}=13
$$

then,

$$
-8+2\left(2+\beta_{1}^{x}\right)+5\left(1+\beta_{2}^{x}\right)=1+2 \beta_{1}^{x}+5 \beta_{2}^{x}=6,
$$

or,

$$
2 \beta_{1}^{x}+5 \beta_{2}^{x}=5 .
$$

Solving the system,

$$
\left\{\begin{array}{c}
2 \beta_{1}^{x}+5 \beta_{2}^{x}=5  \tag{5.18}\\
\beta_{1}^{x}, \beta_{2}^{x} \geq 0
\end{array}\right.
$$

Then, the fourth equation in Equation (5.17) can be written as one linear equation as shown in Figure 5.1,


$$
\beta^{x}=1-\frac{2 \beta^{x}{ }_{1}}{5}, \beta^{x}{ }_{1} \in\left[0, \frac{5}{2}\right] .
$$



Figure 5.1. Representation of the fourth absolute value equation as a linear equation.

Similarly, by considering the third equation in Equation (5.17),

$$
3 \alpha_{1}^{x}+9 \alpha_{2}^{x}+\left|\alpha_{1}^{x}-2\right|+\left|\alpha_{2}^{x}-1\right|=43
$$

because $\alpha_{1}{ }^{x}, \alpha_{2}{ }^{x} \geq 0$, we get three linear equations,

$$
\alpha_{2}^{x}= \begin{cases}\frac{1}{5}\left(21-\alpha_{1}^{x}\right), & 0 \leq \alpha_{1}^{x} \leq 2  \tag{5.20}\\ \frac{1}{5}\left(23-2 \alpha_{1}^{x}\right), & 2<\alpha_{1}^{x} \leq 9 \\ \frac{1}{2}\left(11-\alpha_{1}^{x}\right), & 9<\alpha_{1}^{x} \leq 11\end{cases}
$$

The three linear equations for $\alpha_{2}{ }^{x}$ is showed in Figure 5.2.

$$
\alpha_{2}^{x}= \begin{cases}\frac{1}{5}\left(21-\alpha_{1}^{x}\right), & 0 \leq \alpha_{1}^{x} \leq 2 \\ \frac{1}{5}\left(23-2 \alpha_{1}^{x}\right), & 2<\alpha_{1} \leq 9 \\ \frac{1}{2}\left(11-\alpha_{1}^{x}\right), & 9<\alpha_{1}^{x} \leq 11\end{cases}
$$



Figure 5.2. Representation of the third absolute value equation as a linear equation.

Now, the first and second equations are,

$$
\left\{\begin{array}{c}
4 \alpha_{1}^{x}+3 \alpha_{2}^{x}+2 \beta_{1}^{x}+2 \beta_{2}^{x}+2\left|-2 \alpha_{1}^{x}+\beta_{1}^{x}+6\right|  \tag{5.21}\\
+\left|-3 \alpha_{2}^{x}+2 \beta_{2}^{x}+5\right|=31 \\
2 \alpha_{1}^{x}+2 \alpha_{2}^{x}+4 \beta_{1}^{x}+3 \beta_{2}^{x}+2\left|\alpha_{1}^{x}-2\left(\beta_{1}^{x}+3\right)\right| \\
+\left|-2 \alpha_{2}^{x}+3 \beta_{2}^{x}+5\right|=23
\end{array}\right.
$$

Substituting the values $\beta_{2}{ }^{x}$ in absolute system in Equation (5.21). Then, solving Equation (5.21) with the three equations of $\alpha_{1}{ }^{x}$ in Equation (5.20) to provide three possible solutions:

- For interval $\alpha_{1}{ }^{x} \in[0,2]$,

$$
\alpha_{2}^{x}=\frac{1}{5}\left(21-\alpha_{1}^{x}\right) .
$$

Hence, Equation (5.21) may be reduced to the following system,


After solving the Equation (5.22a), we get,

$$
\alpha_{1}^{x}=1, \quad \beta_{1}^{x}=0,
$$

consequently

$$
\begin{gathered}
\alpha_{2}^{x}=\frac{1}{5}\left(21-\alpha_{1}^{x}\right)=\frac{1}{5}(21-1)=4, \\
\beta_{2}^{x}=1-\frac{2{\beta_{1}^{x}}_{5}^{5}=1-\frac{2(0)}{5}=1 .}{} .
\end{gathered}
$$

Then, we get the first fuzzy solution for $F F L S$,

$$
\tilde{X}_{1}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x},{\beta_{2}}^{x}\right)}=\binom{(2,1,0)}{(1,4,1)} .
$$

Moreover, Figure 5.3, shows that there is an intersection between first and second equations in Equation (5.22a) in intervals $\alpha_{1}{ }^{x} \in[0,2], \beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$, which means that the system has a fuzzy solution in intersection line:

$$
\left\{\begin{array}{l}
10\left|-2 \alpha_{1}^{x}+\beta_{1}^{X}+6\right|+\left|3 \alpha_{1}^{x}-4\left(\beta_{1}^{x}+7\right)\right|+17 \alpha_{1}^{x}+6 \beta_{1}^{x}-82, \\
5\left|\alpha_{1}^{x}-2 \beta_{1}^{x}-6\right|+\left|\alpha_{1}^{x}-3 \beta_{1}^{x}-1\right|+4 \alpha_{1}^{x}+7 \beta_{1}^{x}-29, \\
\alpha_{1}^{X} \in[0,2], \beta^{x}{ }_{1} \in\left[0, \frac{5}{2}\right] .
\end{array}\right.
$$



Figure 5.3. The first solution $\tilde{X}_{1}$ in $\alpha_{1}{ }^{x} \in[0,2]$ and $\beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$.

- For interval $\alpha_{1}{ }^{x} \in(2,9]$,

$$
\alpha_{2}^{x}=\frac{1}{5}\left(23-2 \alpha_{1}^{x}\right) .
$$

Hence, Equation (5.21) may be reduced to the following system,

$$
\left\{\begin{array}{c}
5\left|-2 \alpha_{1}^{x}+\beta_{1}^{x}+6\right|+\left|-3 \alpha_{1}^{x}+2 \beta_{1}^{x}+17\right|+7 \alpha_{1}^{x}+3 \beta_{1}^{x}=38  \tag{5.22b}\\
\left|-2 \alpha_{1}^{x}+3 \beta_{1}^{x}+3\right|+5\left|\alpha_{1}^{x}-2\left(\beta_{1}^{x}+3\right)\right|+3 \alpha_{1}^{x}+7 \beta_{1}^{x}=27 \\
2<\alpha_{1}^{x} \leq 9 \\
0 \leq \beta_{1}^{x} \leq \frac{5}{2}
\end{array}\right.
$$

After solving the previous system we get,

$$
\begin{gathered}
\alpha_{1}^{x}=\frac{51}{14}, \quad \beta_{1}^{x}=0 \\
\alpha_{2}^{x}=\frac{1}{5}\left(23-2 \alpha_{1}^{x}\right)=\frac{1}{5}\left(23-2 \times \frac{51}{14}\right)=\frac{22}{7} \\
\beta_{2}^{x}=1-\frac{2 \beta_{1}^{x}}{5}=1-0=1
\end{gathered}
$$

Then, the second fuzzy solution $\tilde{X}_{2}$ for fuzzy system,

$$
\tilde{X}_{2}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x},{\alpha_{2}}^{x},{\beta_{2}}^{x}\right)}=\binom{\left(2, \frac{51}{14}, 0\right)}{\left(1, \frac{22}{7}, 1\right)} .
$$

## The verification of solution

$$
\left\{\begin{array}{c}
(3,5,1) \otimes\left(2, \frac{51}{14}, 0\right) \oplus(2,4,1) \otimes\left(1, \frac{22}{7}, 1\right)= \\
\left(6, \frac{88}{7}, 2\right) \oplus\left(2, \frac{59}{7}, 4\right)=(8,21,6), \\
(2,1,0) \otimes\left(2, \frac{51}{14}, 0\right) \oplus(4,0,1) \otimes\left(1, \frac{22}{7}, 1\right)= \\
\left(4, \frac{51}{7}, 0\right) \oplus\left(4, \frac{103}{7}, 6\right)=(8,22,6) .
\end{array}\right.
$$

Moreover, Figure 5.4. shows that there is intersection between first and second equations in Equation (5.22b) in intervals $\alpha_{1}{ }^{x} \in[2,9], \beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$, which means the system has a fuzzy solution in intersection line:



Figure 5.4. The second solution $\tilde{X}_{2}$ in $\alpha_{1}^{x} \in[2,9]$ and $\beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$.

For interval $\alpha_{1}{ }^{x} \in(9,11]$,

$$
\alpha_{2}{ }^{x}=\frac{1}{2}\left(11-\alpha_{1}{ }^{x}\right) .
$$

Hence, Equation (5.21) may be reduced to the following system,

$$
\left\{\begin{array}{c}
20\left|-2 \alpha_{1}^{x}+\beta_{1}^{x}+6\right|+\left|-15 \alpha_{1}^{x}+8 \beta_{1}^{x}+95\right|+25 \alpha_{1}^{x}+12 \beta_{1}^{x}=125  \tag{5.22c}\\
\left|\alpha_{1}^{x}-\frac{6 \beta_{1}^{x}}{5}-3\right|+2\left|\alpha_{1}^{x}-2 \beta_{1}^{x}-6\right|+\alpha_{1}^{x}+\frac{14 \beta_{1}^{x}}{5}=9 \\
9<\alpha_{1}{ }^{x} \leq 11 \\
0 \leq \beta_{1}^{x} \leq \frac{5}{2} .
\end{array}\right.
$$

We find that the system in Equation (5.22c) has no solution. Moreover, Figure 5.3. shows that there is no intersection between first and second equations in Equation (5.22c) in intervals $\alpha_{1}{ }^{x} \in[9,11], \beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$, which means the system has no solution in intersection line.



Figure 5.5. Shows the system has no solution in $\alpha_{1}{ }^{x} \in[9,11]$ and $\beta_{1}{ }^{x} \in\left[0, \frac{5}{2}\right]$.

The $\tilde{X}_{1}$ and $\tilde{X}_{2}$ are transformed to form $(a, b, c)$ to compare with the solution in Kumar et al. (2011b).

We find the first solution $\tilde{X}_{1}$ as identical to his solution $\tilde{X}_{1}{ }^{\prime}$,

$$
\tilde{X}_{1}^{\prime}=\binom{\tilde{x}_{1}^{\prime}}{\tilde{x}_{2}^{\prime}}=\binom{\left(a_{1}^{x}, b_{1}{ }^{x}, c_{1}{ }^{x}\right)}{\left(a_{2}{ }^{x}, b_{2}^{x}, c_{2}^{x}\right)}=\binom{(1,2,2)}{(-3,1,2)} .
$$

While, the solution $\tilde{X}_{2}$ represents the further solution $\tilde{X}_{2}{ }^{\prime}$ which cannot be determined through $L P$ method in Kumar et al. (2011b)'method,

$$
\tilde{X}_{2}^{\prime}=\binom{\tilde{x}_{1}^{\prime}}{\tilde{x}_{2}^{\prime}}=\binom{\left(a_{1}^{x},{b_{1}}^{x}, c_{1}^{x}\right)}{\left(a_{2}^{x},{b_{2}}^{x}, c_{2}^{x}\right)}=\binom{\left(-\frac{23}{14}, 2,2\right)}{\left(-\frac{15}{7}, 1,2\right)} .
$$

As it is noted, the proposed method can provide second solutions which satisfy the concept finite solution of $F F L S$, while Kumar et al. (2011b)'method cannot provide it.

Next example is used in Allahviranloo et al. (2014), they provided the solution as unique fuzzy solution. The same example is solved by proposed method, it is noted the system does not have a fuzzy solution. Moreover the verification of Allahviranloo et al. (2014)'solution shows that it doesn't satisfy the left hand side for the system.

Example 5.2.2. Allahviranloo et al. (2014) consider the following FFLS,

$$
\left\{\begin{array}{c}
(2,3,4) \otimes\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \oplus(1,1,1) \otimes\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \oplus(1,2,3) \otimes\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right) \\
\\
=(-9,2,18) \\
(5,6,7) \otimes\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \oplus(-4,-3,-2) \otimes\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \oplus(2,2,2) \otimes\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right) \\
\\
=(-13,8,34) \\
(-3,-2,-1) \otimes\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \oplus \\
(1,2,3) \otimes\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \oplus(3,3,4) \otimes\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right) \\
\\
=(-3,-10,5) .
\end{array}\right.
$$

The system can be rewritten in matrix form as follows,

$$
\left(\begin{array}{ccc}
(2,3,4) & (1,1,1) & (1,2,3) \\
(5,6,7) & (-4,-3,-2) & (2,2,2) \\
(-3,-2,-1) & (1,2,3) & (3,3,4)
\end{array}\right) \otimes\left(\begin{array}{c}
\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \\
\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \\
\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-9,2,18) \\
(-13,8,34) \\
(-3,-10,5)
\end{array}\right)
$$

Familiar to Example 5.2.1, the form of $(a, b, c)$ needs to be converted to the form of $(m, \alpha, \beta)$ for $T F N$. We will use $\tilde{A}^{\prime}, \tilde{X}^{\prime}$ and $\tilde{B}^{\prime}$ to the form of $(a, b, c)$, while $\tilde{A}, \tilde{X}$ and $\tilde{B}$ to the form of $(m, \alpha, \beta)$.

In matrix form $\tilde{A} \otimes \tilde{X}=\tilde{B} \quad$ it becomes, $\quad$ (in form $(m, \alpha, \beta)$ ),


$$
\left\{\begin{array}{c}
3 m_{1}^{x}+m_{2}^{x}+2 m_{3}^{x}=2, \\
-\operatorname{Min}\left[2\left(m_{1}^{x}-\alpha_{1}^{x}\right), 4\left(m_{1}^{x}-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[m_{3}^{x}-\alpha_{3}^{x}, 3\left(m_{3}^{x}-\alpha_{3}^{x}\right)\right]+3 m_{1}^{x}+2 m_{3}^{x} \\
+\alpha_{2}^{x}=11, \\
\operatorname{Max}\left[2\left(m_{1}^{x}+\beta_{1}^{x}\right), 4\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[m_{3}^{x}+\beta_{3}^{x}, 3\left(m_{3}^{x}+\beta_{3}^{x}\right)\right]-3 m_{1}^{x}-2 m_{3}^{x} \\
+\beta_{2}^{x}=16, \\
6 m_{1}^{x}-3 m_{2}^{x}+2 m_{3}^{x}=8, \\
-\operatorname{Min}\left[5\left(m_{1}^{x}-\alpha_{1}^{x}\right), 7\left(m_{1}^{x}-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[-4\left(m_{2}^{x}+\beta_{2}^{x}\right),-2\left(m_{2}^{x}+\beta_{2}^{x}\right)\right]+6 m_{1}^{x} \\
-3 m_{2}^{x}+2 m_{3}^{x}-2\left(m_{3}^{x}-\alpha_{3}^{x}\right)=21, \\
\operatorname{Max}\left[-4\left(m_{2}^{x}-\alpha_{2}^{x}\right),-2\left(m_{2}^{x}-\alpha_{2}^{x}\right)\right]+\operatorname{Max}\left[5\left(m_{1}^{x}+\beta_{1}^{x}\right), 7\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]-6 m_{1}^{x} \\
+3 m_{2}^{x}-2 m_{3}^{x}+2\left(m_{3}^{x}+\beta_{3}^{x}\right)=26, \\
-2 m_{1}^{x}+2 m_{2}^{x}+3 m_{3}^{x}=-10,
\end{array}, \begin{array}{r}
\operatorname{Min}\left[m_{2}^{x}-\alpha_{2}^{x}, 3\left(m_{2}^{x}-\alpha_{2}^{x}\right)\right]-\operatorname{Min}\left[3\left(m_{3}^{x}-\alpha_{3}^{x}\right), 4\left(m_{3}^{x}-\alpha_{3}^{x}\right)\right]- \\
\operatorname{Min}\left[-m_{1}^{x}-\beta_{1}^{x},-3\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]-2 m_{1}^{x}+2 m_{2}^{x}+3 m_{3}^{x}=-7, \\
\operatorname{Max}\left[-3\left(m_{1}^{x}-\alpha_{1}^{x}\right),-m_{1}^{x}+\alpha_{1}^{x}\right]+\operatorname{Max}\left[m_{2}^{x}+\beta_{2}^{x}, 3\left(m_{2}^{x}+\beta_{2}^{x}\right)\right]+ \\
\operatorname{Max}\left[3\left(m_{3}^{x}+\beta_{3}^{x}\right), 4\left(m_{3}^{x}+\beta_{3}^{x}\right)\right]+2 m_{1}^{x}-2 m_{2}^{x}-3 m_{3}^{x}=15 .
\end{array}\right.
$$

Substituting $m^{x}{ }_{1}=2, m^{x}{ }_{2}=0$ and $m^{x}{ }_{3}=-2$, in absolute system, we get,

$$
\begin{aligned}
& \left\{\begin{array}{c}
9+\operatorname{Min}\left[8-4 \alpha^{x}{ }_{1}, 4-2 \alpha^{x}{ }_{1}\right]+\operatorname{Min}\left[-2-\alpha^{x}{ }_{3},-3\left(2+\alpha^{x}{ }_{3}\right)\right]=\alpha^{x}{ }_{2}, \\
\operatorname{Max}\left[2\left(2+\beta^{x}{ }_{1}\right), 4\left(2+\beta^{x}{ }_{1}\right)\right]+\operatorname{Max}\left[-2+\beta^{x}{ }_{3}, 3\left(-2+\beta^{x}{ }_{3}\right)\right]+\beta^{x}{ }_{2}=18,
\end{array}\right. \\
& 9+\operatorname{Min}\left[14-7 \alpha^{x}{ }_{1}, 10-5 \alpha^{x}{ }_{1}\right]+\operatorname{Min}\left[-4 \beta^{x}{ }_{2},-2 \beta^{x}{ }_{2}\right]=2 \alpha^{x}{ }_{3}, \\
& \operatorname{Max}\left[2 \alpha^{x}{ }_{2}, 4 \alpha^{x}{ }_{2}\right]+\operatorname{Max}\left[5\left(2+\beta^{x}{ }_{1}\right), 7\left(2+\beta^{x}{ }_{1}\right)\right]+2 \beta^{x}{ }_{3}=38, \\
& 3+\operatorname{Min}\left[-3 \alpha^{x}{ }_{2},-\alpha^{x}{ }_{2}\right]+\operatorname{Min}\left[-4\left(2+\alpha^{x}{ }_{3}\right),-3\left(2+\alpha^{x}{ }_{3}\right)\right] \\
& +\operatorname{Min}\left[-2-\beta^{x}{ }_{1},-3\left(2+\beta_{1}^{x}\right)\right]=0, \\
& \operatorname{Max}\left[-2+\alpha^{x}{ }_{1},-6+3 \alpha^{x}{ }_{1}\right]+\operatorname{Max}\left[\beta^{x}{ }_{2}, 3 \beta^{x}{ }_{2}\right] \\
& +\operatorname{Max}\left[3\left(-2+\beta_{3}^{x}\right), 4\left(-2+\beta_{3}^{x}\right)\right]=5 .
\end{aligned}
$$

Transforming the min-max system to absolute system and reducing it, we get,

Solving the system provides the non fuzzy solution, since the spreads are negative,

$$
\begin{gathered}
\alpha_{1}=\frac{89}{17}, \beta_{1}^{x}=\frac{50}{17}, \beta_{3}=\frac{9}{17}, \beta_{2}^{x}=-\frac{5}{17}, \alpha_{3}=\frac{1}{2}\left(-\frac{232}{17}-\left|\beta_{2}^{x}\right|-3 \beta_{2}^{x}\right), \\
\alpha_{2} x_{2}=-\frac{135}{17}-\left|2+\alpha_{3}^{x}\right|-2 \alpha_{3}^{x} .
\end{gathered}
$$

While, Allahviranloo et al. (2014) provided the following $\tilde{X}_{\text {allv }}^{\prime}$ as a fuzzy solution,

$$
\tilde{X}_{\text {allv }}^{\prime}=\left(\begin{array}{c}
\left(a_{1}^{x}, b_{1}^{x}, c_{1}^{x}\right) \\
\left(a_{2}^{x}, b_{2}^{x}, c_{2}^{x}\right) \\
\left(a_{3}^{x}, b_{3}^{x}, c_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(1,2,4) \\
(-2,0,3) \\
(-3,-2,-1)
\end{array}\right), \quad \tilde{X}_{\text {allv }}=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,1,2) \\
(0,2,3) \\
(-2,1,1)
\end{array}\right) .
$$

But, actually the verification of solution shows that $\tilde{A} \otimes \tilde{X}_{\text {allv }} \neq \tilde{B}$,

$$
\left\{\begin{array}{c}
(3,1,1) \otimes(2,1,2) \oplus(1,0,0) \otimes(0,2,3) \oplus(2,1,1) \otimes(-2,1,1)= \\
(6,4,10) \oplus(0,2,3) \oplus(-4,5,3)=(2,11,16), \\
(6,1,1) \otimes(2,1,2) \oplus(-3,1,1) \otimes(0,2,3) \oplus(2,0,0) \otimes(-2,1,1)= \\
(12,7,16) \oplus(0,12,8) \oplus(-4,2,2)=(8,21,26), \\
(-2,1,1) \otimes(2,1,2) \oplus(2,1,1) \otimes(0,2,3) \oplus(3,0,1) \otimes(-2,1,1)= \\
(-4,8,3) \oplus(0,6,9) \oplus(-6,6,3)=(-10,20,15) .
\end{array}\right.
$$

As noted $\tilde{A} \otimes \tilde{X}_{\text {allv }}=\tilde{B}_{\text {allv }}$, where,

$$
\tilde{B}_{a l l v}=\left(\begin{array}{c}
\left(m_{1}^{b}, \alpha_{1}^{b}, \beta_{1}^{b}\right) \\
\left(m_{2}^{b}, \alpha_{2}^{b}, \beta_{2}^{b}\right) \\
\left(m_{3}^{b}, \alpha_{3}^{b}, \beta_{3}^{b}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,11,16) \\
(8,21,26) \\
(-10,20,15)
\end{array}\right), \tilde{B}_{\text {allv }}{ }^{\prime}=\left(\begin{array}{c}
\left(a_{1}^{b}, b_{1}^{b}, c_{1}^{b}\right) \\
\left(a_{2}^{b}, b_{2}^{b}, c_{2}^{b}\right) \\
\left(a_{3}^{b}, b_{3}^{b}, c_{3}^{b}\right)
\end{array}\right)=\left(\begin{array}{c}
(-9,2,18) \\
(-13,8,34) \\
(-30,-10,5)
\end{array}\right) .
$$

But the left hand side in example is actually

$$
\tilde{B}=\left(\begin{array}{c}
\left(m_{1}^{b}, \alpha_{1}^{b}, \beta_{1}^{b}\right) \\
\left(m_{2}^{b}, \alpha_{2}^{b}, \beta_{2}^{b}\right) \\
\left(m_{3}^{b}, \alpha_{3}^{b}, \beta_{3}^{b}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,11,16) \\
(8,21,26) \\
(-10,-7,15)
\end{array}\right), \quad \tilde{B}^{\prime}=\left(\begin{array}{c}
\left(a_{1}^{b}, b_{1}^{b}, c_{1}^{b}\right) \\
\left(a_{2}^{b}, b_{2}^{b}, c_{2}^{b}\right) \\
\left(a_{3}^{b}, b_{3}^{b}, c_{3}^{b}\right)
\end{array}\right)=\left(\begin{array}{c}
(-9,2,18) \\
(-13,8,34) \\
(-3,-10,5)
\end{array}\right) .
$$

For that, this example has no fuzzy solution.

In next section, the proposed method is modified after Step 4 to produce all associated linear systems that may provide compatible solution satisfy the $F F L S$.

## Universiti Utara Malaysia

### 5.3 Associated Linear Systems of Near Zero Fully Fuzzy Linear System

In this section, we show that the possibility of finite solution can be obtained by Corollary 5.2.1. The method in Section 5.2 will be modified to produce all possible linear systems, so the modification will be after step 3, is as follows,

Step 4 Considering the Equation (5.13). Then, constructing and solving all possible linear systems from absolute system, using Equation (5.12).

Step 5 Considering only the solution which satisfies the fuzzy system FFLS, by deleting the solutions which do not satisfy the absolute system or have negative spreads (non fuzzy solution).

The next example is used in Babar et al. (2013). Using the proposed method in this section, we obtain further different feasible solutions, while the proposed method in Babar et al. (2013) obtained only one solution. The first and second solutions are also provided by previous method in Section 5.2 to confirm the result.

Example 5.3.1. Babar et al. (2013) consider the following FFLS,
$\left\{\begin{array}{l}(3,2,3) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(-2,1,1) \otimes\left(m_{2}^{x}, \beta_{2}^{x}, \beta_{2}^{x}\right)=(5,16,17), \\ (-4,1,2) \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus(4,2,1) \otimes\left(m_{2}^{x}, \beta_{2}^{x}, \beta_{2}^{x}\right)=(-4,12,22),\end{array}\right.$
where $\tilde{x}_{i}=\left(m_{i}^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right), i=1,2$ are arbitrary triangular fuzzy numbers.

The system may be written in matrix form is as follows,

$$
\left(\begin{array}{cc}
(3,2,3) & (-2,1,1) \\
(-4,1,2) & (4,2,1)
\end{array}\right) \otimes\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{(5,16,17)}{(-4,12,22)} .
$$
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$$
\tilde{X}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)} .
$$

Then using Step 1,

$$
\left\{\begin{array}{c}
3 m_{1}^{x}-2 m_{2}^{x}=5, \\
-\operatorname{Min}\left[m_{1}^{x}-\alpha_{1}^{x}, 6\left(m_{1}^{x}-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[-m_{2}^{x}-\beta_{2}^{x},-3\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
+3 m_{1}^{x}-2 m_{2}^{x}=16, \\
\operatorname{Max}\left[-3\left(m_{2}^{x}-\alpha_{2}^{x}\right),-m_{2}^{x}+\alpha_{2}^{x}\right]+\operatorname{Max}\left[m_{1}^{x}+\beta_{1}^{x}, 6\left(m_{1}^{x}+\beta_{1}^{x}\right)\right] \\
-3 m_{1}^{x}+2 m_{2}^{x}=17, \\
-4 m_{1}^{x}+4 m_{2}^{x}=-4, \\
\operatorname{Min}\left[2\left(m_{2}^{x}-\alpha_{2}^{x}\right), 5\left(m_{2}^{x}-\alpha_{2}^{x}\right)\right]-\operatorname{Min}\left[-5\left(m_{1}^{x}+\beta_{1}^{x}\right),-2\left(m_{1}^{x}+\beta_{1}^{x}\right)\right] \\
-4 m_{1}^{x}+4 m_{2}^{x}=12, \\
\operatorname{Max}\left[-5\left(m_{1}^{x}-\alpha_{1}^{x}\right),-2\left(m_{1}^{x}-\alpha_{1}^{x}\right)\right]+\operatorname{Max}\left[2\left(m_{2}^{x}+\beta_{2}^{x}\right), 5\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
+4 m_{1}^{x}-4 m_{2}^{x}=22 .
\end{array}\right.
$$

Solving the following linear system,

Then using Step 2, $m_{1}^{x}=3, m_{2}^{x}=2$.

Hence, the nonlinear system with values on $m_{i}{ }^{x}$ is simplified as follows,

$$
\left\{\begin{array}{c}
5-\operatorname{Min}\left[3-\alpha_{1}^{x}, 6\left(3-\alpha_{1}{ }^{x}\right)\right]-\operatorname{Min}\left[-2-\beta_{2}^{x},-3\left(2+\beta_{2}^{x}\right)\right]=16 \\
-5+\operatorname{Max}\left[-3\left(2-\alpha_{2}^{x}\right),-2+\alpha_{2}^{x}\right]+\operatorname{Max}\left[3+\beta_{1}^{x}, 6\left(3+\beta_{1}^{x}\right)\right]=17 \\
-4-\operatorname{Min}\left[2\left(2-\alpha_{2}^{x}\right), 5\left(2-\alpha_{2}^{x}\right)\right]-\operatorname{Min}\left[-5\left(3+\beta_{1}^{x}\right),-2\left(3+\beta_{1}^{x}\right)\right]=12 \\
4+\operatorname{Max}\left[-5\left(3-\alpha_{1}^{x}\right),-2\left(3-\alpha_{1}^{x}\right)\right]+\operatorname{Max}\left[2\left(2+{\beta_{2}}^{x}\right), 5\left(2+{\beta_{2}}^{x}\right)\right]=22 .
\end{array}\right.
$$

Using Step 3, the min-max system can be written as absolute system is as follows,

$$
\left\{\begin{array}{c}
\frac{1}{2}\left|-\alpha_{1}^{x}-6\left(3-\alpha_{1}^{x}\right)+3\right|+\frac{1}{2}\left|-\beta_{2}^{x}+3\left(\beta_{2}^{x}+2\right)-2\right| \\
+\frac{1}{2}\left(\alpha_{1}^{x}-6\left(3-\alpha_{1}^{x}\right)-3\right)+\frac{1}{2}\left(\beta_{2}^{x}+3\left(\beta_{2}^{x}+2\right)+2\right)+5=16 \\
\frac{1}{2}\left|-\alpha_{2}^{x}-3\left(2-\alpha_{2}^{x}\right)+2\right|+\frac{1}{2}\left|\beta_{1}^{x}-6\left(\beta_{1}^{x}+3\right)+3\right| \\
+\frac{1}{2}\left(\alpha_{2}^{x}-3\left(2-\alpha_{2}^{x}\right)-2\right)+\frac{1}{2}\left(\beta_{1}^{x}+6\left(\beta_{1}^{x}+3\right)+3\right)-5=17 \\
\frac{3\left|2-\alpha_{2}^{x}\right|}{2}+\frac{3\left|\beta_{1}^{x}+3\right|}{2}-\frac{7}{2}\left(2-\alpha_{2}^{x}\right)+\frac{7}{2}\left(\beta_{1}^{x}+3\right)-4=12 \\
\frac{3\left|3-\alpha_{1}^{x}\right|}{2}+\frac{3\left|\beta_{2}^{x}+2\right|}{2}-\frac{7}{2}\left(3-\alpha_{1}^{x}\right)+\frac{7}{2}\left(\beta_{2}^{x}+2\right)+4=22
\end{array}\right.
$$

It can be simplified as follows

$$
\left\{\begin{array}{l}
7 \alpha_{1}^{x}+4 \beta_{2}^{x}+5\left|\alpha_{1}^{x}-3\right|+2\left|\beta_{2}^{x}+2\right|=35, \\
4 \alpha_{2}^{x}+7 \beta_{1}^{x}+2\left|\alpha_{2}^{x}-2\right|+5\left|\beta_{1}^{x}+3\right|=31, \\
3\left|2-\alpha_{2}^{x}\right|+3\left|\beta_{1}^{x}+3\right|+7\left(\alpha_{2}^{x}+\beta_{1}^{x}\right)=25, \\
3\left|3-\alpha_{1}^{x}\right|+3\left|\beta_{2}^{x}+2\right|+7\left(\alpha_{1}^{x}+\beta_{2}^{x}\right)=43 .
\end{array}\right.
$$

Using Step $4,\left(\beta_{1}^{x}+3\right),\left(\beta_{2}^{x}+2\right) \geq 0$, then,

$$
\left\{\begin{array}{l}
7 \alpha_{1}^{x}+4 \beta_{2}^{x}+5\left|\alpha_{1}^{x}-3\right|+2\left(\beta_{2}^{x}+2\right)=35  \tag{5.23}\\
4 \alpha_{2}^{x}+7 \beta_{1}^{x}+2\left|\alpha_{2}^{x}-2\right|+5\left(\beta_{1}^{x}+3\right)=31 \\
3\left|2-\alpha_{2}^{x}\right|+3\left(\beta_{1}^{x}+3\right)+7\left(\alpha_{2}^{x}+\beta_{1}^{x}\right)=25 \\
3\left|3-\alpha_{1}^{x}\right|+3\left(\beta_{2}^{x}+2\right)+7\left(\alpha_{1}^{x}+\beta_{2}^{x}\right)=43
\end{array}\right.
$$

Since we have four absolute values, we can construct sixteen linear systems, the solution of sixteen possibly linear systems is as follows,

$$
\begin{aligned}
& \left\{\begin{array}{l}
\beta^{x}{ }_{1}=\frac{17}{15}, \alpha^{x}{ }_{2}=\frac{16}{15}, \beta^{x}{ }_{2}=\frac{23}{15}, \alpha^{x}{ }_{1}=\frac{46}{15}, \\
\beta^{x}{ }_{1}=\frac{17}{15}, \alpha^{x}{ }_{2}=\frac{16}{15}, \beta^{x}{ }_{2}=\frac{19}{12}, \alpha^{x}{ }_{1}=\frac{73}{24}, \\
\beta^{x}{ }_{1}=-\frac{5}{3}, \alpha^{x}{ }_{2}=\frac{20}{3}, \beta^{x}{ }_{2}=\frac{23}{15}, \alpha^{x}{ }_{1}=\frac{46}{15}, \\
\beta^{x}{ }_{1}=-\frac{5}{3}, \alpha^{x}{ }_{2}=\frac{20}{3}, \beta^{x}{ }_{2}=\frac{19}{12}, \alpha^{x}{ }_{1}=\frac{73}{24}, \\
\beta^{x}{ }_{1}=\frac{19}{25}, \alpha^{x}{ }_{2}=\frac{36}{25}, \beta^{x}{ }_{2}=\frac{23}{15}, \alpha^{x}{ }_{1}=\frac{46}{15}, \\
\beta^{x}{ }_{1}=\frac{19}{25}, \alpha^{x}{ }_{2}=\frac{36}{25}, \beta^{x}{ }_{2}=\frac{19}{12}, \alpha^{x}{ }_{1}=\frac{73}{24}, \\
\beta^{x}{ }_{1}=1, \alpha^{x}{ }_{2}=0, \beta^{x}{ }_{2}=\frac{23}{15}, \alpha^{x}{ }_{1}=\frac{46}{15},
\end{array}\right. \\
& \beta^{x}{ }_{1}=1, \alpha^{x}{ }_{2}=0, \beta^{x}{ }_{2}=\frac{19}{12}, \alpha^{x}{ }_{1}=\frac{73}{24}, \\
& \beta^{x}{ }_{1}=\frac{17}{15}, \alpha^{x}{ }_{2}=\frac{16}{15}, \beta^{x}{ }_{2}=\frac{17}{10}, \alpha^{x}{ }_{1}=\frac{29}{10}, \\
& \beta^{x}{ }_{1}=\frac{17}{15}, \alpha^{x}{ }_{2}=\frac{16}{15}, \beta^{x}=2, \alpha^{x}{ }_{1}=2 \text {, } \\
& \begin{array}{c}
\beta^{x}{ }_{1}=-\frac{5}{3}, \alpha^{x}{ }_{2}=\frac{20}{3}, \beta^{x}{ }_{2}=\frac{17}{10}, \alpha^{x}{ }_{1}=\frac{29}{10}, \\
\beta^{x}{ }_{1}=-\frac{5}{3}, \alpha^{x}{ }_{2}=\frac{20}{3}, \beta^{x}{ }_{2}=2, \alpha^{x}{ }_{1}=2,
\end{array} \\
& \begin{array}{c}
\beta^{x}{ }_{1}=\frac{19}{25}, \alpha^{x}{ }_{2}=\frac{36}{25}, \beta^{x}{ }_{2}=\frac{17}{10}, \alpha^{x}{ }_{1}=\frac{29}{10}, \\
\beta^{x}{ }_{1}=\frac{19}{25}, \alpha^{x}{ }_{2}=\frac{36}{25}, \beta^{x}{ }_{2}=2, \alpha^{x}{ }_{1}=2,
\end{array} \\
& \beta^{x}{ }_{1}=1, \alpha^{x}{ }_{2}=0, \beta^{x}{ }_{2}=\frac{17}{10}, \alpha^{x}{ }_{1}=\frac{29}{10}, \\
& \beta^{x}{ }_{1}=1, \alpha^{x}{ }_{2}=0, \beta^{x}{ }_{2}=2, \alpha^{x}{ }_{1}=2 .
\end{aligned}
$$

Applying Step 5, we find the below linear systems only are provided fuzzy solutions for $F F L S$.

- The first fuzzy solution $\tilde{X}_{1}$ comes from the following linear system,

$$
\left\{\begin{array}{l}
5\left(3-\alpha_{1}^{x}\right)+7 \alpha_{1}^{x}+4 \beta_{2}^{x}+2\left(2+\beta_{2}^{x}\right)=35 \\
2\left(2-\alpha_{2}^{x}\right)+4 \alpha_{2}^{x}+7 \beta_{1}^{x}+5\left(3+\beta_{1}^{x}\right)=31, \\
3\left(2-\alpha^{x}\right)+3\left(3+\beta_{1}^{x}\right)+7\left(\alpha^{x}{ }_{2}+\beta_{1}^{x}\right)=25, \\
3\left(3-\alpha_{1}^{x}\right)+3\left(2+\beta_{2}^{x}\right)+7\left(\alpha_{1}^{x}+\beta_{2}^{x}\right)=43,
\end{array},\left\{\begin{array}{l}
\beta_{1}^{x}=1 \\
\alpha_{1}^{x}{ }_{2}=0 \\
\beta_{2}^{x}=2 \\
\alpha_{1}^{x}=2
\end{array}\right.\right.
$$

Thus the first fuzzy solution $\tilde{X}_{1}$ is,

$$
\tilde{X}_{1}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(3,2,1)}{(2,0,2)} .
$$

- The second fuzzy solution $\tilde{X}_{2}$ comes from the following linear system,

$$
\left\{\begin{array}{l}
-5\left(3-\alpha_{1}^{x}\right)+7 \alpha_{1}^{x}+4 \beta_{2}^{x}+2\left(2+\beta_{2}^{x}\right)=35, \\
2\left(2-\alpha^{x}\right)+4 \alpha_{2}^{x}+7 \beta_{1}^{x}+5\left(3+\beta_{1}^{x}\right)=31, \\
3\left(2-\alpha^{x}\right)+3\left(3+\beta_{1}^{x}\right)+7\left(\alpha^{x}{ }_{2}+\beta_{1}^{x}\right)=25, \\
-3\left(3-\alpha_{1}^{x}\right)+3\left(2+\beta_{2}^{x}\right)+7\left(\alpha_{1}^{x}+\beta_{2}^{x}\right)=43,
\end{array},\left\{\begin{array}{l}
\beta_{1}^{x}=1 \\
\alpha_{2}^{x}=0 \\
\beta_{2}^{x}=\frac{23}{15} \\
\alpha^{x}{ }_{1}=\frac{46}{15}
\end{array}\right.\right.
$$

Thus the second fuzzy solution $\tilde{X}_{2}$ is,

$$
\tilde{X}_{2}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x},{\beta_{2}}^{x}\right)}=\binom{\left(3, \frac{46}{15}, 1\right)}{\left(2,0, \frac{23}{15}\right)} .
$$

The verification for the second fuzzy solution is

$$
\left\{\begin{array}{c}
(3,2,3) \otimes\left(3, \frac{46}{15}, 1\right) \oplus(-2,1,1) \otimes\left(2,0, \frac{23}{15}\right)= \\
\left(9, \frac{47}{5}, 15\right) \oplus\left(-4, \frac{33}{5}, 2\right)=(5,16,17) \\
(-4,1,2) \otimes\left(3, \frac{46}{15}, 1\right) \oplus(4,2,1) \otimes\left(2,0, \frac{23}{15}\right)= \\
\left(-12,8, \frac{37}{3}\right) \oplus\left(8,4, \frac{29}{3}\right)=(-4,12,22)
\end{array}\right.
$$

However, the method in Second 5.2 can be applied as follows:

From first equation in Equation (5.23),

$$
\beta_{2}^{x}=\frac{1}{6}\left(-5\left|\alpha_{1}^{x}-3\right|-7 \alpha_{1}^{x}+31\right)
$$

Also from second equation,

$$
\beta_{1}^{x}=\frac{1}{12}\left(-\left|4-2 \alpha_{2}^{x}\right|-4 \alpha_{2}^{x}+16\right)
$$

The third equation can be written is as follows,

$$
22 \alpha_{2}^{x}+6\left|6-3 \alpha_{2}^{x}\right|-5\left|4-2 \alpha_{2}^{x}\right|=16,
$$

we get $\alpha_{2}{ }^{x}=0$, then $\beta_{1}^{x}=1$.

The fourth equation can be written as follows,

$$
7 \alpha_{1}^{x}+8\left|\alpha_{1}^{x}-3\right|=22
$$

Then, we get two solutions $\alpha_{1}{ }^{x}=2$ or, $\alpha_{1}{ }^{x}=\frac{46}{15}$.

Hence, we have fuzzy solutions as follows:

- When $\alpha_{1}{ }^{x}=2$ then $\beta_{2}{ }^{x}=2$,
the first fuzzy solution $\tilde{X}_{1}$ is,

$$
\tilde{X}_{1}=\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(3,2,1)}{(2,0,2)} .
$$

Which is obtained in Babar et al. (2013).

- When $\alpha_{1}{ }^{x}=\frac{46}{15}$ then $\beta_{2}{ }^{x}=\frac{23}{15}$,


In order to enhance the finite solution, an example of $F F L S$ in size $n=3$ is illustrated with two unique solutions.

Example 5.3.2. Consider the following $3 \times 3$ FFLS,
where $\tilde{x}_{i}=\left(m_{i}{ }^{x}, \alpha_{i}{ }^{x}, \beta_{i}{ }^{x}\right), i=1,2,3$ are arbitrary TFNs.

The $F F L S$ can be written in matrix form $\tilde{A} \otimes \tilde{X}=\tilde{B}$,

$$
\left(\begin{array}{lll}
(3,5,1) & (2,4,1) & (2,1,1) \\
(2,1,0) & (4,0,1) & (2,1,1) \\
(2,3,1) & (2,6,1) & (0,0,0)
\end{array}\right) \otimes\left(\begin{array}{l}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(12,24,11) \\
(12,25,11) \\
(6,17,12)
\end{array}\right) .
$$

Using Step 1,

$$
\begin{aligned}
& \left\{\begin{array}{c}
3 m_{1}^{x}+2 m_{2}^{x}+2 m_{3}^{x}=12, \\
-\operatorname{Min}\left[4\left(m_{1}^{x}-\alpha_{1}^{x}\right),-2\left(m_{1}^{x}+{\beta_{1}}^{x}\right)\right]-\operatorname{Min}\left[3\left(m_{2}^{x}-\alpha_{2}^{x}\right),-2\left(m_{2}^{x}+\beta_{2}^{x}\right)\right]
\end{array}\right. \\
& -\operatorname{Min}\left[m_{3}{ }^{x}-\alpha_{3}^{x}, 3\left(m_{3}^{x}-\alpha_{3}^{x}\right)\right]+3 m_{1}^{x}+2 m_{2}^{x}+2 m_{3}^{x}=24 \text {, } \\
& \operatorname{Max}\left[-2\left(m_{1}{ }^{x}-\alpha_{1}^{x}\right), 4\left(m_{1}^{x}+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[-2\left(m_{2}^{x}-\alpha_{2}^{x}\right), 3\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
& +\operatorname{Max}\left[m_{3}^{x}+\beta_{3}^{x}, 3\left(m_{3}^{x}+\beta_{3}^{x}\right)\right]-3 m_{1}^{x}-2 m_{2}^{x}-2 m_{3}^{x}=11 \text {, } \\
& 2 m_{1}^{x}+4 m_{2}^{x}+2 m_{3}^{x}=12,
\end{aligned}
$$

$$
\begin{aligned}
& +\operatorname{Max}\left[m_{3}{ }^{x}+\beta_{3}{ }^{x}, 3\left(m_{3}{ }^{x}+\beta_{3}{ }^{x}\right)\right]-2 m_{1}{ }^{x}-4 m_{2}{ }^{x}-2 m_{3}{ }^{x}=11, \\
& 2 m_{1}^{x}+2 m_{2}^{x}=6, \\
& -\operatorname{Min}\left[3\left(m_{1}^{x}-\alpha_{1}^{x}\right),-m_{1}^{x}-\beta_{1}^{x}\right]-\operatorname{Min}\left[3\left(m_{2}^{x}-\alpha_{2}^{x}\right),-4\left(m_{2}^{x}+\beta_{2}^{x}\right)\right] \\
& +2 m_{1}^{x}+2 m_{2}^{x}=17, \\
& \operatorname{Max}\left[-m_{1}{ }^{x}+\alpha_{1}{ }^{x}, 3\left(m_{1}{ }^{x}+\beta_{1}{ }^{x}\right)\right]+\operatorname{Max}\left[-4\left(m_{2}{ }^{x}-\alpha_{2}^{x}\right), 3\left(m_{2}{ }^{x}+\beta_{2}{ }^{x}\right)\right] \\
& -2 m_{1}^{x}-2 m_{2}^{x}=12 .
\end{aligned}
$$

The linear system is,

$$
\left\{\begin{array}{c}
3 m_{1}^{x}+2 m_{2}^{x}+2 m_{3}^{x}=12 \\
2 m_{1}^{x}+4 m_{2}^{x}+2 m_{3}^{x}=12, \\
2 m_{1}^{x}+2 m_{2}^{x}=6
\end{array}\right.
$$

Using Step $2, m_{3}^{x}=2, m_{2}^{x}=1, m_{1}^{x}=2$.

Hence, the nonlinear system can be written as,

$$
\begin{aligned}
& \left(\begin{array}{c}
12-\operatorname{Min}\left[4\left(2-\alpha_{1}^{x}\right),-2\left(2+\beta_{1}^{x}\right)\right]-\operatorname{Min}\left[3\left(1-\alpha_{2}^{x}\right),-2\left(1+\beta_{2}^{x}\right)\right] \\
-\operatorname{Min}\left[2-\alpha_{3}^{x}, 3\left(2-\alpha_{3}^{x}\right)\right]=24
\end{array}\right. \\
& -\operatorname{Min}\left[2-\alpha_{3}^{x}, 3\left(2-\alpha_{3}^{x}\right)\right]=24 \text {, } \\
& -12+\operatorname{Max}\left[-2\left(2-\alpha_{1}^{x}\right), 4\left(2+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[-2\left(1-\alpha_{2}^{x}\right), 3\left(1+\beta_{2}^{x}\right)\right] \\
& +\operatorname{Max}\left[2+\beta_{3}^{x}, 3\left(2+\beta_{3}^{x}\right)\right]=11, \\
& 12-\operatorname{Min}\left[2-\alpha_{1}^{x}, 2\left(2-\alpha_{1}^{x}\right)\right]-\operatorname{Min}\left[4\left(1-\alpha_{2}^{x}\right), 5\left(1-\alpha_{2}^{x}\right)\right] \\
& -\operatorname{Min}\left[2-\alpha_{3}^{x}, 3\left(2-\alpha_{3}^{x}\right)\right]=25 \text {, } \\
& \text { Universiti Utara Malaysia } \\
& -12+\operatorname{Max}\left[2+\beta_{1}^{x}, 2\left(2+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[4\left(1+\beta_{2}^{x}\right), 5\left(1+\beta_{2}^{x}\right)\right] \\
& +\operatorname{Max}\left[2+\beta_{3}^{x}, 3\left(2+\beta_{3}^{x}\right)\right]=11, \\
& 6-\operatorname{Min}\left[3\left(2-\alpha_{1}^{x}\right),-2-\beta_{1}^{x}\right]-\operatorname{Min}\left[3\left(1-\alpha_{2}^{x}\right),-4\left(1+\beta_{2}^{x}\right)\right]=17, \\
& -6+\operatorname{Max}\left[-2+\alpha_{1}^{x}, 3\left(2+\beta_{1}^{x}\right)\right]+\operatorname{Max}\left[-4\left(1-\alpha_{2}^{x}\right), 3\left(1+\beta_{2}^{x}\right)\right]=12 .
\end{aligned}
$$

Using Step 3, the absolute system is,

$$
\begin{aligned}
& \left(\begin{array}{c}
\frac{1}{2}\left|-\alpha_{3}^{x}-3\left(2-\alpha_{3}^{x}\right)+2\right|+\frac{1}{2}\left|4\left(2-\alpha_{1}^{x}\right)+2\left(\beta_{1}^{x}+2\right)\right| \\
+\frac{1}{2}\left|3\left(1-\alpha_{2}^{x}\right)+2\left(\beta_{2}^{x}+1\right)\right|+\frac{1}{2}\left(\alpha_{3}^{x}-3\left(2-\alpha_{3}^{x}\right)-2\right) \\
+\frac{1}{2}\left(2\left(\beta_{1}^{x}+2\right)-4\left(2-\alpha_{1}^{x}\right)\right)+\frac{1}{2}\left(2\left(\beta_{2}^{x}+1\right)-3\left(1-\alpha_{2}^{x}\right)\right)+12=24
\end{array}\right. \\
& \frac{1}{2}\left|-2\left(2-\alpha_{1}^{x}\right)-4\left(\beta_{1}^{x}+2\right)\right|+\frac{1}{2}\left|-2\left(1-\alpha_{2}^{x}\right)-3\left(\beta_{2}^{x}+1\right)\right|+ \\
& \frac{1}{2}\left|\beta_{3}^{x}-3\left(\beta_{3}^{x}+2\right)+2\right|+\frac{1}{2}\left(4\left(\beta_{1}^{x}+2\right)-2\left(2-\alpha_{1}^{x}\right)\right) \\
& +\frac{1}{2}\left(3\left(\beta_{2}^{x}+1\right)-2\left(1-\alpha_{2}^{x}\right)\right)+\frac{1}{2}\left(\beta_{3}^{x}+3\left(\beta_{3}^{x}+2\right)+2\right)-12=11, \\
& \frac{1}{2}\left|-\alpha_{1}^{x}-2\left(2-\alpha_{1}^{x}\right)+2\right|+\frac{\left|\alpha_{2}^{x}-1\right|}{2} \\
& +\frac{1}{2}\left|-\alpha_{3}^{x}-3\left(2-\alpha_{3}^{x}\right)+2\right|+\frac{1}{2}\left(\alpha_{1}^{x}-2\left(2-\alpha_{1}^{x}\right)-2\right) \\
& -\frac{9}{2}\left(1-\alpha_{2}^{x}\right)+\frac{1}{2}\left(\alpha_{3}^{x}-3\left(2-\alpha_{3}^{x}\right)-2\right)+12=25, \\
& \frac{1}{2}\left|\beta_{1}^{x}-2\left(\beta_{1}^{x}+2\right)+2\right|+\frac{1}{2}\left|-\beta_{2}^{x}-1\right| \\
& +\frac{1}{2}\left|\beta_{3}^{x}-3\left(\beta_{3}^{x}+2\right)+2\right|+\frac{1}{2}\left(\beta_{1}^{x}+2\left(\beta_{1}^{x}+2\right)+2\right) \\
& +\frac{9}{2}\left(\beta_{2}^{x}+1\right)+\frac{1}{2}\left(\beta_{3}^{x}+3\left(\beta_{3}^{x}+2\right)+2\right)-12=11, \\
& \frac{1}{2}\left|\beta_{1}^{x}+3\left(2-\alpha_{1}^{x}\right)+2\right|+\frac{1}{2}\left|3\left(1-\alpha_{2}^{x}\right)+4\left(\beta_{2}^{x}+1\right)\right| \\
& +\frac{1}{2}\left(\beta_{1}^{x}-3\left(2-\alpha_{1}^{x}\right)+2\right)+\frac{1}{2}\left(4\left(\beta_{2}^{x}+1\right)-3\left(1-\alpha_{2}^{x}\right)\right)+6=17, \\
& \frac{1}{2}\left|\alpha_{1}^{x}-3\left(\beta_{1}^{x}+2\right)-2\right|+\frac{1}{2}\left|-4\left(1-\alpha_{2}^{x}\right)-3\left(\beta_{2}^{x}+1\right)\right| \\
& +\frac{1}{2}\left(\alpha_{1}^{x}+3\left(\beta_{1}^{x}+2\right)-2\right)+\frac{1}{2}\left(3\left(\beta_{2}^{x}+1\right)-4\left(1-\alpha_{2}^{x}\right)\right)-6=12 .
\end{aligned}
$$

After simplifying it,

$$
\left\{\begin{array}{c}
2\left|-2 \alpha_{1}^{x}+\beta_{1}^{x}+6\right|+\left|-3 \alpha_{2}^{x}+2 \beta_{2}^{x}+5\right|+2\left|\alpha_{3}^{x}-2\right| \\
+4 \alpha_{1}^{x}+3 \alpha_{2}^{x}+4 \alpha_{3}^{x}+2 \beta_{1}^{x}+2 \beta_{2}^{x}=37, \\
2\left|\alpha_{1}^{x}-2\left(\beta_{1}^{x}+3\right)\right|+\left|-2 \alpha_{2}^{x}+3 \beta_{2}^{x}+5\right|+2\left|\beta_{3}^{x}+2\right| \\
+2 \alpha_{1}^{x}+2 \alpha_{2}^{x}+4 \beta_{1}^{x}+3 \beta_{2}^{x}+4 \beta_{3}^{x}=33, \\
\left|\alpha_{1}^{x}-2\right|+\left|\alpha_{2}^{x}-1\right|+2\left|\alpha_{3}^{x}-2\right|+3 \alpha_{1}^{x}+9 \alpha_{2}^{x}+4 \alpha_{3}^{x}=49, \\
\left|\beta_{1}^{x}+2\right|+\left|\beta_{2}^{x}+1\right|+2\left|\beta_{3}^{x}+2\right|+3 \beta_{1}^{x}+9 \beta_{2}^{x}+4 \beta_{3}^{x}=23, \\
\left|-3 \alpha_{1}^{x}+\beta_{1}^{x}+8\right|+\left|-3 \alpha_{2}^{x}+4 \beta_{2}^{x}+7\right|+3 \alpha_{1}^{x}+3 \alpha_{2}^{x}+\beta_{1}^{x}+4 \beta_{2}^{x}=25, \\
\left|\alpha_{1}^{x}-3 \beta_{1}^{x}-8\right|+\left|-4 \alpha_{2}^{x}+3 \beta_{2}^{x}+7\right|+\alpha_{1}^{x}+4 \alpha_{2}^{x}+3 \beta_{1}^{x}+3 \beta_{2}^{x}=33 .
\end{array}\right.
$$

Solving the previous system using Step 4, Step 5, we have two solutions,

- The first fuzzy solution, where,

$$
\begin{gathered}
\alpha_{1}^{x}=1, \beta_{1}^{x}=0, \alpha_{2}^{x}=4, \beta_{2}^{x}=1, \alpha_{3}^{x}=1, \beta_{3}{ }^{x}=1, \\
\tilde{X}_{1}=\left(\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3}
\end{array}\right)=\left(\begin{array}{c}
\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,1,0) \\
\text { Mala } \\
(1,4,1) \\
(2,1,1)
\end{array}\right) .
\end{gathered}
$$

The verifications of solution is,

$$
\left\{\begin{array}{c}
(3,5,1) \otimes(2,1,0) \oplus(2,4,1) \otimes(1,4,1) \oplus(2,1,1) \otimes(2,1,1)= \\
(6,10,2) \oplus(2,11,4) \oplus(4,3,5)=(12,24,11) \\
(2,1,0) \otimes(2,1,0) \oplus(4,0,1) \otimes(1,4,1) \oplus(2,1,1) \otimes(2,1,1)= \\
(4,3,0) \oplus(4,19,6) \oplus(4,3,5)=(12,25,11) \\
(2,3,1) \otimes(2,1,0) \oplus(2,6,1) \otimes(1,4,1) \oplus(0,0,0) \otimes(2,1,1)= \\
(4,6,2) \oplus(2,11,10) \oplus(0,0,0)=(6,17,12)
\end{array}\right.
$$

- The second fuzzy solution, where,

$$
\alpha_{1}^{x}=\frac{17}{10}, \beta_{1}^{x}=\frac{1}{5}, \alpha_{2}^{x}=\frac{77}{20}, \beta_{2}^{x}=\frac{6}{5}, \alpha_{3}^{x}=\frac{21}{20}, \beta_{3}^{x}=\frac{8}{15} .
$$

Then,

$$
\tilde{X}_{2}=\left(\begin{array}{l}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\tilde{x}_{3}
\end{array}\right)=\left(\begin{array}{l}
\left(m_{1}{ }^{x}, \alpha_{1}{ }^{x}, \beta_{1}{ }^{x}\right) \\
\left(m_{2}{ }^{x}, \alpha_{2}{ }^{x}, \beta_{2}{ }^{x}\right) \\
\left(m_{3}{ }^{x}, \alpha_{3}{ }^{x}, \beta_{3}{ }^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(2, \frac{17}{10}, \frac{1}{5}\right) \\
\left(1, \frac{77}{20}, \frac{6}{5}\right) \\
\left(2, \frac{21}{20}, \frac{8}{15}\right)
\end{array}\right) .
$$

The verification of solution is,
$\left((3,5,1) \otimes\left(2, \frac{17}{10}, \frac{1}{5}\right) \oplus(2,4,1) \otimes\left(1, \frac{77}{20}, \frac{6}{5}\right) \oplus(2,1,1) \otimes\left(2, \frac{21}{20}, \frac{8}{15}\right)=\right.$

$$
\left(6, \frac{52}{5}, \frac{14}{5}\right) \oplus\left(2, \frac{211}{20}, \frac{23}{5}\right) \oplus\left(4, \frac{61}{20}, \frac{18}{5}\right)=(12,24,11),
$$

$(2,1,0) \otimes\left(2, \frac{17}{10}, \frac{1}{5}\right) \oplus(4,0,1) \otimes\left(1, \frac{77}{20}, \frac{6}{5}\right) \oplus(2,1,1) \otimes\left(2, \frac{21}{20}, \frac{8}{15}\right)=$

$$
\left(4, \frac{37}{10}, \frac{2}{5}\right) \oplus\left(4, \frac{73}{4}, 7\right) \oplus\left(4, \frac{61}{20}, \frac{18}{5}\right)=(12,25,11)
$$

$(2,3,1) \otimes\left(2, \frac{17}{10}, \frac{1}{5}\right) \oplus(2,6,1) \otimes\left(1, \frac{77}{20}, \frac{6}{5}\right) \oplus(0,0,0) \otimes\left(2, \frac{21}{20}, \frac{8}{15}\right)=$

$$
\left(4, \frac{31}{5}, \frac{13}{5}\right) \oplus\left(2, \frac{54}{5}, \frac{47}{5}\right) \oplus(0,0,0)=(6,17,12)
$$

### 5.4 Conclusion and Contributions

In this chapter, we resolved the near zero $F F L S$ without external restrictions in order to keep the nature of solution for consistency for $F F L S$. We found a new concept for consistency which was called finite solution of $F F L S$. The min-max system and absolute were applied to obtain the algorithm for solving an arbitrary FFLS.

We can summarize the findings in this chapter by the following contributions.

1- Provide the solution of near zero FFLS.
2- Adding new concept to the possibility of the FFSE.
3- Transfer the mix-max system to absolute system.


## CHAPTER SIX

## SOLUTIONS OF FULLY FUZZY MATRIX EQUATION AND

## FUZZY SYLVESTER EQUATION

This chapter develops new methods for solving fully fuzzy matrix equation (FFME) and fully fuzzy Sylvester equation (FFSE). In order to develop these methods, methods where used in the previous chapters are applied, in which the solution is obtained without any fuzzy operation.

### 6.1 Fundamental Concepts for FFME and FFSE

This section presents the definitions and theorems to develop methods for solving FFME and FFSE.

Definition 6.1.1. A vec operator generates a column vector from a fuzzy matrix $\tilde{C}$ by stacking the column vectors of $=\left(\begin{array}{llll}\tilde{c}_{1} & \tilde{c}_{2} & \ldots & \tilde{c}_{n}\end{array}\right)$ as

$$
\begin{align*}
& \text { Universiti Utara Malaysia } \\
& \operatorname{vec}(\tilde{C})=\left(\begin{array}{c}
\tilde{c}_{1} \\
\tilde{c}_{2} \\
\vdots \\
\tilde{c}_{n}
\end{array}\right) \tag{6.1}
\end{align*}
$$

Definition 6.1.2. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times n}$ and $\tilde{B}=\left(\tilde{b}_{i j}\right)_{m \times m}$ be fuzzy matrices. The fuzzy Kronecker product, is defined as follows

$$
\tilde{A} \boxtimes \tilde{B}=\left(\begin{array}{cccc}
\tilde{a}_{11} \otimes \tilde{B} & \tilde{a}_{12} \otimes \tilde{B} & \ldots & \tilde{a}_{1 n} \otimes \tilde{B}  \tag{6.2}\\
\tilde{a}_{21} \otimes \tilde{B} & \tilde{a}_{22} \otimes \tilde{B} & \ldots & \tilde{a}_{2 n} \otimes \tilde{B} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{n 1} \otimes \tilde{B} & \tilde{a}_{n 2} \otimes \tilde{B} & \cdots & \tilde{a}_{n n} \otimes \tilde{B}
\end{array}\right) .
$$

Definition 6.1.3. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times m}$ be a fuzzy matrix. The transpose fuzzy matrix $\tilde{A}^{T}$ is defined as follows

$$
\tilde{A}^{T}=\left(\tilde{a}_{j i}\right)_{m \times n} .
$$

Definition 6.1.4. The unitary fuzzy matrix is a square fuzzy matrix defined as $\widetilde{U}_{n}=\left(\tilde{u}_{i j}\right)_{n \times n}$

$$
\tilde{u}_{i j}= \begin{cases}(0,0,0) & i \neq j \\ (1,0,0) & i=j .\end{cases}
$$

In matrix form, $\widetilde{U}_{n}=\left(\tilde{u}_{i j}\right)_{n \times n}$ is represented as follows,

$$
\widetilde{U}=\left(\begin{array}{cccc}
(1,0,0) & (0,0,0) & \cdots & (0,0,0) \\
(0,0,0) & (1,0,0) & \cdots & (0,0,0) \\
\vdots & \vdots & \ddots & \vdots \\
(0,0,0) & (0,0,0) & \cdots & (1,0,0)
\end{array}\right) .
$$
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The next theorem investigates the multiplication between fuzzy matrices and unitary matrix.

Theorem 6.1.1. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{m \times m}$ be a fuzzy matrix. Then,
$i-\tilde{A} \widetilde{U}=\widetilde{U} \tilde{A}=\tilde{A}$.
ii- $\widetilde{U}=\widetilde{U}^{T}$.

## Proof.

$i$ - Assume $\tilde{A} \widetilde{U}=\tilde{C}$,

$$
\begin{aligned}
&\left(\begin{array}{cccc}
\tilde{a}_{11} & \tilde{a}_{12} & \cdots & \tilde{a}_{1 m} \\
\tilde{a}_{21} & \tilde{a}_{22} & \cdots & \tilde{a}_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{m 1} & \tilde{a}_{m 2} & \cdots & \tilde{a}_{m m}
\end{array}\right)\left(\begin{array}{cccc}
(1,0,0) & (0,0,0) & \cdots & (0,0,0) \\
(0,0,0) & (1,0,0) & \cdots & (0,0,0) \\
\vdots & \vdots & \ddots & \vdots \\
(0,0,0) & (0,0,0) & \cdots & (1,0,0)
\end{array}\right) \\
&=\left(\begin{array}{cccc}
\tilde{c}_{11} & \tilde{c}_{12} & \cdots & \tilde{c}_{1 m} \\
\tilde{c}_{21} & \tilde{c}_{22} & \cdots & \tilde{c}_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{c}_{m 1} & \tilde{c}_{m 2} & \cdots & \tilde{c}_{m m}
\end{array}\right),
\end{aligned}
$$

where $\tilde{c}_{i j}$ is obtained as follows:

$$
\tilde{c}_{i j}=\sum_{k=1}^{\oplus} \tilde{a}_{i k} \otimes \tilde{u}_{k j}=\left(\sum_{k \neq j}^{\oplus} \tilde{a}_{i k} \otimes \tilde{u}_{k j}\right) \oplus\left(\tilde{a}_{i j} \otimes \tilde{u}_{j j}\right)
$$

Then, $\tilde{c}_{i j}=\tilde{a}_{i j}$. Hence,

$$
\tilde{A} \widetilde{U}=\tilde{A} .
$$

Similarly, let $\widetilde{U} \tilde{A}=\tilde{C}$ then $\widetilde{U} \tilde{A}=\tilde{C}=\tilde{A}$. Hence,

$$
\widetilde{U} \tilde{A}=\tilde{A}
$$

$i i$ - Since $\tilde{u}_{i j}=\tilde{u}_{j i}=(0,0,0) \forall i \neq j$, then,

$$
\begin{equation*}
\widetilde{U}=\widetilde{U}^{T} \tag{6.3}
\end{equation*}
$$

Theorem 6.1.2. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{s \times m}$ and $\tilde{X}=\left(\tilde{x}_{i j}\right)_{m \times n}$ be fuzzy matrices where $\tilde{a}_{i j}, \tilde{x}_{i j}$ are TFNs. $\widetilde{U}=\left(\tilde{u}_{i j}\right)_{n \times n}$ is a unitary fuzzy matrix. Then,

$$
\begin{equation*}
\operatorname{Vec}(\tilde{A} \tilde{X})=(\widetilde{U} \boxtimes \tilde{A}) \operatorname{Vec}(\tilde{X}) \tag{6.4}
\end{equation*}
$$

Proof. Using Theorem 6.1.1.

$$
\tilde{A} \tilde{X}=\tilde{A} \tilde{X} \widetilde{U},
$$

then

$$
\operatorname{Vec}(\tilde{A} \tilde{X})=\operatorname{Vec}(\tilde{A} \tilde{X} \widetilde{U})=\left(\widetilde{U}^{T} \boxtimes \tilde{A}\right) \operatorname{Vec}(\tilde{X})
$$

but $\widetilde{U}^{T}=\widetilde{U}$, using Equation (6.3), then

$$
\operatorname{Vec}(\tilde{A} \tilde{X})=(\widetilde{U} \boxtimes \tilde{A}) \operatorname{Vec}(\tilde{X})
$$

Theorem 6.1.3. Let $\tilde{A}=\left(\tilde{a}_{i j}\right)_{s \times m} / e r, \tilde{X}=\left(\tilde{x}_{i j}\right)_{m \times n}$, ardere $\tilde{a}_{i j}$ and $\tilde{x}_{i j}$ are TFNs $\widetilde{U}=\left(\tilde{u}_{i j}\right)_{n \times n}$ is a unitary fuzzy matrix, then

$$
\operatorname{Vec}(\tilde{X} \tilde{A})=\left(\tilde{A}^{T} \boxtimes \widetilde{U}\right) \operatorname{Vec}(\tilde{X}) .
$$

Proof. Using Theorem 6.1.1,

$$
\tilde{X} \tilde{A}=\widetilde{U} \tilde{X} \tilde{A},
$$

then,

$$
\begin{equation*}
\operatorname{Vec}(\tilde{X} \tilde{A})=\operatorname{Vec}(\widetilde{U} \tilde{X} \tilde{A})=\left(\tilde{A}^{T} \boxtimes \widetilde{U}\right) \operatorname{Vec}(\tilde{X}) \tag{6.5}
\end{equation*}
$$

### 6.2 Solving Fully Fuzzy Matrix Equation

In this section, the $P-A L S, S X=B$, of $F F L S$ in Section 3.2 is developed in order to obtain the solution for FFME. The vectors $X$ and $B$ are extended to matrices $X_{m}$ and $B_{m}$, respectively.

Consider the FFME $\tilde{A} \otimes \tilde{X}_{m}=\tilde{B}_{m}$, where $\tilde{A}=\left(\tilde{a}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{a}, \alpha_{i j}^{a}, \beta_{i j}^{a}\right)_{i, j=1}^{n}$ and $\tilde{B}_{m}=\left(\tilde{b}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{b}, \alpha_{i j}^{b}, \beta_{i j}^{b}\right)_{i, j=1}^{n}$ are known positive fuzzy matrices,

$$
\tilde{B}_{m}=\left(\begin{array}{ccc}
\tilde{b}_{11} & \ldots & \tilde{b}_{1 n} \\
\vdots & \ddots & \vdots \\
\tilde{b}_{n 1} & \cdots & \tilde{b}_{n n}
\end{array}\right)=\left(\begin{array}{ccc}
\left(m_{1,1}^{b}, \alpha_{1,1}^{b}, \beta_{1,1}^{b}\right) & \ldots & \left(m_{1, n}^{b}, \alpha_{1, n}^{b}, \beta_{1, n}^{b}\right) \\
\vdots & \ddots & \vdots \\
\left(m_{n, 1}^{b}, \alpha_{n, 1}^{b}, \beta_{n, 1}^{b}\right) & \cdots & \left(m_{n, n}^{b}, \alpha_{n, n}^{b}, \beta_{n, n}^{b}\right)
\end{array}\right) .
$$

While, $\tilde{X}_{m}=\left(\tilde{x}_{i j}\right)_{i, j=1}^{n}=\left(m_{i j}^{x}, \alpha_{i j}^{x}, \beta_{i j}^{x}\right)_{i, j=1}^{n}$ are unknown positive fuzzy matrix,

$$
\tilde{X}_{m}=\left(\begin{array}{ccc}
\tilde{x}_{11} & \ldots & \tilde{x}_{1 n} \\
\vdots & \ddots & \vdots \\
\tilde{x}_{n 1} & \cdots & \tilde{x}_{n n}
\end{array}\right)=\left(\begin{array}{ccc}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \ldots & \left(m_{1, n}^{x}, \alpha_{1, n}^{x}, \beta_{1, n}^{x}\right) \\
\vdots & \ddots & \vdots \\
\left(m_{n, 1}^{x}, \alpha_{n, 1}^{x}, \beta_{n, 1}^{x}\right) & \cdots & \left(m_{n, n}^{x}, \alpha_{n, n}^{x}, \beta_{n, n}^{x}\right)
\end{array}\right) .
$$

The solution is obtained in three steps:

Step 1 Separating the FFME to FFLSs,

Assume that fuzzy vectors $\left(\tilde{x}_{m}\right)_{j}$ and $\left(\tilde{b}_{m}\right)_{j}$, for $j=1, . ., n$,

$$
\left(\tilde{x}_{m}\right)_{j}=\left(\begin{array}{c}
\tilde{x}_{1 j} \\
\tilde{x}_{2 j} \\
\vdots \\
\tilde{x}_{n j}
\end{array}\right) \text { and }\left(\tilde{b}_{m}\right)_{j}=\left(\begin{array}{c}
\tilde{b}_{1 j} \\
\tilde{b}_{2 j} \\
\vdots \\
\tilde{b}_{n j}
\end{array}\right) .
$$

Thus, we get the following FFLSs

$$
\begin{equation*}
\tilde{A} \otimes\left(x_{m}\right)_{j}=\left(x_{m}\right)_{j} \text { for } j=1, . . n \tag{6.6}
\end{equation*}
$$

Step 2 Constructing the $P-A L S s$ for all $F F L S s$.

Assume the crisp vectors $\left(x_{m}\right)_{j}$ and $\left(b_{m}\right)_{j}$ for $j=1, . ., n$,

$$
\left(x_{m}\right)_{j}=\left(\begin{array}{c}
m_{1 j}^{x} \\
\vdots \\
m_{n 1}^{x} \\
\left(\begin{array}{c}
\alpha_{1 j}^{x} \\
\vdots \\
\alpha_{n j}^{x}
\end{array}\right) \text { and }\left(b_{m}\right)_{j}=\left(\begin{array}{c}
m_{1 j}^{b} \\
\vdots \\
m_{n j}^{b} \\
\left(\begin{array}{c}
\beta_{11}^{x} \\
\vdots \\
\beta_{n j}^{x}
\end{array}\right)
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{1 j}^{b} \\
\vdots \\
\alpha_{n j}^{b}
\end{array}\right) . \\
\left(\begin{array}{c}
\beta_{11}^{b} \\
\vdots \\
\beta_{n j}^{b}
\end{array}\right)
\end{array}\right) .
$$

Thus, the solution for all $F F L S s$ in (6.6) can be obtained by the following $P$-ALSs for $j=1, \ldots, n$,
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Step 3 Collecting the $P-A L S S$ in a matrix form.

The $P-A L S S$ can be collected in one matrix form to obtain the solution of FFME as follows, assume the crisp matrices $X_{m}$ and $B_{m}$ are

$$
X_{m}=\left(\begin{array}{lll}
\left(x_{m}\right)_{1} & \left(x_{m}\right)_{2} & \left.\ldots\left(x_{m}\right)_{n}\right)=\left(\begin{array}{c}
m_{11}^{x} \\
\vdots \\
m_{n 1}^{x} \\
x_{12}
\end{array}\right)\left(\begin{array}{c}
m_{12}^{x} \\
\vdots \\
m_{n 2}^{x}
\end{array}\right) \ldots\left(\begin{array}{c}
m_{1 n}^{x} \\
\vdots \\
m_{n n}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{11}^{x} \\
\vdots \\
\alpha_{n 1}^{x}
\end{array}\right)\left(\begin{array}{c}
\alpha_{12}^{x} \\
\vdots \\
\alpha_{n 2}^{x}
\end{array}\right) \ldots\left(\begin{array}{c}
\alpha_{1 n}^{x} \\
\vdots \\
\alpha_{n n}^{x}
\end{array}\right) \\
\left(\begin{array}{c}
\beta_{11}^{x} \\
\vdots \\
\beta_{n 1}^{x}
\end{array}\right)\left(\begin{array}{c}
\beta_{12}^{x} \\
\vdots \\
\beta_{n 2}^{x}
\end{array}\right) \ldots\left(\begin{array}{c}
\beta_{1 n}^{x} \\
\vdots \\
\beta_{n n}^{x}
\end{array}\right)
\end{array}\right)
$$

and

$$
B_{m}=\left(\left(b_{m}\right)_{1}\left(b_{m}\right)_{2} \ldots\left(b_{m}\right)_{n}\right)=\left(\begin{array}{c}
\left(\begin{array}{c}
m_{11}^{b} \\
\vdots \\
m_{n 1}^{b}
\end{array}\right)\left(\begin{array}{c}
m_{12}^{b} \\
\vdots \\
m_{n 2}^{b}
\end{array}\right) \ldots\left(\begin{array}{c}
m_{1 n}^{b} \\
\vdots \\
m_{n n}^{b}
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{11}^{b} \\
\vdots \\
\alpha_{n 1}^{b}
\end{array}\right)\left(\begin{array}{c}
\alpha_{12}^{b} \\
\vdots \\
\alpha_{n 2}^{b}
\end{array}\right) \ldots\left(\begin{array}{c}
\alpha_{1 n}^{b} \\
\vdots \\
\alpha_{n n}^{b}
\end{array}\right) \\
\left(\begin{array}{c}
\beta_{11}^{b} \\
\vdots \\
\beta_{n 1}^{b}
\end{array}\right)\left(\begin{array}{c}
\beta_{12}^{b} \\
\vdots \\
\beta_{n 2}^{b}
\end{array}\right) \ldots\left(\begin{array}{c}
\beta_{1 n}^{b} \\
\vdots \\
\beta_{n n}^{b}
\end{array}\right)
\end{array}\right) .
$$

Hence, the solution of all $F F L S s$ can be obtained by the following matrix form,

$$
\begin{aligned}
& S X_{m}=B_{m},
\end{aligned}
$$

$$
\begin{align*}
& \left.=\left(\begin{array}{c}
\left(\begin{array}{c}
m_{11}^{b} \\
\vdots \\
m_{n 1}^{b}
\end{array}\right)\left(\begin{array}{c}
m_{12}^{b} \\
\vdots \\
m_{n 2}^{b}
\end{array}\right)
\end{array}\right)\left(\begin{array}{c}
m_{1 n}^{b} \\
\vdots \\
m_{n n}^{b}
\end{array}\right)\right) . \tag{6.8}
\end{align*}
$$

By finding $X_{m}=S^{-1} B_{m}$ we can find the crisp matrix $X_{m}$ which is equivalent to fuzzy matrix $\tilde{X}_{m}$, so the solution of $\tilde{A} \otimes \tilde{X}_{m}=\tilde{B}_{m}$ is obtained without any fuzzy operation.

Also, If the system has infinitely many solutions as in Section 3.4, fuzzy row reduced method can be applied for each $P-A L S$ in Equation (6.7) instead of using Step 3.

The next example is solved by matrix form Equation (6.8) in Step 3 when $F F M E$ has unique solution.

Example 6.2.1. Consider the fully fuzzy matrix system $\tilde{A} \otimes \tilde{X}_{m}=\tilde{B}_{m}$,

$$
\left(\begin{array}{ll}
(5,1,2) & (6,4,3) \\
(3,3,1) & (7,4,2)
\end{array}\right) \otimes\left(\begin{array}{ll}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right)
\end{array}\right)
$$

$$
=\left(\begin{array}{ll}
(72,77,65) & (54,45,71) \\
(67,82,46) & (46,58,49)
\end{array}\right) .
$$

The positive solution for $F F M E$ can be solved using Equation (6.8),
$|A|=17$, using Theorem 3.1.1, $|A| \neq 0$, then $|S| \neq 0$, hence the system has unique solution,

$$
\begin{aligned}
& A=\left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right), M=\left(\begin{array}{ll}
1 & 4 \\
3 & 4
\end{array}\right), N=\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right), \\
& S=\left(\begin{array}{lll}
A & 0 & 0 \\
N & A & 0 \\
M & 0 & A
\end{array}\right)=\left(\begin{array}{llll}
\left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 4 \\
3 & 4
\end{array}\right) & \left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right)
\end{array}\right),
\end{aligned}
$$

$$
B_{m}=\binom{\left(\begin{array}{ll}
m_{1,1}^{b} & m_{1,2}^{b} \\
m_{2,1}^{b} & m_{2,2}^{b}
\end{array}\right)\left(\begin{array}{ll}
\left(\begin{array}{ll}
72 & 54 \\
67 & 46
\end{array}\right) \\
\left(\begin{array}{ll}
\alpha_{1,1}^{b} & \alpha_{1,2}^{b} \\
\alpha_{2,1}^{b} & \alpha_{2,2}^{b}
\end{array}\right) \\
\left(\begin{array}{ll}
\beta_{1,1}^{b} & \beta_{1,2}^{b} \\
\beta_{2,1}^{b} & \beta_{2,2}^{b}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{l}
\left(\begin{array}{ll}
m_{1,1}^{x} & m_{1,2}^{x} \\
m_{2,1}^{x} & m_{2,2}^{x}
\end{array}\right) \\
82 \\
68
\end{array}\right)}{\left(\begin{array}{ll}
75 \\
46 & 49
\end{array}\right)} \text { and } X_{m}=\left(\begin{array}{ll}
\alpha_{1,1}^{x} & \alpha_{1,2}^{x} \\
\alpha_{2,1}^{x} & \alpha_{2,2}^{x}
\end{array}\right) .
$$

Then, $S X_{m}=B_{m}$,

$$
\left(\begin{array}{lll}
\left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 4 \\
3 & 4
\end{array}\right) & \left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
5 & 6 \\
3 & 7
\end{array}\right)
\end{array}\right)\left(\begin{array}{l}
\left(\begin{array}{ll}
m_{1,1}^{x} & m_{1,2}^{x} \\
m_{2,1}^{x} & m_{2,2}^{x}
\end{array}\right) \\
\left(\begin{array}{ll}
\alpha_{1,1}^{x} & \alpha_{1,2}^{x} \\
\alpha_{2,1}^{x} & \alpha_{2,2}^{x}
\end{array}\right) \\
\left(\begin{array}{ll}
\beta_{1,1}^{x} & \beta_{1,2}^{x} \\
\beta_{2,1}^{x} & \beta_{2,2}^{x}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{ll}
\left(\begin{array}{ll}
72 & 54 \\
67 & 46
\end{array}\right) \\
77 & 45 \\
82 & 58
\end{array}\right) .
$$

By finding $X_{m}=S^{-1} B_{m}$,

$$
X_{m}=\left(\begin{array}{l}
\left(\begin{array}{ll}
m_{1,1}^{x} & m_{1,2}^{x} \\
m_{2,1}^{x} & m_{2,2}^{x}
\end{array}\right) \\
\left(\begin{array}{ll}
\alpha_{1,1}^{x} & \alpha_{1,2}^{x} \\
\alpha_{2,1}^{x} & \alpha_{2,2}^{x}
\end{array}\right) \\
\left(\begin{array}{ll}
\beta_{1,1}^{x} & \beta_{1,2}^{x} \\
\beta_{2,1}^{x} & \beta_{2,2}^{x}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{ll}
\left(\begin{array}{ll}
6 & 6 \\
7 & 4
\end{array}\right) \\
\left(\begin{array}{ll}
5 & 1 \\
3 & 3
\end{array}\right) \\
4 & 7 \\
2 & 2
\end{array}\right) .
$$

then the fuzzy matrix solution $\tilde{X}_{m}$ is,

$$
\tilde{X}_{m}=\left(\begin{array}{ll}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right)
\end{array}\right)=\left(\begin{array}{ll}
(6,5,4) & (6,1,7) \\
(7,3,2) & (4,3,2)
\end{array}\right) .
$$

Next remark shows that the scenarios of FFME which are similar to the scenarios of FFLS in Chapter Three, Four and Five are solved by same methods.

Remark 6.2.1. The methods of solving FFLS can be extended to solve FFME as follows:
a- If the matrix $\tilde{A}$ has near zero $T F N s$, then the positive solution $\tilde{X}_{m}$ can be obtained by replacing the matrix $S$ in the left hand side in Equation (6.7) by the matrix $J$ in Equation (4.20). Also, if the system has infinitely many solutions, fuzzy row reduced method can be applied for all FFLSs after Step 2
b- If the matrix $\tilde{A}$ has near zero $T F N s$, then the near zero solution $\tilde{X}_{m}$ can be obtained by applying Step 1 to produce the $F F L S s$, then solving them separately using the method in Section 5.2.

The next example was solved by Otadi and Mosleh (2012), and they obtained a unique solution. However, the proposed method provides infinitely many solutions.

Example 6.2.2. Otadi and Mosleh, (2012) consider the following FFME,

$$
\begin{gathered}
\left(\begin{array}{cc}
(2,3,4) & (1,2,4) \\
(-2,-1,1) & (-2,1,2)
\end{array}\right) \otimes\left(\begin{array}{ll}
\left(a_{1,1}^{x}, b_{1,1}^{x}, c_{1,1}^{x}\right) & \left(a_{1,2}^{x}, b_{1,2}^{x}, c_{1,2}^{x}\right) \\
\left(a_{2,1}^{x}, b_{2,1}^{x}, c_{2,1}^{x}\right) & \left(a_{2,2}^{x}, b_{2,2}^{x}, c_{2,2}^{x}\right)
\end{array}\right) \\
=\left(\begin{array}{cc}
(5,14,32) & (4,17,36) \\
(-16,2,13) & (-18,1,14)
\end{array}\right)
\end{gathered}
$$

where $\tilde{x}_{i, j}=\left(a_{i, j}{ }^{x}, b_{i, j}^{x}, c_{i, j}^{x}\right) \geq 0, i, j=1,2$.

Familiar to Example 5.2.1, because we follow ( $m, \alpha, \beta$ ) form for TFN in this study, the example is converted to form $(m, \alpha, \beta)$. We will use $\tilde{A}^{\prime}, \tilde{B}_{m}^{\prime}$ and $\tilde{X}_{m}^{\prime}$ to form $(a, b, c)$, while $\tilde{A}, \tilde{X}_{m}$ and $\tilde{B}_{m}$ to form $(m, \alpha, \beta)$.

$$
\begin{gathered}
\tilde{A}=\left(\begin{array}{ll}
\left(m_{1,1}^{a}, \alpha_{1,1}^{a}, \beta_{1,1}^{a}\right) & \left(m_{1,2}^{a}, \alpha_{1,2}^{a}, \beta_{1,2}^{a}\right) \\
\left(m_{2,1}^{a}, \alpha_{2,1}^{a}, \beta_{2,1}^{a}\right) & \left(m_{2,2}^{a}, \alpha_{2,2}^{a}, \beta_{2,2}^{a}\right)
\end{array}\right)=\left(\begin{array}{ll}
(3,1,1) & (2,1,2) \\
(-1,1,2) & (1,3,1)
\end{array}\right), \\
\tilde{B}_{m}=\left(\begin{array}{ll}
\left(m_{1,1}^{b}, \alpha_{1,1}^{b}, \beta_{1,1}^{b}\right) & \left(m_{1,2}^{b}, \alpha_{1,2}^{b}, \beta_{1,2}^{b}\right) \\
\left(m_{2,1}^{b}, \alpha_{2,1}^{b}, \beta_{2,1}^{b}\right) & \left(m_{2,2}^{b}, \alpha_{2,2}^{b}, \beta_{2,2}^{b}\right)
\end{array}\right)=\left(\begin{array}{ll}
(14,9,18) & (17,13,19) \\
(2,18,11) & (1,19,13)
\end{array}\right), \\
\tilde{X}_{m}=\left(\begin{array}{cc}
\tilde{x}_{1,1} & \tilde{x}_{1,2} \\
\tilde{x}_{2,1} & \tilde{x}_{2,2}
\end{array}\right)=\left(\begin{array}{ll}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right)
\end{array}\right) .
\end{gathered}
$$

Using Remark 6.2.1a, the block matrix $J$ is constructed as follows,

$$
\begin{gathered}
A=\left(\begin{array}{cc}
3 & 2 \\
-1 & 1
\end{array}\right), M=\left(\begin{array}{ll}
1 & 1 \\
1 & 3
\end{array}\right), N=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right), \mathrm{ays} \\
A-M=\left(\begin{array}{cc}
2 & 1 \\
-2 & -2
\end{array}\right), P_{c}=\left(\begin{array}{ll}
2 & 1 \\
0 & 0
\end{array}\right), N_{c}=\left(\begin{array}{cc}
0 & 0 \\
-2 & -2
\end{array}\right), \\
A+N=\left(\begin{array}{ll}
4 & 4 \\
1 & 2
\end{array}\right), P_{D}=\left(\begin{array}{ll}
4 & 4 \\
1 & 2
\end{array}\right), N_{d}=\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right),
\end{gathered}
$$

then,

$$
J=\left(\begin{array}{ccc}
A & 0 & 0 \\
M & P_{c} & -N_{c} \\
N & -N_{d} & P_{d}
\end{array}\right)=\left(\begin{array}{cc}
\left(\begin{array}{cc}
3 & 2 \\
-1 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{array}\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .\left\{\begin{array}{cc}
1 & 1 \\
1 & 3
\end{array}\right) \quad\left(\begin{array}{ll}
2 & 1 \\
0 & 0
\end{array}\right) \quad\left(\begin{array}{ll}
0 & 0 \\
2 & 2
\end{array}\right) .\right.
$$

Because $|J|=0$, the system is divided for two linear systems in order to obtain the solution using fuzzy row reduced method in Section 4.3.
and

$$
\left(b_{m}\right)_{1}=\left(\begin{array}{c}
\binom{14}{2} \\
9 \\
18
\end{array}\right),\left(b_{m}\right)_{2}=\left(\begin{array}{c}
17 \\
1 \\
18 \\
\binom{13}{11}
\end{array}\right) .
$$

The first linear system is produced as follows

$$
\begin{aligned}
& (J)\left(x_{m}\right)_{1}=\left(b_{m}\right)_{1} \text {, } \\
& \left(\begin{array}{cccc}
\left(\begin{array}{cc}
3 & 2 \\
-1 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 1 \\
1 & 3
\end{array}\right) & \left(\begin{array}{ll}
2 & 1 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
2 & 2
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
4 & 4 \\
1 & 2
\end{array}\right)
\end{array}\right)\left(\begin{array}{l}
\binom{m_{1,1}^{x}}{m_{2,1}^{x}} \\
\binom{\alpha_{1,1}^{x}}{\alpha_{2,1}^{x}} \\
\binom{\beta_{11}^{x}}{\beta_{1,2}^{x}}
\end{array}\right)=\left(\begin{array}{c}
\binom{14}{2} \\
\binom{9}{18} \\
18 \\
11
\end{array}\right),
\end{aligned}
$$

using fuzzy row reduced method in Section 4.3,

$$
\left\{\begin{array}{c}
3 m_{1,1}^{x}+2 m_{2,1}^{x}=14 \\
-m_{1,1}^{x}+m_{2,1}^{x}=2 \\
m_{1,1}^{x}+m_{2,1}^{x}+2 \alpha_{1,1}^{x}+\alpha_{2,1}^{x}=9 \\
m_{1,1}^{x}+3 m_{2,1}^{x}+2 \beta_{1,1}^{x}+2 \beta_{2,1}^{x}=18 \\
m_{1,1}^{x}+2 m_{2,1}^{x}+4 \beta_{1,1}^{x}+4 \beta_{2,1}^{x}=18 \\
2 m_{1,1}^{x}+m_{2,1}^{x}+\beta_{1,1}^{x}+2 \beta_{2,1}^{x}=11 \\
\alpha_{1,1}^{x} \geq 0, \beta_{1,1}^{x} \geq 0, m_{1,1}^{x}-\alpha_{1,1}^{x} \geq 0 \\
\alpha_{2,1}^{x} \geq 0, \beta_{2,1}^{x} \geq 0, m_{2,1}^{x}-\alpha_{2,1}^{x} \geq 0
\end{array}\right.
$$

then $\tilde{x}_{1,1}$ and $\tilde{x}_{2,1}$ are,

$$
\binom{\tilde{x}_{1,1}}{\tilde{x}_{2,1}}=\binom{\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right)}{\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right)}=\binom{(2,2-\theta, 1)}{(4,-1+2 \theta, 1)}, \theta \in\left[\frac{1}{2}, 2\right] .
$$

Similarly, the second linear system is produced as follows, alaysia

$$
\begin{aligned}
& \text { (J) }\left(x_{m}\right)_{2}=\left(b_{m}\right)_{2} \text {, } \\
& \left(\begin{array}{cccc}
\left(\begin{array}{cc}
3 & 2 \\
-1 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 1 \\
1 & 3
\end{array}\right) & \left(\begin{array}{ll}
2 & 1 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
2 & 2
\end{array}\right) \\
\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \left(\begin{array}{ll}
4 & 4 \\
1 & 2
\end{array}\right)
\end{array}\right)\left(\begin{array}{c}
\binom{m_{1,2}^{x}}{m_{2,2}^{x}} \\
\binom{\alpha_{1,2}^{x}}{\alpha_{2,2}^{x}} \\
\binom{\beta_{11}^{x}}{\beta_{1,2}^{x}}
\end{array}\right)=\left(\begin{array}{c}
\binom{17}{1} \\
\binom{13}{19} \\
\binom{19}{13}
\end{array}\right),
\end{aligned}
$$

Using fuzzy row reduced method,

$$
\left\{\begin{array}{c}
3 m_{1,2}^{x}+2 m_{2}^{x}=17 \\
-m_{1,2}^{x}+m_{2}^{x}=1 \\
m_{1,2}^{x}+m_{2}^{x}+2 \alpha_{1,2}^{x}+\alpha_{2,2}^{x}=13 \\
m_{1,2}^{x}+3 m_{2}^{x}+2 \beta_{1,2}^{x}+2 \beta_{2,2}^{x}=19 \\
m_{1,2}^{x}+2 m_{2}^{x}+4 \beta_{1,2}^{x}+4 \beta_{2,2}^{x}=19 \\
2 m_{1,2}^{x}+m_{2}^{x}+\beta_{1,2}^{x}+2 \beta_{2,2}^{x}=13 \\
\alpha_{1,2}^{x} \geq 0, \beta_{1,2}^{x} \geq 0, m_{1,2}^{x}-\alpha_{1,2}^{x} \geq 0 \\
\alpha_{2,2}^{x} \geq 0, \beta_{2,2}^{x} \geq 0, m_{2}^{x}-\alpha_{2,2}^{x} \geq 0
\end{array}\right.
$$

then $\tilde{x}_{1,2}$ and $\tilde{x}_{2,2}$ are,


$$
\begin{gathered}
\widetilde{X}_{G}=\left(\binom{\tilde{x}_{1,1}}{\tilde{x}_{2,1}}\binom{\tilde{x}_{1,2}}{\tilde{x}_{2,2}}\right)\left(\begin{array}{cc}
\tilde{x}_{1,1} & \tilde{x}_{1,2} \\
\tilde{x}_{2,1} & \tilde{x}_{2,2}
\end{array}\right)=\left(\begin{array}{cc}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right)
\end{array}\right) \\
\widetilde{X}_{G}=\left(\begin{array}{cc}
(2,2-\theta, 1) & (3,3-\eta, 1) \\
(4,-1+2 \theta, 1) & (4,2 \eta, 1)
\end{array}\right) \text { where, } \theta \in\left[\frac{1}{2}, 2\right], \eta \in[0,2] .
\end{gathered}
$$

While, $\widetilde{X}_{G}$ in the form $(a, b, c)$,

$$
\begin{gathered}
\widetilde{X}_{G}^{\prime}=\left(\begin{array}{cc}
\left(a_{1,1}{ }^{x}, b_{1,1}{ }^{x}, c_{1,1}^{x}\right) & \left(a_{2,1}^{x}, b_{2,1}{ }^{x}, c_{2,1}{ }^{x}\right) \\
\left(a_{1,2^{x}}^{x}, b_{1,2}{ }^{x}, c_{1,2}^{x}\right) & \left(a_{2,2}^{x}, b_{2,2}{ }^{x}, c_{2,2}^{x}\right)
\end{array}\right)= \\
\left(\begin{array}{cc}
(\theta, 2,3) & (\eta, 3,4) \\
(5-2 \theta, 4,5) & (4-2 \eta, 4,5)
\end{array}\right), \text { where } \theta \in\left[\frac{1}{2}, 2\right] \text { and } \eta \in[0,2] .
\end{gathered}
$$

Otadi and Mosleh (2012) provided the below unique solution as mentioned before,

$$
\begin{aligned}
& \tilde{X}_{t}^{\prime}=\left(\begin{array}{ll}
\tilde{x}_{1,1}^{\prime} & \tilde{x}_{1,2}^{\prime} \\
\tilde{x}_{2,1}^{\prime} & \tilde{x}_{2,2}^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
\left(a_{1,1}, b_{1,1}^{x}, c_{1,1}^{x}\right) & \left(a_{2,1}^{x}, b_{2,1}{ }^{x}, c_{2,1}^{x}\right) \\
\left(a_{1,2}^{x}, b_{1,2}^{x}, c_{1,2}^{x}\right) & \left(a_{2,2}^{x},{b_{2,2}}^{x}, c_{2,2}^{x}\right)
\end{array}\right) \\
& =\left(\begin{array}{ll}
(1,2,3) & (1,3,4) \\
(3,4,5) & (2,4,5)
\end{array}\right) .
\end{aligned}
$$

Which represents in the case of $\theta=1, \eta=1$ in $\widetilde{X}_{g}^{\prime}$ as a particular solution,

$$
\begin{gathered}
\tilde{X}_{t}^{\prime}=\left(\begin{array}{cc}
\left(a_{1,1}^{x}, b_{1,1}^{x}, c_{1,1}^{x}\right) & \left(a_{2,1}^{x}, b_{2,1}^{x}, c_{2,1}^{x}\right) \\
\text { iversiti UtaraMalaysia }_{\left(a_{1,2}^{x}, b_{1,2}^{x}, c_{1,2}^{x}\right)} & \left(a_{2,2}^{x}, b_{2,2}^{x}, c_{2,2}^{x}\right)
\end{array}\right) \\
\left(\begin{array}{cc}
(1,2,3) & (\eta, 3,4) \\
(5-2(1), 4,5) & (4-2(1), 4,5)
\end{array}\right)=\left(\begin{array}{ll}
(1,2,3) & (1,3,4) \\
(3,4,5) & (2,4,5)
\end{array}\right) .
\end{gathered}
$$

The first fuzzy solution $\tilde{x}_{1}{ }^{\prime} \in \tilde{X}_{t}{ }^{\prime}$ and $x_{1}^{\prime} \in \widetilde{X}_{G}^{\prime}$ are represented in Figure 6.1. and Figure 6.2. to compare the interval of solution for $F F M E$.


Figure 6.1. Representation of $\tilde{x}_{1}{ }^{\prime}=(1,2,3)$ at $\tilde{X}_{t}{ }^{\prime}$ using Otadi and Mosleh (2012)'method.


Figure 6.2. Representation of $x_{1}^{\prime}=(\theta, 2,3), \theta \in\left[\frac{1}{2}, 2\right]$ at $\widetilde{X}_{G}^{\prime}$ using the proposed method.

Table 6.1 compares between the proposed method and Otadi and Mosleh (2012)'method.

Table 6.1
Comparison of the solutions set $\tilde{X}_{G}$ and $\tilde{X}_{t}$.

|  | $\widetilde{\boldsymbol{X}}_{\boldsymbol{G}}$ | $\widetilde{\boldsymbol{X}}_{\boldsymbol{t}}$ |
| :--- | :---: | :---: |
| Fuzzy | No fuzzy operation. | Need to compute $\tilde{A} \otimes \tilde{X}_{m}$. |
| operation |  |  |
| Number of | Infinitely many solutions. | Unique solution set. |
| solution |  |  |

Method Inversion matrix method. $\quad L P$ method.

As noted in Table 6.2, no fuzzy operation is used in proposed method, while Otadi and Mosleh (2012), required to compute $\tilde{A} \otimes \tilde{X}_{m}$. In addition, the general form solution shows that the new method provides infinitely many solutions, while the original work of Otadi and Mosleh (2012) provided a unique solution. Lastly, the proposed method obtains the solution using the inversion matrix method, while Otadi and Mosleh (2012) found the solution using $L P$ method.

The next section provides the solution for important matrix equation in control theory, Sylvester matrix equation, all coefficients are replaced by $T F N$ to construct FFSE.

### 6.3 Kronecker Product for Solving Fully Fuzzy Sylvester Equation

This section develops the new method for solving FFSE. The rules of Kronecker product and vec operator in Section 2.1.2 are used to provide the solution.

Consider the following fuzzy matrices $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times n}, \tilde{X}=\left(\tilde{x}_{i j}\right)_{n \times m}, \tilde{B}=\left(\tilde{b}_{i j}\right)_{m \times m}$ and $\tilde{C}=\left(\tilde{c}_{i j}\right)_{n \times m} \cdot \widetilde{U}$ is fuzzy unitary matrix.

Step 1 Converting the FFSE to FFLS.

By taking vec operator for both sides $\tilde{A} \tilde{X}+\tilde{X} \tilde{B}$ and $\tilde{C}$ we have,
using Theorem 6.1.2,

using Theorem 6.1.3,

$$
\operatorname{Vec}(\tilde{X} \tilde{B})=\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right) \operatorname{Vec}(\tilde{X})
$$

then,

$$
\begin{gathered}
\operatorname{Vec}(\tilde{A} \tilde{X}+\tilde{X} \tilde{B})=(\widetilde{U} \boxtimes \tilde{A}) \operatorname{Vec}(\tilde{X})+\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right) \operatorname{Vec}(\tilde{X})= \\
\left\{(\widetilde{U} \boxtimes \tilde{A})+\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right)\right\} \operatorname{Vec}(\tilde{X})=\operatorname{Vec}(\tilde{C}) .
\end{gathered}
$$

Step 2: Solving the FFLS by the proposed methods.

Since $\left\{(\widetilde{U} \boxtimes \tilde{A})+\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right)\right\}$ is a fuzzy matrix, $\operatorname{Vec}(\tilde{X})$ and $\operatorname{Vec}(\tilde{C})$ are fuzzy vectors, the previous methods for solving $F F L S$ can be applied to solve fully fuzzy Sylvester equation.

The next example provides fully fuzzy Sylvester equation. This $F F S E$ is transferred to FFLS and solved by associated linear which has been discussed in Section 3.2. The verification of solution is computed.

Example 6.3.1. Consider the fully fuzzy Sylvester equation,

$$
\tilde{A} \tilde{X}+\tilde{X} \tilde{B}=\tilde{C}
$$

where,

$$
\begin{gathered}
\tilde{C}=\left(\begin{array}{lll}
(259,316,349) & (195,214,253) & (193,237,286) \\
(241,307,386) & (180,230,228) & (208,269,274)
\end{array}\right) \\
\tilde{X}=\left(\begin{array}{lll}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) & \left(m_{1,3}^{x}, \alpha_{1,3}^{x}, \beta_{1,3}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right) & \left(m_{2,3}^{x}, \alpha_{2,3}^{x}, \beta_{2,3}^{x}\right)
\end{array}\right) .
\end{gathered}
$$

The positive solution will be obtained without fuzzy operation.

Using, Step 1 the $F F S E$ is converted to $F F L S$ as follows,

$$
\begin{aligned}
\operatorname{Vec}(\tilde{A} \tilde{X}+\tilde{X} \tilde{B}) & =(\widetilde{U} \boxtimes \tilde{A}) \operatorname{Vec}(\tilde{X})+\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right) \operatorname{Vec}(\tilde{X}) \\
= & \left\{(\widetilde{U} \boxtimes \tilde{A})+\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right)\right\} \operatorname{Vec}(\tilde{X})=\operatorname{Vec}(\tilde{C}),
\end{aligned}
$$

so, the pervious equation requires the following matrices $\widetilde{U}_{3},(\widetilde{U} \boxtimes \tilde{A}), V e c(\tilde{X}), \widetilde{B}^{T}$, $\widetilde{U}_{2},\left(\tilde{B}^{T} \boxtimes \widetilde{U}\right)$ and $\operatorname{Vec}(\tilde{C})$.

The unitary fuzzy matrix $\widetilde{U}_{3}$ is,

$$
\widetilde{U}_{3}=\left(\begin{array}{ccc}
(1,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (1,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (1,0,0)
\end{array}\right),
$$

Kronecker product $\widetilde{U}_{3} \boxtimes \tilde{A}$ is as follows,

$$
\begin{aligned}
& \left(\begin{array}{cc}
\widetilde{U}_{3} \boxtimes \tilde{A}=\left(\begin{array}{lll}
(1,0,0) & (0,0,0) & (0,0,0) \\
(0,0,0) & (1,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0) & (1,0,0)
\end{array}\right) \boxtimes\left(\begin{array}{ll}
(8,4,7) & (5,4,5) \\
(9,6,1) & (7,2,7)
\end{array}\right) \\
=\left(\begin{array}{ll}
(8,4,7) & (5,4,5) \\
(9,6,1) & (7,2,7)
\end{array}\right) & \left(\begin{array}{ll}
(0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0)
\end{array}\right)
\end{array}\left(\begin{array}{ll}
(0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0)
\end{array}\right)\right. \\
& \left(\begin{array}{ll}
(0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0)
\end{array}\right)
\end{aligned}\left(\begin{array}{lll}
(8,4,7) & (5,4,5) \\
(9,6,1) & (7,2,7)
\end{array}\right)\left(\begin{array}{ll}
(0,0,0) & (0,0,0) \\
(0,0,0) & (0,0,0)
\end{array}\right) .
$$

The vec-operator of fuzzy matrix $\tilde{X}$ is

$$
\operatorname{Vec}(\tilde{X})=\left(\begin{array}{c}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) \\
\left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right) \\
\left(m_{1,3}^{x}, \alpha_{1,3}^{x}, \beta_{1,3}^{x}\right) \\
\left(m_{2,3}^{x}, \alpha_{2,3}^{x}, \beta_{2,3}^{x}\right)
\end{array}\right) .
$$

The transpose of matrix $\tilde{B}$ is

$$
\tilde{B}^{T}=\left(\begin{array}{lll}
(6,6,7) & (9,3,2) & (8,5,3) \\
(5,4,3) & (7,1,7) & (5,2,3) \\
(7,2,3) & (5,3,1) & (1,1,7)
\end{array}\right)
$$

The unitary fuzzy matrix $\widetilde{U}_{2}$ is

$$
\widetilde{U}_{2}=\left(\begin{array}{ll}
(1,0,0) & (0,0,0) \\
(0,0,0) & (1,0,0)
\end{array}\right)
$$

Kronecker product $\tilde{B}^{T} \boxtimes \widetilde{U}_{2}$ is as follows,

$$
\tilde{B}^{T} \boxtimes \widetilde{U}_{2}=\left(\begin{array}{lll}
\left(\begin{array}{ll}
(6,6,7) & (0,0,0) \\
(0,0,0) & (6,6,7)
\end{array}\right) & \left(\begin{array}{ll}
(9,3,2) & (0,0,0) \\
(0,0,0) & (9,3,2)
\end{array}\right) & \left(\begin{array}{ll}
(8,5,3) & (0,0,0) \\
(0,0,0) & (8,5,3)
\end{array}\right) \\
\left(\begin{array}{ll}
(5,4,3) & (0,0,0) \\
(0,0,0) & (5,4,3)
\end{array}\right) & \left(\begin{array}{ll}
(7,1,7) & (0,0,0) \\
(0,0,0) & (7,1,7)
\end{array}\right) & \left(\begin{array}{ll}
(5,2,3) & (0,0,0) \\
(0,0,0) & (5,2,3)
\end{array}\right) \\
\left(\begin{array}{ll}
(7,2,3) & (0,0,0) \\
(0,0,0) & (7,2,3)
\end{array}\right) & \left(\begin{array}{ll}
(5,3,1) & (0,0,0) \\
(0,0,0) & (5,3,1)
\end{array}\right) & \left(\begin{array}{ll}
(1,1,7) & (0,0,0) \\
(0,0,0) & (1,1,7)
\end{array}\right)
\end{array}\right) .
$$

The vec-operator of fuzzy matrix $\tilde{C}$ is,

$$
\operatorname{Vec}(\tilde{C})=\left(\begin{array}{c}
(259,316,349) \\
(241,307,386) \\
(195,214,253) \\
(180,230,228) \\
(193,237,286) \\
(208,269,274)
\end{array}\right) .
$$

Hence, the Sylvester equation is transferred to the following FFLS.

Based on Step 2, the method in Section 3.2 is applied to solve the produced $F F L S$.
$\left(\begin{array}{ccccc}\operatorname{Vec}(\tilde{A} \tilde{X}+\tilde{X} \tilde{B})=\left(\widetilde{U}_{3} \boxtimes \tilde{A}+\tilde{B}^{T} \boxtimes \widetilde{U}_{2}\right) \operatorname{Vec}(\tilde{X})=\operatorname{Vec}(\tilde{C})= \\ (14,10,14) & (5,4,5) & (9,3,2) & (0,0,0) & (8,5,3) \\ (9,6,1) & (13,8,14) & (0,0,0) & (9,3,2) & (0,0,0) \\ (5,4,3) & (0,0,0) & (15,5,14) & (5,4,5) & (5,2,3) \\ (0,0,0) & (5,4,3) & (9,6,1) & (14,3,14) & (0,0,0) \\ (7,2,3) & (0,0,0) & (5,3,1) & (0,0,0) & (9,5,14) \\ (0,0,0) & (7,2,3) & (0,0,0) & (5,3,1) & (9,6,1) \\ (8,4,5) \\ (0,3,14)\end{array}\right)$

$$
\left(\begin{array}{l}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) \\
\left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right) \\
\left(m_{1,3}^{x}, \alpha_{1,3}^{x}, \beta_{1,3}^{x}\right) \\
\left(m_{2,3}^{x}, \alpha_{2,3}^{x}, \beta_{2,3}^{x}\right)
\end{array}\right)=\left(\begin{array}{l}
(259,316,349) \\
(241,307,386) \\
(195,214,253) \\
(180,230,228) \\
(193,237,286) \\
(208,269,274)
\end{array}\right) .
$$

The $P-\tilde{X}$ for $P-F F L S$ can be obtained, using the $P-A L S$ in Section (3.2),


$$
\left.m^{b}=\left(\begin{array}{l}
259 \\
241 \\
195 \\
180 \\
193 \\
208
\end{array}\right), \alpha^{b}=\left(\begin{array}{l}
316 \\
307 \\
214 \\
230 \\
237 \\
269
\end{array}\right), \beta^{b}=\left(\begin{array}{l}
349 \\
386 \\
253 \\
228 \\
286 \\
274
\end{array}\right), \text { then } B=\left(\begin{array}{l}
259 \\
241 \\
195 \\
193 \\
208
\end{array}\right)\right)\left(\begin{array}{l}
316 \\
307 \\
214 \\
230 \\
237 \\
269
\end{array}\right),
$$

$|A|=-355455$, then using Theorem 3.1.1, $|A| \neq 0$, then $|S| \neq 0$.

Hence, the solution is obtained by $X=S^{-1} B$,

$$
\left(\begin{array}{cccccccccccccccccc}
14 & 5 & 9 & 0 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9 & 13 & 0 & 9 & 0 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 15 & 5 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 5 & 9 & 14 & 0 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 5 & 0 & 9 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 7 & 0 & 5 & 9 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 4 & 3 & 0 & 5 & 0 & 14 & 5 & 9 & 0 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 8 & 0 & 3 & 0 & 5 & 9 & 13 & 0 & 9 & 0 & 8 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 5 & 4 & 2 & 0 & 5 & 0 & 15 & 5 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 4 & 6 & 3 & 0 & 2 & 0 & 5 & 9 & 14 & 0 & 5 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 3 & 0 & 5 & 4 & 7 & 0 & 5 & 0 & 9 & 5 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 3 & 6 & 3 & 0 & 7 & 0 & 5 & 9 & 8 & 0 & 0 & 0 & 0 & 0 & 0 \\
14 & 5 & 2 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 14 & 5 & 9 & 0 & 8 & 0 \\
1 & 14 & 0 & 2 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 9 & 13 & 0 & 9 & 0 & 8 \\
3 & 0 & 14 & 5 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 5 & 0 & 15 & 5 & 5 & 0 \\
0 & 3 & 1 & 14 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 5 & 9 & 14 & 0 & 5 \\
3 & 0 & 1 & 0 & 14 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 7 & 0 & 5 & 0 & 9 & 5 \\
0 & 3 & 0 & 1 & 1 & 14 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 7 & 0 & 5 & 9 & 8
\end{array}\right)^{-1}
$$



Hence, the crisp solution $X$ is


Thus, the $\operatorname{Vec}(\tilde{X})$ is,

$$
\operatorname{Vec}(\tilde{X})=\left(\begin{array}{c}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) \\
\left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) \\
\left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right) \\
\left(m_{1,3}^{x}, \alpha_{1,3}^{x}, \beta_{1,3}^{x}\right) \\
\left(m_{2,3}^{x}, \alpha_{2,3}^{x}, \beta_{2,3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(6,2,7) \\
(8,6,9) \\
(7,4,1) \\
(3,3,5) \\
(9,8,4) \\
(7,5,2)
\end{array}\right) .
$$

Then, the fuzzy matrix solution $\tilde{X}$ is,

$$
\begin{array}{r}
\tilde{X}=\left(\begin{array}{rrr}
\left(m_{1,1}^{x}, \alpha_{1,1}^{x}, \beta_{1,1}^{x}\right) & \left(m_{1,2}^{x}, \alpha_{1,2}^{x}, \beta_{1,2}^{x}\right) & \left(m_{1,3}^{x}, \alpha_{1,3}^{x}, \beta_{1,3}^{x}\right) \\
\left(m_{2,1}^{x}, \alpha_{2,1}^{x}, \beta_{2,1}^{x}\right) & \left(m_{2,2}^{x}, \alpha_{2,2}^{x}, \beta_{2,2}^{x}\right) & \left(m_{2,3}^{x}, \alpha_{2,3}^{x}, \beta_{2,3}^{x}\right)
\end{array}\right) \\
\\
=\left(\begin{array}{lll}
(6,2,7) & (7,4,1) & (9,8,4) \\
(8,6,9) & (3,3,5) & (7,5,2)
\end{array}\right) \cdot \text { alaysia }
\end{array}
$$

The verification of solution

$$
\begin{aligned}
& \tilde{A} \tilde{X}=\left(\begin{array}{lll}
(88,102,183) & (71,87,97) & (107,153,140) \\
(110,112,188) & (84,105,72) & (130,175,108)
\end{array}\right), \\
& \tilde{X} \tilde{B}=\left(\begin{array}{lll}
(171,214,166) & (124,127,156) & (86,84,146) \\
(131,195,198) & (96,125,156) & (78,94,166)
\end{array}\right),
\end{aligned}
$$

then,

$$
\tilde{A} \tilde{X}+\tilde{X} \tilde{B}=\left(\begin{array}{lll}
(259,316,349) & (195,214,253) & (193,237,286) \\
(241,307,386) & (180,230,228) & (208,269,274)
\end{array}\right)=\tilde{C} .
$$

### 6.4 Conclusion and Contribution

In this chapter, we proposed new methods to solve FFME and FFSE. We showed the pervious methods developed in Chapters Three, Four and Five for solving FFLS, can be developed for solving FFME. The vec operator and Kronecker product were used to transfer $F F S E$ to $F F L S$.

We can summarize the findings in this chapter by the following contributions.

4- Transfer the FFME and FFSE to equivalent FFLS.
5- Obtain the unique and infinitely many solutions of FFME and FFSE.
6- Examine the existence of solutions for $F F M E$ and $F F S E$ before solving the system, using the pervious discussion for $F F L S$ as Section 4.3.

## CHAPTER SEVEN

## SOLUTIONS OF FUZZY LINEAR SYSTEMS BASED ON TRAPEZOIDAL FUZZY

In all previous chapters the solutions of fuzzy systems are presented with triangular fuzzy numbers. In this chapter, the solutions of $L R-T F L S$ with trapezoidal fuzzy numbers are constructed. It shows that the previous developed methods can be employed on other fuzzy numbers. For this purpose an associated linear system is established for $L R-T F L S$. Also, the sufficient and necessary conditions of $L R-T F L S$ to have a fuzzy solution are investigated based on the fuzziness of the solution. In addition, the possibilities of the solution are classified (i.e., unique solution, infinite number of solutions, no solution). Lastly, in the case of non fuzzy solutions, a minimization problem is proposed to provide the nearest approximation solution.

### 7.1 Fundamental Conceptsniversiti Utara Malaysia

This section presents the fundamental concepts for developing new methods for solving $L R-T F L S$ with trapezoidal fuzzy numbers.

Definition 7.1.1. Consider the matrix $A=\left(a_{i j}\right)_{n \times n}$. The matrices $P$ and $N$ are defined according to the sign of $a_{i j}$ where,

$$
\begin{gathered}
P=\left(a_{i, j}^{+}\right)_{n \times n}= \begin{cases}a_{i, j}^{+}, & a_{i j} \geq 0, \\
0, & a_{i j}<0,\end{cases} \\
N=\left(a_{i, j}^{-}\right)_{n \times n}=\left\{\begin{array}{cc}
0, & a_{i j} \geq 0, \\
a_{i, j}^{-}, & a_{i j}<0 .
\end{array}\right.
\end{gathered}
$$

The next corollary is needed in order to find the structure of the inverse of the block matrices. It is based on Theorem 2.1.2.

Corollary 7.1.1. Assuming $P$ and $N$ are matrices with a common size. If $P$ and $\left(P-N P^{-1} N\right)$ are invertible in the block matrices $F$ and $R$ :

$$
F=\left(\begin{array}{ll}
P & N \\
N & P
\end{array}\right), R=\left(\begin{array}{cc}
P & -N \\
-N & P
\end{array}\right)
$$

then the inverse of matrices $F$ and $R$ are

$$
\begin{gather*}
F^{-1}=\left(\begin{array}{ll}
f_{1} & f_{2} \\
f_{2} & f_{1}
\end{array}\right),  \tag{7.1a}\\
R^{-1}=\left(\begin{array}{cc}
f_{1} & -f_{2} \\
-f_{2} & f_{1}
\end{array}\right), \tag{7.1b}
\end{gather*}
$$

where $f_{1}=\left(P-N P^{-1} N\right)^{-1}$ and $f_{2}=-1 f_{1} N P^{-1}$ ara Malaysia

Proof. Suppose $P=A=D$ and $N=B=C$ in matrix $H$ in Equation (2.3), then

$$
F^{-1}=\left(\begin{array}{cc}
\left(P-N P^{-1} N\right)^{-1} & -\left(P-N P^{-1} N\right)^{-1} N P^{-1} \\
-\left(P-N P^{-1} N\right)^{-1} N P^{-1} & \left(P-N P^{-1} N\right)^{-1}
\end{array}\right)=\left(\begin{array}{ll}
f_{1} & f_{2} \\
f_{2} & f_{1}
\end{array}\right) .
$$

Replace matrix $N$ in Equation (7.1a), by matrix $-N$ in $f_{1}$ and $f_{2}$, then

$$
\begin{gathered}
\left(P-(-N) P^{-1}(-N)\right)^{-1}=\left(P-N P^{-1} N\right)^{-1}=f_{1}, \\
-f_{1}(-N) P^{-1}=f_{1} N P^{-1}=-f_{2}, \\
R^{-1}=\left(\begin{array}{cc}
\left(P-N P^{-1} N\right)^{-1} & \left(P-N P^{-1} N\right)^{-1} N P^{-1} \\
\left(P-N P^{-1} N\right)^{-1} N P^{-1} & \left(P-N P^{-1} N\right)^{-1}
\end{array}\right)=\left(\begin{array}{cc}
f_{1} & -f_{2} \\
-f_{2} & f_{1}
\end{array}\right) .
\end{gathered}
$$

The next section provides method to solve $L R-T F L S$ using an associated linear system.

### 7.2 Solution of Left Right-Trapezoidal Fuzzy Linear System

This section discusses the solution of LR fuzzy linear systems with trapezoidal fuzzy numbers. We introduce new computational method to solve the $L R-T F L S$ using the equivalent linear system.

Consider the $L R-T F L S \quad A \otimes \tilde{X}=\tilde{B}, \quad$ where $\quad A=\left(a_{i j}\right)_{n \times n}, \tilde{X}=\left(\tilde{x}_{j}\right)_{n \times 1} \quad$ and $\tilde{B}_{i}=\left(\tilde{b}_{i}\right)_{n \times 1}$,

$$
\tilde{x}_{j}=\left(m_{j}^{x}, n_{j}^{x}, \alpha_{j}^{x}, \beta_{j}^{x}\right) \text { and } \tilde{b}_{i}=\left(m_{i}^{b}, n_{i}^{b}, \alpha_{i}^{b}, \beta_{i}^{b}\right)
$$

The $n \times n L R-T F L S$ can be written as

$$
\begin{align*}
& \sum_{\text {Universiti Utara Malaysia }}^{n} \sum_{j=1}^{\oplus} a_{i j} \otimes \tilde{x}_{j}=\tilde{b}_{j}, \forall i=1,2, \ldots, n \\
& \sum_{i j}^{\oplus} a_{i=1} \otimes\left(m_{j}^{x}, n_{i, j}^{x}, \alpha_{j}^{x}, \beta_{j}^{x}\right)=\left(m_{i}^{b}, n_{i}^{b}, \alpha_{i}^{b}, \beta_{i}^{b}\right), \forall i=1,2, \ldots, n .
\end{align*}
$$

The solution is obtained in five steps.

Step 1 Given $a_{i, j}^{+}, a_{i, j}^{-}$.

Let,

$$
a_{i j}= \begin{cases}a_{i, j}^{+}, & a_{i j} \geq 0,  \tag{7.3}\\ a_{i, j}^{-}, & a_{i j}<0 .\end{cases}
$$

Clearly, either $a_{i, j}^{+}=0$ or $a_{i, j}^{-}=0$ (or both).
Then, $a_{i, j}^{+}+a_{i, j}^{-}=a_{i j}$ and $\left(a_{i, j}^{+}\right)\left(a_{i, j}^{-}\right)=0$.

Step 2 Assuming $m_{i j}^{a}$ and $n_{i j}^{a}$ according to the sign of $a_{i j}$. $m_{j}^{x}$ and $n_{j}^{x}$ are written in piecewise function using Equation (7.3).

$$
m_{i j}^{a}= \begin{cases}a_{i, j}^{+} m_{j}^{x}, & a_{i j} \geq 0  \tag{7.4}\\ a_{i, j}^{-} n_{j}^{x}, & a_{i j}<0\end{cases}
$$

Thus,

$$
\begin{equation*}
m_{i j}^{a}=a_{i, j}^{+} m_{j}^{x}+a_{i, j}^{-} n_{j}^{x} \tag{7.5}
\end{equation*}
$$

Since $\left(a_{i, j}^{+} m_{j}^{x}\right)\left(a_{i, j}^{-} n_{j}^{x}\right)=0$.
Similarly,
$n_{i j}^{a}= \begin{cases}a_{i, j}^{+} n_{j}^{x}, & a_{i j} \geq 0, \\ a_{i, j}^{-} m_{j}^{x}, & a_{i j}<0,\end{cases}$
since $\left(a_{i, j}^{+} m_{j}^{x}\right)\left(a_{i, j}^{-} n_{j}^{x}\right)=0$, then

$$
\begin{equation*}
n_{i j}^{a}=a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x} . \tag{7.7}
\end{equation*}
$$

Step 3 Assuming $\alpha_{i, j}^{a}$ and $\beta_{i, j}^{a}$ according to the sign of $a_{i j}$.
The mean values $\alpha_{j}^{x}$ and $\beta_{j}^{x}$ are functionalized by piecewise function using Equation (7.3).

$$
\alpha_{i, j}^{a}=\left\{\begin{align*}
a_{i, j}^{+} \alpha_{j}^{x}, & a_{i j} \geq 0  \tag{7.8}\\
-a_{i, j}^{-} \beta_{j}^{x}, & a_{i j}<0
\end{align*}\right.
$$

Since $\left(-a_{i, j}^{+} \alpha_{j}^{\chi}\right)\left(a_{i, j}^{-} \beta_{i, j}^{a}\right)=0$, then

$$
\begin{equation*}
\alpha_{i, j}^{a}=a_{i, j}^{+} \alpha_{j}^{x}-a_{i, j}^{-} \beta_{i, j}^{a} \tag{7.9}
\end{equation*}
$$

Similarly,

$$
\beta_{i, j}^{a}=\left\{\begin{align*}
a_{i, j}^{+} \beta_{j}^{x}, & a_{i, j}^{+} \geq 0,  \tag{7.10}\\
-a_{i, j}^{-} \alpha_{j}^{x}, & a_{i, j}^{-}<0,
\end{align*}\right.
$$

therefore,

$$
\begin{equation*}
\beta_{i, j}^{a}=a_{i, j}^{+} \beta_{j}^{x}-a_{i, j}^{-} \alpha_{j}^{x} . \tag{7.11}
\end{equation*}
$$

Because $\left(a_{i, j}^{+} \beta_{j}^{x}\right)\left(-a_{i, j}^{-} \alpha_{j}^{x}\right)=0$.

Step 4 Writing $a_{i j} \otimes \tilde{x}_{j}$ in Equation (7.1) as piecewise function using Equations (7.4), (7.6), (7.8) and (7.10):

$$
\begin{gather*}
a_{i j} \otimes \tilde{x}_{j}=\left(m_{i j}^{a}, n_{i j}^{a}, \alpha_{i, j}^{a}, \beta_{i, j}^{a}\right) \\
= \begin{cases}\left(a_{i, j}^{+} m_{j}^{x}, a_{i, j}^{+} n_{j}^{x}, a_{i, j}^{+} \alpha_{j}^{x}, a_{i, j}^{+} \beta_{j}^{x}\right), & a_{i j} \geq 0, \\
\left(a_{i, j}^{-} n_{j}^{x}, a_{i, j}^{-} m_{j}^{x},-a_{i, j}^{-} \beta_{j}^{x},-a_{i, j}^{-} \alpha_{j}^{x}\right), & a_{i j}<0\end{cases} \tag{7.12}
\end{gather*}
$$

Using Equations (7.5), (7.7), (7.9) and (7.11), $a_{i j} \otimes \tilde{x}_{j}$ in Equation (7.12) may be written by two TZFNs, where at least one of them is zero,

$$
a_{i j} \otimes \tilde{x}_{j}=\left(a_{i, j}^{+} m_{j}^{x}, a_{i, j}^{+} n_{j}^{x}, a_{i, j}^{+} \alpha_{j}^{x}, a_{i, j}^{+} \beta_{j}^{x}\right) \oplus\left(a_{i, j}^{-} n_{j}^{x}, a_{i, j}^{-} m_{j}^{x},-a_{i, j}^{-} \beta_{j}^{x},-a_{i, j}^{-} \alpha_{j}^{x}\right)
$$

Then using Equation (2.9a),

$$
\begin{gather*}
a_{i j} \otimes \tilde{x}_{j}= \\
=\left(a_{i, j}^{+} m_{j}^{x}+a_{i, j}^{-} n_{j}^{x}, a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x}, a_{i, j}^{+} \alpha_{j}^{x}+-a_{i, j}^{-} \beta_{j}^{x}, a_{i, j}^{+} \beta_{j}^{x}+-a_{i, j}^{-} \alpha_{j}^{x}\right) . \tag{7.13}
\end{gather*}
$$

Step $5 A \otimes \tilde{X}=\tilde{B}$ can be represented using Equations (7.1) and (7.13):

$$
\begin{align*}
\sum_{j=1}^{n}\left(a_{i, j}^{+} m_{j}^{x}\right. & \left.+a_{i, j}^{-} n_{j}^{x}, a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x}, a_{i, j}^{+} \alpha_{j}^{x} \pm a_{i, j}^{-} \beta_{j}^{x}, a_{i, j}^{+} \beta_{j}^{x}+-a_{i, j}^{-} \alpha_{j}^{x}\right)  \tag{7.14}\\
& =\left(m_{i}^{b}, n_{i}^{b}, \alpha_{i}^{b}, \beta_{i}^{b}\right) \quad \forall i=1,2, \ldots, n .
\end{align*}
$$

We obtain the following linear equations:

$$
\begin{align*}
& \sum_{j=1}^{n}\left(a_{i, j}^{+} m_{j}^{x}+a_{i, j}^{-} n_{j}^{x}\right)=m_{i}^{b}  \tag{7.15a}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x}\right)=n_{i}^{b}  \tag{7.15b}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} \alpha_{j}^{x}-a_{i, j}^{-} \beta_{j}^{x}\right)=\alpha_{i}^{b}  \tag{7.15c}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} \beta_{j}^{x}-a_{i, j}^{-} \alpha_{j}^{x}\right)=\beta_{i}^{b} \tag{7.15d}
\end{align*}
$$

Solve the linear system in Equations (7.15a,b,c and d) to find $m_{j}^{x}, n_{i, j}^{x}, \alpha_{j}^{x}$ and $\beta_{j}^{x}, \forall j=1,2, \ldots, n$.

The next theorems transform the $L R$-TFLS for two independence crisp linear systems.

## Theorem 7.2.1.

$i$. The mean values $m^{x}$ and $n^{x}$ can be obtained using the following independence $2 n \times 2 n$ linear system:

$$
\left\{\begin{array}{l}
P m^{x}+N n^{x}=m^{b},  \tag{7.16}\\
P n^{x}+N m^{x}=n^{b} .
\end{array}\right.
$$

$i i$. The spread values $\alpha^{x}$ and $\beta^{x}$ can be obtained using the following independence $2 n \times 2 n$ linear system:

$$
\left\{\begin{array}{l}
P \alpha^{x}-N \beta^{x}=\alpha^{b}  \tag{7.17}\\
P \beta^{x}-N \alpha^{x}=\beta^{b}
\end{array}\right.
$$

where,

$$
P=\left(a_{i, j}^{+}\right)_{n \times n}, N=\left(a_{i, j}^{-}\right)_{n \times n} .
$$

## Proof.

i. To find the mean values, using Equation (7.15a),

$$
\sum_{j=1}^{n}\left(a_{i, j}^{+} m_{j}^{x}+a_{i, j}^{-} n_{j}^{x}\right)=\sum_{j=1}^{n} a_{i, j}^{+} m_{j}^{x}+\sum_{j=1}^{n} a_{i, j}^{-} n_{j}^{x}=m_{i}^{b}, \forall i=1,2, \ldots, n,
$$

then,

$$
P m^{x}+N n^{x}=m^{b} .
$$

Similarly, using Equation (7.15b),

$$
\sum_{j=1}^{n}\left(a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x}\right)=\sum_{j=1}^{n} a_{i, j}^{+} n_{j}^{x}+\sum_{j=1}^{n} a_{i, j}^{-} m_{j}^{x}=n_{i}^{b}, \forall i=1,2, \ldots, n,
$$

then,

$$
P n^{x}+N m^{x}=n_{i}^{b}
$$

which provides the following linear system:

$$
\left\{\begin{array}{l}
P m^{x}+N n^{x}=m^{b}, \\
P n^{x}+N m^{x}=n^{b} .
\end{array}\right.
$$

Hence, the mean values $m^{x}$ and $n^{x}$ are obtained using the above system.
ii. To find the spread values, using Equation (7.15c),

$$
\sum_{j=1}^{n}\left(a_{i, j}^{+} \alpha_{j}^{x}-a_{i, j}^{-} \beta_{j}^{x}\right)=\sum_{j=1}^{n} a_{i, j}^{+} \alpha_{j}^{x}-\sum_{j=1}^{n} a_{i, j}^{-} \beta_{j}^{x}=\alpha_{i}^{b}, \quad \forall i=1,2, \ldots, n
$$

then,

$$
P \alpha^{x}-N \beta^{x}=\alpha^{b} .
$$

Similarly, using Equation (7.15d),

$$
\begin{gathered}
\sum_{j=1}^{n}\left(a_{i, j}^{+} \beta_{j}^{x}-a_{i, j}^{-} \alpha_{j}^{x}\right)=\sum_{j=1}^{n} a_{i, j}^{+} \beta_{j}^{x}-\sum_{j=1}^{n}-a_{i, j}^{-} \alpha_{j}^{x}=\beta_{i}^{b}, \forall i=1,2, \ldots, n, \\
P \beta^{x}-N \alpha^{x}=\beta^{b},
\end{gathered}
$$

then,

$$
\left\{\begin{array}{l}
P \alpha^{x}-N \beta^{x}=\alpha^{b}, \\
P \beta^{x}-N \alpha^{x}=\beta^{b} .
\end{array}\right.
$$

Hence, the spreads values $\alpha^{x}$ and $\beta^{x}$ are obtained using the above system.
The following remark finds the solution of mean values and spread values in matrix form, independently.

## Remark 7.2.1.

$i$. The solution for the mean values $m^{x}$ and $n^{x}$ of $L R-T F L S$ is obtained using block matrix $F$ as follows:

$$
\left(\begin{array}{ll}
P & N  \tag{7.18}\\
N & P
\end{array}\right)\binom{m^{x}}{n^{x}}=\binom{m^{b}}{n^{b}} .
$$

ii. The solution for the spreads values $\alpha^{x}$ and $\beta^{x}$ of $L R$-TFLS is obtained using block matrix $R$ as follows:


Proof. The proof is straight forward from the Theorem 7.2.1.
Using the above discussion, the associated crisp linear system for $L R-T F L S$ is introduced in the below definition, using the matrices $P, N$ and vectors $m^{x}, n^{x}, \alpha^{x}, \beta^{x}, m^{b}, n^{b}, \alpha^{b}$ and $\beta^{b}$.

Definition 7.2.1. Consider the following linear system,

$$
\begin{gather*}
T X=B \\
\left(\begin{array}{cccc}
P & N & 0 & 0 \\
N & P & 0 & 0 \\
0 & 0 & P & -N \\
0 & 0 & -N & P
\end{array}\right)\left(\begin{array}{c}
m^{x} \\
n^{x} \\
\alpha^{x} \\
\beta^{x}
\end{array}\right)=\left(\begin{array}{c}
m^{b} \\
n^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right) . \tag{7.20}
\end{gather*}
$$

This linear system is called the associated linear system ( $L R-A L S$ ) of $L R-T F L S$.
The following theorem shows the relation between the solution of $L R-A L S$ and LR-TFLS.

Theorem 7.2.2. The unique crisp vectors solution $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ of $X$ in $L R-A L S$ and fuzzy solution $\tilde{X}$ of $L R$-TFLS is equivalent.

Proof. Equation (7.20) can be written as

$$
\left\{\begin{array}{l}
P m^{x}+N n^{x}+0 \alpha^{x}+0 \beta^{x}=m^{b}, \\
P n^{x}+N m^{x}+0 \alpha^{x}+0 \beta^{x}=n^{b}, \\
0 m^{x}+0 n^{x}+P \alpha^{x}-N \beta^{x}=\alpha^{b}, \\
0 m^{x}+0 n^{x}-N \alpha^{x}+P \beta^{x}=\alpha^{b},
\end{array},\left\{\begin{array}{l}
P m^{x}+N n^{x}=m^{b}, \\
P n^{x}+N m^{x}=n^{b}, \\
P \alpha^{x}-N \beta^{x}=\alpha^{b}, \\
P \beta^{x}-N \alpha^{x}=\alpha^{b},
\end{array}\right.\right.
$$

which is equivalent to Equations (7.16) and (7.17). Moreover, it is clear that the system has a unique solution if $|T| \neq 0$.

## Universiti Utara Malaysia

The next example is obtained in Nasseri and Gholami (2011). The same example is solved to show the efficiency of the proposed method in the case of unique solution for $L R-T F L S$. The similar solution is obtained.

Example 7.2.1. Nasseri and Gholami, (2011) consider the following $L R-T F L S$,

$$
\left\{\begin{aligned}
& 1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus 1 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus-1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
&=(6,11,4,4), \\
& 1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-2 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
&=(-11,-5,4,7), \\
& 2 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus 1 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 3 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
&(-7,4,7,8),
\end{aligned}\right.
$$

where $\tilde{x}_{i}=\left(m_{i}^{x}, n_{i}^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right), i=1, \ldots, 3$ are arbitrary trapezoidal fuzzy numbers

The $L R-T F L S$ may be written in the following matrix form:

$$
\left(\begin{array}{ccc}
1 & 1 & -1 \\
1 & -2 & 1 \\
2 & 1 & 3
\end{array}\right) \otimes\left(\begin{array}{c}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(6,11,4,4) \\
(-11,-5,4,7) \\
(-7,4,7,8)
\end{array}\right) .
$$

The crisp matrices $P$ and $N$ are defined using crisp matrix $A$, as follows:

$$
P=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
2 & 1 & 3
\end{array}\right), N=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & -2 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

The block crisp matrix $T$ is then constructed as follows:

and

$$
|T|=169,
$$

then the system has a unique solution since $|T| \neq 0$.

The crisp vectors $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ are made using fuzzy vector $\tilde{X}$ to construct the crisp block vector $X$.


The crisp vectors $m^{b}, n^{b}, \alpha^{b}$ and $\beta^{b}$ are made using fuzzy vector $\tilde{B}$.

$$
\begin{aligned}
& m^{b}=\left(\begin{array}{c}
m_{1}^{b} \\
m_{2}^{b} \\
m_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
6 \\
-11 \\
-7
\end{array}\right), i \quad n^{b}=\left(\begin{array}{c}
n_{1}^{b} \\
n_{2}^{b} \\
n_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
11 \\
2+5 \\
4
\end{array}\right) \text { sia } \\
& \alpha^{b}=\left(\begin{array}{c}
\alpha_{1}^{b} \\
\alpha_{2}^{b} \\
\alpha_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
4 \\
4 \\
7
\end{array}\right), \quad \quad \beta^{b}=\left(\begin{array}{c}
\beta_{1}^{b} \\
\beta_{2}^{b} \\
\beta_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
4 \\
7 \\
8
\end{array}\right),
\end{aligned}
$$

thus, the crisp vector $B$ is constructed as follows:

$$
\left.\begin{array}{c}
B=\left(\begin{array}{c}
\left(\begin{array}{c}
m_{1}^{b} \\
m_{2}^{b} \\
m_{3}^{b}
\end{array}\right) \\
n^{b} \\
\alpha^{b} \\
\beta^{b}
\end{array}\right)=\left(\begin{array}{c}
n_{1}^{b} \\
n_{2}^{b} \\
n_{3}^{b}
\end{array}\right) \\
\left(\begin{array}{c}
\alpha_{1}^{b} \\
-11 \\
-7
\end{array}\right) \\
\alpha_{2}^{b} \\
\alpha_{3}^{b}
\end{array}\right)\left(\begin{array}{c}
11 \\
-5 \\
\beta_{1}^{b} \\
4
\end{array}\right)\left(\begin{array}{c}
6 \\
-11 \\
-7 \\
\beta_{2}^{b} \\
11 \\
\beta_{3}^{b}
\end{array}\right) .\left(\begin{array}{c}
4 \\
4 \\
7
\end{array}\right)=\left(\begin{array}{c}
4 \\
4 \\
7 \\
4 \\
4 \\
7 \\
7 \\
4 \\
4 \\
7 \\
8
\end{array}\right) .
$$

Thus, the original $L R-T F L S$ is equivalent to the $L R-A L S, T X=B$

$$
\left(\begin{array}{cccccccccccc}
1 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 1 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 1 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 1 & 3
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x} \\
n_{1}^{x} \\
n_{2}^{x} \\
n_{3}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)=\left(\begin{array}{c}
6 \\
-11 \\
-7 \\
11 \\
-5 \\
4 \\
4 \\
4 \\
7 \\
4 \\
7 \\
8
\end{array}\right) .
$$

By computing $X=T^{-1} B$, the crisp solution for the linear system is

$$
\left.X=T^{-1} B=\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x} \\
n_{1}^{x} \\
n_{2}^{x} \\
n_{3}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\alpha_{3}^{x} \\
\beta_{1}^{x} \\
3 \\
4 \\
\beta_{2}^{x} \\
\beta_{3}^{x}
\end{array}\right)=\left(\begin{array}{c}
1 \\
3 \\
1 \\
2 \\
1 \\
2 \\
1 \\
1
\end{array}\right) \text { or } X=\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
m_{3}^{x}
\end{array}\right)\left(\begin{array}{c}
n_{1}^{x} \\
n_{2}^{x} \\
n_{3}^{x}
\end{array}\right)\left(\begin{array}{c}
1 \\
3 \\
-4
\end{array}\right)\right)=\left(\begin{array}{c}
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
3 \\
\alpha_{3}^{x}
\end{array}\right)\left(\begin{array}{c} 
\\
4 \\
-2
\end{array}\right) .
$$

By collecting the fuzzy solution $\tilde{X}$ according to the corresponding entries of each vectors $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ in $X, \tilde{X}$ is then given as follows,

$$
\tilde{X}=\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(1,3,1,2) \\
(3,4,2,1) \\
(-4,-2,1,1)
\end{array}\right) .
$$

The proposed method is compared to Nasseri and Gholami (2011)'method, as shown in Table 7.1, in terms of fuzzy operation, the used system and size of systems.

Table 7.1
Comparison between the proposed method and Nasseri and Gholami (2011)'method.

|  | The proposed method | Nasseri and Gholami (2011)'method |
| :--- | :---: | :---: |
| Fuzzy operation | No fuzzy operation. | Computing associated triangular fuzzy <br> number and particular form. |
| The used system | Matrix form. | The $L R-T F L S$ transformed to $F L S$. |

As shown in Table 7.1, in the proposed method, the $L R-T F L S$ is transformed to associated linear system, where the solution can be obtained by matrix inversion method, in which no fuzzy operation is used. While Nasseri and Gholami (2011)'method computed the associated triangular fuzzy numbers and particular form of fuzzy numbers to provide FLS, then used the Friedman et al.(1998)'method to provide the solution in particular form of fuzzy number, then develop the solution for trapezoidal fuzzy number. The proposed method can solve any size of $L R-T F L S$ regardless of the size of matrix $A$ as $n=10$ in Example 7.2.2, while in Nasseri and Gholami, (2011)'method, the size of matrix $A$ is not more than $n=3$.

In Examples 7.2.2, we show that the efficiency of the proposed method in obtaining a solution for large systems, where all of the examples in Nasseri and Gholami, (2011), Allahviranloo et al. (2012a,b, 2013) are illustrated where $n=2$ or 3 . The details of the proposed method and verification of solution are provided in Appendix C.

Examples 7.2.2. Consider the following $10 \times 10 L R-T F L S$,

then the fuzzy solution, using the proposed method is given as follows:

$$
\tilde{X}=\left(\begin{array}{c}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
\left(m_{4}^{x}, n_{4}^{x}, \alpha_{4}^{x}, \beta_{4}^{x}\right) \\
\left(m_{5}^{x}, n_{5}^{x}, \alpha_{5}^{x}, \beta_{5}^{x}\right) \\
\left(m_{6}^{x}, n_{6}^{x}, \alpha_{6}^{x}, \beta_{6}^{x}\right) \\
\left(m_{7}^{x}, n_{7}^{x}, \alpha_{7}^{x}, \beta_{7}^{x}\right) \\
\left(m_{8}^{x}, n_{8}^{x}, \alpha_{8}^{x}, \beta_{8}^{x}\right) \\
\left(m_{9}^{x}, n_{9}^{x}, \alpha_{9}^{x}, \beta_{9}^{x}\right) \\
\left(m_{10}^{x}, n_{10}^{x}, \alpha_{10}^{x}, \beta_{10}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-1,8,9,0) \\
(2,3,7,7) \\
(-10,-9,3,6) \\
(-7,5,3,6) \\
(0,3,6,1) \\
(0,0,0,0) \\
(-4,6,6,1) \\
(-6,-6,1,8) \\
(-2,0,4,8) \\
(3,5,0,1)
\end{array}\right) .
$$

In the next section, the fuzziness of the solution is investigated, since the exact solution may be a non fuzzy solution.

### 7.3 The Sufficient and Necessary Conditions for Obtaining A Fuzzy Solution to

## LR-TFLS

Sufficient and necessary conditions is constructed to check the fuzziness of solution. In doing these conditions, the sub-vector solutions $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ for $L R-T F L S$ are required.

The inverse of matrix $F$ in Corollary 7.1.1. is used to provide the sub-vectors solutions $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ for $L R-T F L S$ in the Theorem 7.3.1.

Corollary 7.3.1. Let $P$ and $N$ be crisp matrices in common size. If $P^{-1}$ and $(P-$ $\left.N P^{-1} N\right)^{-1}$ exist, then:
$i$ - The sub-vectors $m^{x}$ and $n^{x}$ are computed independently as follows:

$$
\begin{align*}
& f_{1} m^{b}+f_{2} n^{b}=m^{x},  \tag{7.21a}\\
& f_{2} m^{b}+f_{1} n^{b}=n^{x} . \tag{7.21b}
\end{align*}
$$

$i i$ - The sub-vectors $\alpha^{x}$ and $\beta^{x}$ are computed independently as follows:

$$
\begin{align*}
& f_{1} \alpha^{b}-f_{2} \beta^{b}=\alpha^{x},  \tag{7.21c}\\
& f_{1} \beta^{b}-f_{2} \alpha^{b}=\beta^{x} . \tag{7.21d}
\end{align*}
$$

## Proof.

$i$-Apply the inverse of matrix $F$ in Equation (7.1a) on the matrix form in Equation (7.18).

$$
\binom{m^{x}}{n^{x}}=\left(\begin{array}{ll}
P & N \\
N_{V V} P
\end{array}\right)^{-1}\binom{m^{b}}{n^{b}}=\left(\begin{array}{ll}
f_{1} & f_{2} \\
f_{2} & f_{1}
\end{array}\right)\binom{m^{b}}{n^{b}},
$$

Hence, $m^{x}$ and $n^{x}$ are obtained as follows,

$$
\begin{aligned}
f_{1} m^{b}+f_{2} n^{b} & =m^{x}, \\
f_{2} m^{b}+f_{1} n^{b} & =n^{x} .
\end{aligned}
$$

ii- Similarly, apply the inverse of matrix $R$ in Equation (7.1b),

$$
\binom{\alpha^{x}}{\beta^{x}}=\left(\begin{array}{cc}
P & -N \\
-N & P
\end{array}\right)^{-1}\binom{m^{b}}{n^{b}}=\left(\begin{array}{cc}
f_{1} & -f_{2} \\
-f_{2} & f_{1}
\end{array}\right)\binom{\alpha^{b}}{\beta^{b}}
$$

hence, $\alpha^{x}$ and $\beta^{x}$ are obtained as follows,

$$
\begin{aligned}
f_{1} \alpha^{b}-f_{2} \beta^{b} & =\alpha^{x} \\
f_{1} \beta^{b}-f_{2} \alpha^{b} & =\beta^{x}
\end{aligned}
$$

Using the sub-vector solutions $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$, the necessary and sufficient conditions to check the fuzziness of solution for $L R-T F L S$ are provided in the next theorem.

Theorem 7.3.1. The solution of $L R-T F L S$ is a fuzzy solution if and only if the following conditions are satisfied:
$i-\left(f_{1}-f_{2}\right) m^{b} \leq\left(f_{1}-f_{2}\right) n^{b}$,
ii- $f_{1} \alpha^{b} \geq f_{2} \beta^{b}$,
iii- $f_{1} \beta^{b} \geq f_{2} \alpha^{b}$.
Proof. Using Equations (7.21a and b), then

$$
m^{x} \leq n^{x} \Leftrightarrow f_{1} m^{b}+f_{2} n^{b} \leq f_{2} m^{b}+f_{1} n^{b} \Leftrightarrow\left(f_{1}-f_{2}\right) m^{b} \leq\left(f_{1}-f_{2}\right) n^{b}
$$

$i$ - Using Equation (7.21c), then

$$
\alpha^{x} \geq 0 \Leftrightarrow \text { if } f_{1} \alpha^{b}-f_{2} \beta^{b} \geq 0 \Leftrightarrow f_{1} \alpha^{b} \geq f_{2} \beta^{b} .
$$

ii- Using Equation (7.21d), then

$$
\beta^{x} \geq 0 \Leftrightarrow f_{1} \beta^{b}-f_{2} \alpha^{b} \geq 0 \Leftrightarrow f_{1} \beta^{b} \geq f_{2} \alpha^{b} .
$$

The next example is taken from Allahviranloo et al. (2012b). The existence of the fuzzy solution is investigated using Theorem 7.3.1. Also, our approach are verified by computing the sub-vectors $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ using Corollary 7.3.1.

Example 7.3.1. Allahviranloo et al. (2012b) consider the following $L R$ - $T F L S$,

$$
\left\{\begin{aligned}
-1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus & 2 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& =(-6,3,8,9) \\
3 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus 1 \otimes & \left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus-2 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& =(-14,0,14,7), \\
1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-1 & \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 4 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& =(4,20,7,20),
\end{aligned}\right.
$$

where $\tilde{x}_{i}=\left(m_{i}^{x}, n_{i}^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right), i=1, \ldots, 3$ are arbitrary trapezoidal fuzzy numbers.

The $L R-T F L S$ may be written in the following matrix form:

$$
\left(\begin{array}{ccc}
-1 & 2 & 1 \\
3 & 1 & -2 \\
1 & -1 & 4
\end{array}\right) \otimes\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-6,3,8,9) \\
(-14,0,14,7) \\
(4,20,7,20)
\end{array}\right) .
$$

The crisp vectors $m^{b}, n^{b}, \alpha^{b}$ and $\beta^{b}$ are

$$
m^{b}=\left(\begin{array}{c}
m_{1}^{b} \\
m_{2}^{b} \\
m_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
-6 \\
-14 \\
4
\end{array}\right), \quad n^{b}=\left(\begin{array}{c}
n_{1}^{b} \\
n_{2}^{b} \\
n_{3}^{b}
\end{array}\right)=\left(\begin{array}{c}
3 \\
0 \\
20
\end{array}\right),
$$



The crisp matrices $N$ and $P$ are

$$
N=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & -2 \\
0 & -1 & 0
\end{array}\right) \text { and } P=\left(\begin{array}{ccc}
0 & 2 & 1 \\
3 & 1 & 0 \\
1 & 0 & 4
\end{array}\right),
$$

then the inverse of matrix $P$ is

$$
P^{-1}=\left(\begin{array}{ccc}
-\frac{4}{25} & \frac{8}{25} & \frac{1}{25} \\
\frac{12}{25} & \frac{1}{25} & -\frac{3}{25} \\
\frac{1}{25} & -\frac{2}{25} & \frac{6}{25}
\end{array}\right) .
$$

According to Corollary 7.1.1, since $P^{-1}$ and $\left(P-N P^{-1} N\right)^{-1}$ are exist, the matrices $f_{1}$ and $f_{2}$ are computed as follows:

$$
\begin{gathered}
f_{1}=\left(P-N P^{-1} N\right)^{-1}=\left(\begin{array}{ccc}
-\frac{25}{272} & \frac{191}{544} & -\frac{11}{544} \\
\frac{141}{272} & -\frac{11}{544} & -\frac{25}{544} \\
-\frac{1}{272} & -\frac{25}{544} & \frac{141}{544}
\end{array}\right), \\
f_{2}=-f_{1} N P^{-1}=\left(\begin{array}{ccc}
\frac{9}{272} & -\frac{47}{544} & \frac{91}{544} \\
-\frac{29}{272} & \frac{91}{544} & \frac{9}{544} \\
\frac{33}{272} & \frac{9}{544} & -\frac{29}{544}
\end{array}\right) .
\end{gathered}
$$

Now to apply Theorem 7.3.1, $f_{1}-f_{2}, f_{1} m^{b}, f_{2} n^{b}, f_{1} \alpha^{b}, f_{2} \beta^{b}, f_{1} \beta^{b}$ and $f_{2} \alpha^{b}$ are computed:

$$
\begin{gathered}
f_{1}-f_{2}=\left(\begin{array}{ccc}
-\frac{1}{8} & \frac{7}{16} & -\frac{3}{16} \\
\frac{5}{8} & -\frac{3}{16} & -\frac{1}{16} \\
-\frac{1}{8} & -\frac{1}{16} & \frac{5}{16}
\end{array}\right), \\
f_{1} m^{b}=\left(\begin{array}{c}
-\frac{1209}{272} \\
-\frac{819}{272} \\
\frac{463}{272}
\end{array}\right), f_{2} n^{b}=\left(\begin{array}{c}
\frac{937}{272} \\
\frac{3}{272} \\
-\frac{191}{272}
\end{array}\right), \\
f_{1} \alpha^{b}=\left(\begin{array}{l}
\frac{2197}{544} \\
\frac{1927}{544} \\
\frac{621}{544}
\end{array}\right), f_{2} \beta^{b}=\left(\begin{array}{c}
\frac{1653}{544} \\
\frac{295}{544} \\
\frac{77}{544}
\end{array}\right) \text { and } f_{1} \beta^{b}=\binom{\frac{1961}{544}}{\frac{2627}{544}}, f_{2} \alpha^{b}=\left(\begin{array}{l}
\frac{123}{544} \\
\frac{873}{544} \\
\frac{451}{544}
\end{array}\right) .
\end{gathered}
$$

The three conditions in Theorem 7.3.1. are checked as follows
$i-\left(f_{1}-f_{2}\right) m^{b} \leq\left(f_{1}-f_{2}\right) n^{b}$,

$$
\left(f_{1}-f_{2}\right) m^{b}=\left(\begin{array}{c}
-\frac{49}{8} \\
-\frac{11}{8} \\
\frac{23}{8}
\end{array}\right) \text { and }\left(f_{1}-f_{2}\right) n^{b}=\left(\begin{array}{c}
-\frac{33}{8} \\
\frac{5}{8} \\
\frac{47}{8}
\end{array}\right) .
$$

Then,

$$
\left(\begin{array}{c}
-\frac{49}{8} \\
-\frac{11}{8} \\
\frac{23}{8}
\end{array}\right) \leq\left(\begin{array}{c}
-\frac{33}{8} \\
\frac{5}{8} \\
\frac{47}{8}
\end{array}\right)
$$

ii- $f_{1} \alpha^{b} \geq f_{2} \beta^{b}$,


Since the three conditions are satisfied, the solution of $L R-T F L S$ is a fuzzy solution.

Next, our approach is verified, where the sub vector solution $m^{x}, n^{x}, \alpha^{x}$ and $\beta^{x}$ are independently computed and providing similar solution in Allahviranloo et al. (2012b).

The sub vector solution $n^{x}$ is independently obtained using Equation (7.21a),

$$
m^{x}=f_{1} m^{b}+f_{2} n^{b}=\left(\begin{array}{c}
-\frac{1209}{272} \\
-\frac{819}{272} \\
\frac{463}{272}
\end{array}\right)+\left(\begin{array}{c}
\frac{937}{272} \\
\frac{3}{272} \\
-\frac{191}{272}
\end{array}\right)=\left(\begin{array}{c}
-1 \\
-3 \\
1
\end{array}\right) .
$$

The sub vector solution $n^{x}$ is independently obtained using Equation (7.21b),

$$
n^{x}=f_{2} m^{b}+f_{1} n^{b}=\left(\begin{array}{c}
-\frac{185}{272} \\
\frac{173}{272} \\
\frac{1407}{272}
\end{array}\right)+\left(\begin{array}{c}
\frac{457}{272} \\
-\frac{445}{272} \\
-\frac{319}{272}
\end{array}\right)=\left(\begin{array}{c}
1 \\
-1 \\
4
\end{array}\right)
$$

The sub vector solution $\alpha^{x}$ is independently obtained using Equation (7.21c),

$$
\alpha^{x}=f_{1} \alpha^{b}-f_{2} \beta^{b}=\left(\begin{array}{c}
\frac{2197}{544} \\
\frac{1927}{544} \\
\frac{621}{544}
\end{array}\right)-\left(\begin{array}{c}
\frac{1653}{544} \\
\frac{295}{544} \\
\frac{77}{544}
\end{array}\right)=\left(\begin{array}{l}
1 \\
3 \\
1
\end{array}\right) .
$$

The sub vector solution $\beta^{x}$ is independently obtained using Equation (7.21d),

$$
\beta^{x}=f_{1} \beta^{b}-f_{2} \alpha^{b}=\left(\begin{array}{c}
\frac{667}{544} \\
\frac{1961}{544} \\
\frac{2627}{544}
\end{array}\right)-\left(\begin{array}{l}
\frac{123}{544} \\
\frac{873}{544} \\
\frac{451}{544}
\end{array}\right)=\left(\begin{array}{l}
1 \\
2 \\
4
\end{array}\right) .
$$

Hence, the fuzzy solution $\tilde{X}$ is as follows,

$$
\tilde{X}=\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-1,1,1,1) \\
(-3,-1,3,2) \\
(1,4,1,4)
\end{array}\right) .
$$

Table 7.2 compares the proposed method with Allahviranloo et al. (2012b)'method in terms of existence of fuzzy solution, possibility of solution, method of solution and the size of the system.

Table 7.2
Comparison between the proposed method and Allahviranloo et al. (2012b) 'method.


The solution of $L R-T F L S$ is non fuzzy solution if one of the conditions in Theorem 7.3.1. is not satisfied. This motivated us to provide the approximation fuzzy solution. In Section 7.5, the approximated fuzzy solution is provided using a minimization problem.

The conditions for obtaining a fuzzy solution to $L R-T F L S$ are listed in Theorem 7.3.1. In order to complete the elaboration of the nature of the solution for $L R-T F L S$, in the next section, the consistency of the solution (fuzzy or non fuzzy) is
investigated to list the possibilities for the solution (i.e., unique solution, infinite number of solutions, no solution).

### 7.4 The Consistency of the Left Right-Trapezoidal Fuzzy Linear System

In this section, the consistency of the $L R-T F L S$ solution are checked, and the possibilities of the solution are classified.

Since the solution of $L R-T F L S$ is equivalent to the solution of $L R-A L S$, three cases for the solution of $L R$-TFLS can be studied according to the possibilities of the solution of the $L R-A L S$. They are unique solution, infinite number of solutions, no solution:

Case 1: Unique solution.
If $|T| \neq 0$, then $T$ is invertible. Thus, $T X=B$ provides a unique solution $X=T^{-1} B$, then $L R-T F L S$ has a unique solution.

Case 2: Infinite number of solutions.r siti Utara Malaysia
If $|T|=0$ and $m=\operatorname{rank}(T)=\operatorname{rank}(T: B), m<4 n$, then $T X=B$ provides infinite number of solutions. In this case, fuzzy row reduced echelon method is applied to provide infinite number of solutions.

Case 3: No solution.
If $|T|=0$ and $\operatorname{rank}(T)<\operatorname{rank}(T: B)$, then $T X=B$ has no solution.
Previous examples in this chapter illustrated the unique solution based on Case 1. In the next method, we show the efficiency of the $L R-A L S$ in producing a general form solution based on Case 2, where infinite number of solutions exist.

## Fuzzy Row Reduced Echelon Method

In this section, the fuzzy row reduced echelon method is proposed to solve $L R-T F L S$ where $|T|=0$ or $T$ is rectangle. So, infinitely many solutions can be found whenever it exist. The method consist of three steps:

Step 1 Computing the $\operatorname{rank}(T)$ and $\operatorname{rank}(T: B)$. Based on Case 2, if $\operatorname{rank}(S)=\operatorname{rank}(S: B)=m$, the system has infinitely many solutions.

Step 2 Transforming the $L R-A L S$ in Equation (7.20) to $4 n$ linear equations. Then, simplifying it to $m$ linear equation.

Step 3 Solving $m$ linear equations with positive fuzzy inequalities,

$$
\left\{\begin{array}{l}
m_{i}^{x} \leq n_{i}^{x},  \tag{7.22}\\
\alpha_{i}^{x} \geq 0, \\
\beta_{i}^{x} \geq 0, \quad \forall i=1,2, \ldots, n .
\end{array}\right.
$$

The next example illustrates the fuzzy row reduced echelon method where the fuzzy system has an infinitely many solutions. This example uses the same example in Allahviranloo et al. (2013). The proposed method provides a different solution sets for infinitely many solutions for the original work in Allahviranloo et al. (2013). We observe that Allahviranloo et al. (2013)'solution set is shown as a subset of a solution set using the proposed method.

Example 7.4.1. Allahviranloo et al. (2013) consider the following $L R-T F L S$,

$$
\left\{\begin{array}{l}
1 \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-1 \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(1,2,3) \\
1 \otimes\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus 1 \otimes\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(3,3,2)
\end{array}\right.
$$

The system may be written in the following matrix form:

$$
\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \otimes\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=\binom{(1,2,3)}{(3,3,2)} .
$$

The system may be written in the matrix form $A \otimes \tilde{X}=\tilde{B}$ in trapezoidal fuzzy numbers:

$$
\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(1,1,2,3)}{(3,3,3,2)} .
$$

Using Equation (7.20),

$$
\left(\begin{array}{cccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \cup 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
m_{1}^{x} \\
m_{2}^{x} \\
n_{1}^{x} \\
n_{2}^{x} \\
\alpha_{1}^{x} \\
\alpha_{2}^{x} \\
\beta_{1}^{x} \\
\beta_{2}^{x}
\end{array}\right)=\left(\begin{array}{c}
1 \\
3 \\
1 \\
3 \\
2 \\
3 \\
3 \\
2
\end{array}\right) .
$$

However, the linear system is reduced to obtain infinite number of solutions.
Using Step 1,

$$
T=\left(\begin{array}{cccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

$$
\begin{gathered}
\rightarrow\left(\begin{array}{cccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \operatorname{rank}(T)=6, \\
(T: B)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 3 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 2
\end{array}\right) \\
\rightarrow\left(\begin{array}{ccccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \operatorname{rank}(T: B)=6,
\end{gathered}
$$

because $\operatorname{rank}(T)=\operatorname{rank}(T: B)=6$, where $4 n=8,6 \leq 8$. The Tinear system provides infinite number of solutions.

Using Step 2, $L R-A L S$ is transformed to eight linear equations,

$$
\left\{\begin{array}{l}
m_{1}^{x}-n_{2}^{x}=1 \\
m_{1}^{x}+m_{2}^{x}=3 \\
-m_{2}^{x}+n_{1}^{x}=1 \\
n_{1}^{x}+n_{2}^{x}=3 \\
\alpha_{1}^{x}+\beta_{2}^{x}=2 \\
\alpha_{1}^{x}+\alpha_{2}^{x}=3 \\
\alpha_{2}^{x}+\beta_{1}^{x}=3 \\
\beta_{1}^{x}+\beta_{2}^{x}=2
\end{array}\right.
$$

The eight linear equations can be reduced to six linear equations,


Using Step 3, we reduce the six linear equations using fuzzy inequality for trapezoidal fuzzy number in Equation (7.22). Hence, the general form solution is obtained as follows:

$$
\tilde{X}_{g}=\binom{\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(2,2, \theta, \theta)}{(1,1,3-\theta, 2-\theta)}, \theta \in[0,2] .
$$

The original system is $L R-F L S$, so $m_{1}^{x}=n_{1}^{x}$ and $m_{2}^{x}=n_{2}^{x}$, then we get,

$$
\tilde{X}_{g}=\binom{\left(m_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(2, \theta, \theta)}{(1,3-\theta, 2-\theta)}, \theta \in[0,2] .
$$

Meanwhile, the interval solution in Allahviranloo et al. (2013) cannot exceed $\lambda \in[0,1]$ because the solution was constructed through a convex set.

$$
\tilde{X}_{\text {allv }}=\binom{\lambda(2,1,1)+(1-\lambda)(2,2,2)}{\lambda(1,2,1)+(1-\lambda)(1,1,0)}=\binom{(2,2-\lambda, 2-\lambda)}{(1,1+\lambda, \lambda)}, \lambda \in[0,1] .
$$

It can be showed the solution set for infinitely many solutions in Allahviranloo et al. (2012b) is subset of solution set for infinitely many solutions in the proposed method, is as follows:

Suppose $2-\lambda=\theta$, then

$$
\binom{(2, \theta, \theta)}{(1,1+2-\theta, 2-\theta)}=\binom{(2, \theta, \theta)}{(1,3-\theta, 2-\theta)}=\tilde{X}_{\text {allv }}, \quad \theta \in[1,2] .
$$

Thus, the solution of Allahviranloo et al. (2013) cannot provide all the particular solutions such as $\tilde{X}_{1}$ where $\theta=0$,


## The verifications of solution $\widetilde{X}_{1}$

$$
\left\{\begin{array}{c}
(1) \otimes(2,0,0) \oplus(-1) \otimes(1,3,2)=(2,0,0) \oplus(-1,2,3)=(1,2,3), \\
(1) \otimes(2,0,0) \oplus(1) \otimes(1,3,2)=(2,0,0) \oplus(1,3,2)=(3,3,2) .
\end{array}\right.
$$

Moreover, the method of Allahviranloo et al. (2013) cannot determine if the solution is infinite or unique prior to obtaining the final solution.

Table 7.3 shows the comparison between the proposed method and Allahviranloo et al. (2012b)'method, in terms of existence of fuzzy solution, possibility of solution, solution set of infinity many solution and method of solution.

Table 7.3
Comparison between the proposed method and Allahviranloo et al. (2012b)'method.


The next example illustrates Case 3, when the $L R-T F L S$ has no solution.

Example 7.4.2. Consider the following $L R-T F L S$ :

$$
\left\{\begin{array}{l}
-1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-1 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(2,7,6,6) \\
-3\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus 3 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)=(-7,1,11,11)
\end{array}\right.
$$

The system may be written in the matrix form $A \otimes \tilde{X}=\tilde{B}$ in trapezoidal fuzzy numbers:

$$
\left(\begin{array}{cc}
-1 & -1 \\
-3 & 3
\end{array}\right) \otimes\binom{\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right)}=\binom{(2,7,6,6)}{(-7,1,11,11)}
$$

Using Equation (7.20),
$\left(\begin{array}{ccccccccc}0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 3 & -3 & 0 & 0 & 0 & 0 & 0 \\ -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -3 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 3 & 3 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 3 & 0 & 0 & 3\end{array}\right)\left(\begin{array}{c}m_{1}^{x} \\ m_{2}^{x} \\ n_{1}^{x} \\ n_{2}^{x} \\ \alpha_{1}^{x} \\ \alpha_{2}^{x} \\ \beta_{1}^{x} \\ \beta_{2}^{x}\end{array}\right)=\left(\begin{array}{c}2 \\ -7 \\ 7 \\ 1 \\ 6 \\ 11 \\ \frac{1}{s} \\ 11\end{array}\right)$,
then,

$$
T=\left(\begin{array}{cccccccc}
0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 3 & -3 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 3 & 3 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0 & 0 & 3
\end{array}\right)
$$

$$
\begin{gathered}
\rightarrow\left(\begin{array}{cccccccc}
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \operatorname{rank}(T)=6, \\
\\
(T: B)=\left(\begin{array}{cccccccc}
0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 3 & -3 & 0 & 0 & 0 & 0 & 0 \\
-7 \\
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\
1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
6 \\
0 & 0 & 0 & 0 & 0 & 3 & 3 & 0 \\
11 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0 & 3 & 0 & 0 & 3 \\
11
\end{array}\right) \\
\\
\left(\begin{array}{llllllll}
1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \operatorname{rank}(T: B)=7 .
\end{gathered}
$$

Given that $\operatorname{rank}(T)<\operatorname{rank}(T: B)$, according to Case 3, the $\overline{L R-T F L S}$ contains no unique solution.

The next section provides the approximation fuzzy solution of $L R$ - $T F L S$. If the exact solution is non fuzzy based on Theorem 7.3.1, a minimization problem is proposed using $L P$ approach.

### 7.5 Approximate Solution in the Case of Non fuzzy Solution

In this section, an minimization problem is presented to obtain the nearest fuzzy solution where the exact solution is non fuzzy.

The next lemma is used to provide a minimization function in optimization problem.

Lemma 7.5.1. If $x_{1}, x_{2}, x_{3}$ and $x_{4}$ are arbitrary real numbers, then

$$
\sqrt{\frac{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}{4}} \leq \frac{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}{2} .
$$

Proof. Given

$$
\begin{gathered}
\left(\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|\right)^{2}=\left|x_{1}\right|^{2}+2\left|x_{2}\right|\left|x_{1}\right|+2\left|x_{3}\right|\left|x_{1}\right|+2\left|x_{4}\right|\left|x_{1}\right|+\left|x_{2}\right|^{2}+ \\
\left|x_{3}\right|^{2}+\left|x_{4}\right|^{2}+2\left|x_{2}\right|\left|x_{3}\right|+2\left|x_{2}\right|\left|x_{4}\right|+2\left|x_{3}\right|\left|x_{4}\right|
\end{gathered}
$$

then

$$
\left(\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\left|x_{4}\right|^{2}\right) \leq\left(\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|\right)^{2}
$$

$$
\frac{x_{1}{ }^{2}+x_{2}^{2}+x_{3}{ }^{2}+x_{4}{ }^{2}}{4}=\frac{\left(\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\left|x_{4}\right|^{2}\right)}{4}
$$

$$
\leq \frac{\left(\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|\right)^{2}}{4}
$$

Thus,

$$
\begin{align*}
& \sqrt{\frac{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}{4}} \leq \sqrt{\frac{\left(\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|\right)^{2}}{4}} \\
& =\frac{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}{2}
\end{align*}
$$

Using the distance metric function in Definition 2.2.14. we provide a function that will be used in constructing the optimization problem in next theorem.

Theorem 7.5.1. If $\tilde{A}=\left(m_{1}, n_{1}, \alpha_{1}, \beta_{1}\right), \tilde{B}=\left(m_{2}, n_{2}, \alpha_{2}, \beta_{2}\right)$ are two trapezoidal fuzzy numbers, then

$$
d(\tilde{A}, \tilde{B}) \leq T d(\tilde{A}, \tilde{B})
$$

where

$$
\begin{aligned}
& \operatorname{Td}(\tilde{A}, \tilde{B})= \\
& \frac{\left|m_{1}-m_{2}-\alpha_{1}+\alpha_{2}\right|+\left|n_{1}-n_{2}+\beta_{1}-\beta_{2}\right|+\left|m_{1}-m_{2}\right|+\left|n_{1}-n_{2}\right|}{2}
\end{aligned}
$$

## Proof.

$$
\begin{aligned}
& \quad d^{2}(\tilde{A}, \tilde{B})= \\
& \frac{\left[\left(m_{1}-m_{2}\right)-\left(\alpha_{1}-\alpha_{2}\right)\right]^{2}+\left[\left(n_{1}-n_{2}\right)+\left(\beta_{1}-\beta_{2}\right)\right]^{2}+\left(m_{1}-m_{2}\right)^{2}+\left(n_{1}-n_{2}\right)^{2}}{4} \\
& \quad=\frac{\left[m_{1}-m_{2}-\alpha_{1}+\alpha_{2}\right]^{2}+\left[n_{1}-n_{2}+\beta_{1}-\beta_{2}\right]^{2}+\left(m_{1}-m_{2}\right)^{2}+\left(n_{1}-n_{2}\right)^{2}}{4} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \quad d(\tilde{A}, \tilde{B})= \\
& =\sqrt{\frac{\left[m_{1}-m_{2}-\alpha_{1}+\alpha_{2}\right]^{2}+\left[n_{1}-n_{2}+\beta_{1}-\beta_{2}\right]^{2}+\left(m_{1}-m_{2}\right)^{2}+\left(n_{1}-n_{2}\right)^{2}}{4}} . \\
& \text { Suppose that } \\
& x_{1}=\left(m_{1}-m_{2}-\alpha_{1}+\alpha_{2}\right), \quad x_{2}=\left(n_{1}-n_{2}+\beta_{1}-\beta_{2}\right) \quad x_{3}=\left(m_{1}-m_{2}\right) \quad \text { and } \\
& x_{4}=\left(n_{1}-n_{2}\right), \text { then } d(\tilde{A}, \tilde{B}) \text { is equal }
\end{aligned}
$$

$$
d(\tilde{A}, \tilde{B})=\sqrt{\frac{x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}+x_{4}{ }^{2}}{4}} .
$$

Using Lemma 7.5.1,

$$
d(\tilde{A}, \tilde{B})=\sqrt{\frac{x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}+x_{4}{ }^{2}}{4}} \leq \frac{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}{2}
$$

Thus,

$$
d(\tilde{A}, \tilde{B}) \leq \frac{\left|m_{1}-m_{2}-\alpha_{1}+\alpha_{2}\right|+\left|n_{1}-n_{2}+\beta_{1}-\beta_{2}\right|+\left|m_{1}-m_{2}\right|+\left|n_{1}-n_{2}\right|}{2}
$$

hence,

$$
d(\tilde{A}, \tilde{B}) \leq T d(\tilde{A}, \tilde{B})
$$

Next section provides the optimization problem which can provide the approximation fuzzy solutions, in case the exact solution is non fuzzy.

## Optimization Problem for Non fuzzy Solution

Based on Theorem 7.3.1, if one condition is not satisfied, the solution of $L R-T F L S$ is a non fuzzy solution. In this case, in this section, we construct an Minimization problem in order to obtain the nearest approximation fuzzy solution.

If the $L R$-TFLS has a non fuzzy solution, the Minimization problem is constructed as follows. Suppose $\tilde{y}_{i}=\left(m_{y_{i}}, n_{y_{i^{\prime}}} \alpha_{y_{i^{\prime}}}, \beta_{y_{i}}\right)$ : the minimization function $Z$ is

$$
\begin{equation*}
\text { Minimize } \quad Z=\sum_{i=1}^{n} \operatorname{Td}\left(\tilde{y}_{i}, \tilde{b}_{i}\right) \text {. } \tag{7.23}
\end{equation*}
$$

Using Equations (7.15a), (7.15b), (7.15c) and (7.15d), the constrains for subject are provided as follows:

$$
\begin{align*}
& \sum_{j=1}^{n}\left(a_{i, j}^{+} m_{j}^{x}+a_{i, j}^{-} n_{j}^{x}\right)=m_{y_{i^{\prime}}}  \tag{7.24a}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} n_{j}^{x}+a_{i, j}^{-} m_{j}^{x}\right)=n_{y_{i^{\prime}}}  \tag{7.24b}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} \alpha_{j}^{x}-a_{i, j}^{-} \beta_{j}^{x}\right)=\alpha_{y_{i^{\prime}}}  \tag{7.24c}\\
& \sum_{j=1}^{n}\left(a_{i, j}^{+} \beta_{j}^{x}-a_{i, j}^{-} \alpha_{j}^{x}\right)=\beta_{y_{i^{\prime}}} \tag{7.24d}
\end{align*}
$$

$$
\left\{\begin{align*}
0 & \leq \alpha_{i}^{x}, \alpha_{y_{i}}  \tag{7.25}\\
& 0 \leq \beta_{i}^{x}, \beta_{y_{i}} \\
m_{i}^{x} & \leq n_{i}^{x}, m_{y_{i}} \leq n_{y_{i}} \quad \forall i=1,2, \ldots, n .
\end{align*}\right.
$$

Solving the minimization problem provides the approximation fuzzy solution $\tilde{x}_{i}=\left(m_{i}^{x}, n_{i}^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right), i=1, \ldots, n$ for $L R-T F L S$.

Allahviranloo et al. (2012a) illustrated an example that contains a non fuzzy solution. They used a minimization problem for symmetric solution only. The existence of a fuzzy solution is investigated using Theorem 7.2.1 to show that $L R$-TFLS does not have an exact fuzzy solution. However, the exact non fuzzy solution is provided using the equivalent linear system in Equation (7.20). Then, we use the proposed minimization problem to provide the nearest approximation symmetric and non symmetric fuzzy solution. The distance metric in Definition 2.2,14. is used to show that our solution is nearer than that of Allahviranloo et al. (2012a). The verification solution is provided.

Example 7.5.1. Consider the following $L R-T F L S$ (Allahviranloo et al. 2012a),

$$
\left\{\begin{aligned}
1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-2 & \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& =(-4,1,5,5), \\
-1 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus-1 & \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& =(-5,-2,4,4), \\
-2 \otimes\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \oplus & 1 \otimes\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \oplus 1 \otimes\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right) \\
& (-2,-1,6,6) .
\end{aligned}\right.
$$

where $\tilde{x}_{i}=\left(m_{i}^{x}, n_{i}{ }^{x}, \alpha_{i}^{x}, \beta_{i}^{x}\right), i=1, \ldots, 3$ are arbitrary trapezoidal fuzzy numbers.

In matrix form $A \otimes \tilde{X}=\tilde{B}$ :

$$
\left(\begin{array}{ccc}
1 & -2 & 1 \\
-1 & -1 & 1 \\
-2 & 1 & 1
\end{array}\right) \otimes\left(\begin{array}{c}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(-4,1,5,5) \\
(-5,-2,4,4) \\
(-2,-1,6,6)
\end{array}\right) .
$$

Using Theorem 7.3.1, we check whether or not the solution is fuzzy prior to solving:

$$
\begin{gathered}
N=\left(\begin{array}{ccc}
0 & -2 & 0 \\
-1 & -1 & 0 \\
-2 & 0 & 0
\end{array}\right) \text { and } P=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right), \text { then } P^{-1}=\left(\begin{array}{lll}
1 & -1 & 0 \\
0 & -1 & 1 \\
0 & 1 & 0
\end{array}\right), \\
f_{1}=\left(\begin{array}{lll}
\frac{1}{3} & -1 & \frac{2}{3} \\
\frac{2}{3} & -1 & \frac{1}{3} \\
0 & 1 & 0
\end{array}\right), f_{2}=\left(\begin{array}{ccc}
\frac{1}{3} & 0 & -\frac{1}{3} \\
-\frac{1}{3} & 0 & \frac{1}{3} \\
1 & -2 & 1
\end{array}\right), \\
f_{1}-f_{2}=\left(\begin{array}{ccc}
0 & -1 & 1 \\
1 & -1 & 0 \\
-1 & 3 & -1
\end{array}\right), \\
\left(f_{1}-\left(\begin{array}{c}
1 \\
3 \\
-6
\end{array}\right) \text { and }\left(f_{1}-f_{2}\right) m^{b}=\left(\begin{array}{c}
3 \\
1 \\
-9
\end{array}\right),\right. \\
\left.\left.f_{2}\right) n^{b}=f_{2}\right) n^{b}+\left(f_{1}-f_{2}\right) m^{b}=\left(\begin{array}{c}
-2 \\
2 \\
3
\end{array}\right) . \mid a y \text { sia }
\end{gathered}
$$

Given that $\left(f_{1}-f_{2}\right) n^{b}-\left(f_{1}-f_{2}\right) m^{b}$ has a negative entry -2 , then

$$
\left(f_{1}-f_{2}\right) m^{b} \nsubseteq\left(f_{1}-f_{2}\right) n^{b}
$$

hence, the exact solution is non fuzzy. We can enhance that using the equivalent linear system in Equation (7.20), the exact solution is not a fuzzy solution because $m_{1}^{x} \nsubseteq n_{1}^{x}$,

$$
\tilde{X}=\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(3,1,2,2) \\
(1,3,1,1) \\
(-1,2,1,1)
\end{array}\right) .
$$

Now, we can find the nearest approximation that is a symmetric and non symmetric fuzzy as follows,

## Minimize

$$
\begin{aligned}
& Z=\frac{1}{2}\left(\left|-\alpha_{y_{1}}-n_{y_{1}}+6\right|+\left|-m_{y_{1}}+\beta_{y_{1}}-9\right|+\left|-m_{y_{1}}-4\right|+\left|1-n_{y_{1}}\right|\right) \\
& +\frac{1}{2}\left(\left|-\alpha_{y_{2}}-n_{y_{2}}+2\right|+\left|-m_{y_{2}}+\beta_{y_{2}}-9\right|+\left|-m_{y_{2}}-5\right|+\left|-n_{y_{2}}-2\right|\right)+ \\
& +\frac{1}{2}\left(\left|-\alpha_{y_{3}}-n_{y_{3}}+5\right|+\left|-m_{y_{3}}+\beta_{y_{3}}-8\right|+\left|-m_{y_{3}}-2\right|+\left|-n_{y_{3}}-1\right|\right) .
\end{aligned}
$$

The subject is

$$
\left\{\begin{aligned}
& m_{1}^{x}+m_{3}^{x}-2 \alpha_{1}^{x}=m_{y_{1}^{\prime}} \\
& m_{3}^{x}-m_{4}^{x}-\alpha_{1}^{x}=m_{y_{2^{\prime}}} \\
& m_{2}^{x}+m_{3}^{x}-2 m_{4}^{x}=m_{y_{3^{\prime}}} \\
&-2 m_{2}^{x}+m_{4}^{x}+\alpha_{2}^{x}=n_{y_{1^{\prime}}} \\
&-m_{1}^{x}-m_{2}^{x}+\alpha_{2}^{x}=n_{y_{2^{\prime}}} \\
& \text { niversiti Utara Malaysia } \\
&-2 m_{1}^{x}+\alpha_{1}^{x}+\alpha_{2}^{x}=n_{y_{3^{\prime}}} \\
& \alpha_{3}^{x}+\beta_{1}^{x}+2 \beta_{3}^{x}=\alpha_{y_{1^{\prime}}} \\
& \beta_{1}^{x}+\beta_{2}^{x}+\beta_{3}^{x}=\alpha_{y_{2^{\prime}}} \\
& \alpha_{4}^{x}+\beta_{1}^{x}+2 \beta_{2}^{x}=\alpha_{y_{3^{\prime}}} \\
& 2 \alpha_{4}^{x}+\beta_{2}^{x}+\beta_{4}^{x}=\beta_{y_{1^{\prime}}} \\
& \alpha_{3}^{x}+\alpha_{4}^{x}+\beta_{4}^{x}=\beta_{y_{1^{\prime}}} \\
& 2 \alpha_{3}^{x}+\beta_{3}^{x}+\beta_{4}^{x}=\beta_{y_{1}} .
\end{aligned}\right.
$$

where, $\alpha_{i}^{x}, \beta_{i}^{x}, \alpha_{y_{i}}, \beta_{y_{i}} \geq 0$ and $m_{i}^{x} \geq n_{i}^{x}, n_{y_{i}} \geq m_{y_{i}}$ for $i=1, \ldots, 3$.

The minimization problem is solved in two cases (symmetric and non symmetric solution).

## Case 1: Symmetric approximate solution $\widetilde{X}_{s}$

For the symmetric solution $\tilde{X}_{s}$, we add $\alpha_{y_{i}}=\beta_{y_{i}}, \alpha_{i}^{x}=\beta_{i}^{x}$ for $i=1, \ldots, 3$, to the subject. Then,

$$
\begin{gathered}
Z=1, \\
m_{1}^{x}=2, n_{1}^{x}=2, \alpha_{1}^{x}=1, \beta_{1}^{x}=1, m_{2}^{x}=\frac{3}{4}, n_{2}^{x}=\frac{13}{4}, \alpha_{2}^{x}=\frac{3}{4}, \beta_{2}^{x}=\frac{3}{4}, m_{3}^{x}=\frac{1}{2}, n_{3}^{x} \\
=\frac{1}{2}, \alpha_{3}^{x}=\frac{5}{2}, \beta_{3}^{x}=\frac{5}{2} . \\
m_{y_{1}}=-4, n_{y_{1}}=1, \alpha_{y_{1}}=5, \beta_{y_{1}}=5, m_{y_{2}}=-\frac{19}{4}, n_{y_{2}}=-\frac{9}{4}, \alpha_{y_{2}}=\frac{17}{4}, \beta_{y_{2}} \\
\left.=\frac{17}{4}, m_{y_{3}=-\frac{11}{4}, n_{y_{3}}=-\frac{1}{4}, \alpha_{y_{3}}=\frac{21}{4}, \beta_{y_{3}}=\frac{21}{4} .}^{\binom{\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right)}{\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)}} \begin{array}{l}
\left(2,2,1, \frac{1}{2}\right) \\
\left.\left.\left(\frac{3}{2}, \frac{13}{4}, \frac{3}{4}, \frac{3}{4}\right)\right) y \operatorname{sia}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(\frac{1}{2}, \frac{5}{2}\right)
\end{array}\right)
\end{gathered}
$$

and $A \otimes \tilde{X}_{s}=\tilde{B}_{s}$, where $\tilde{B}_{s}$ is

$$
\tilde{B}_{s}=\left(\begin{array}{l}
\left(m_{y_{1}}, n_{y_{1}}, \alpha_{y_{1}}, \beta_{y_{1}}\right) \\
\left(m_{y_{2}}, n_{y_{2}}, \alpha_{y_{2}}, \beta_{y_{2}}\right) \\
\left(m_{y_{3}}, n_{y_{3}}, \alpha_{y_{3}}, \beta_{y_{3}}\right)
\end{array}\right)=\left(\begin{array}{c}
(-4,1,5,5) \\
\left(-\frac{19}{4},-\frac{9}{4}, \frac{17}{4}, \frac{17}{4}\right) \\
\left(-\frac{11}{4},-\frac{1}{4}, \frac{21}{4}, \frac{21}{4}\right)
\end{array}\right) .
$$

By comparing the distance metric function in Definition 2.2.14. with the right side fuzzy vector:

$$
\begin{gathered}
\tilde{B}=\left(\begin{array}{c}
(-4,1,5,5) \\
(-5,-2,4,4) \\
(-2,-1,6,6)
\end{array}\right) . \\
D_{2}\left(\tilde{B}_{s}, \tilde{B}\right)=\sqrt{\left(\frac{1}{4 \sqrt{2}}\right)^{2}+\left(\frac{3}{4 \sqrt{2}}\right)^{2}}=0.559017 .
\end{gathered}
$$

## Verification of the solution of $\widetilde{X}_{s}$

$$
\left\{\begin{array}{c}
(1) \otimes(2,2,1,1) \oplus(-2) \otimes\left(\frac{3}{4}, \frac{13}{4}, \frac{3}{4}, \frac{3}{4}\right) \oplus(1) \otimes\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right) \\
=(2,2,1,1) \oplus\left(-\frac{13}{2},-\frac{3}{2}, \frac{3}{2}, \frac{3}{2}\right) \oplus\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right)=(-4,1,5,5), \\
(-1) \otimes(2,2,1,1) \oplus(-1) \otimes\left(\frac{3}{4}, \frac{13}{4}, \frac{3}{4}, \frac{3}{4}\right) \oplus(1) \otimes\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right) \\
=(-2,-2,1,1) \oplus\left(-\frac{13}{4},-\frac{3}{4}, \frac{3}{4}, \frac{3}{4}\right) \oplus\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right)=\left(-\frac{19}{4},-\frac{9}{4}, \frac{17}{4}, \frac{17}{4}\right), \\
\quad(-2) \otimes(2,2,1,1) \oplus(1) \otimes\left(\frac{3}{4}, \frac{13}{4}, \frac{3}{4}, \frac{3}{4}\right) \oplus(1) \otimes\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right) \\
=(-4,-4,2,2) \oplus\left(\frac{3}{4}, \frac{13}{4}, \frac{3}{4}, \frac{3}{4}\right) \oplus\left(\frac{1}{2}, \frac{1}{2}, \frac{5}{2}, \frac{5}{2}\right)=\left(-\frac{11}{4},-\frac{1}{4}, \frac{21}{4}, \frac{21}{4}\right) .
\end{array}\right.
$$

Case 2: Non symmetric approximate solution $\widetilde{\boldsymbol{X}}_{\boldsymbol{n}}$
To obtain the non symmetrical solution $\tilde{X}_{n s}$, we omit $\alpha_{y_{i}}=\beta_{y_{i}}, \alpha_{i}^{x}=\beta_{i}^{x}$ for $i=1, \ldots, 3$, then,

$$
\tilde{X}_{n s}=\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
\left(\frac{25}{12}, \frac{25}{12}, \frac{13}{12}, \frac{11}{12}\right) \\
\left(\begin{array}{cccc}
\frac{11}{12} & \frac{41}{12} & \frac{11}{12} & \frac{7}{12}
\end{array}\right) \\
\left(\frac{3}{4}\right. \\
\frac{3}{4}
\end{array} \frac{11}{4} \frac{9}{4}\right),
$$

and $A \otimes \tilde{X}_{n s}=\tilde{B}_{n s}$, where $\tilde{B}_{n s}$ is

$$
\tilde{B}_{n s}=\left(\begin{array}{c}
\left(m_{y_{1}}, n_{y_{1}}, \alpha_{y_{1}}, \beta_{y_{1}}\right) \\
\left(m_{y_{2}}, n_{y_{2}}, \alpha_{y_{2}}, \beta_{y_{2}}\right) \\
\left(m_{y_{3}}, n_{y_{3}}, \alpha_{y_{3}}, \beta_{y_{3}}\right)
\end{array}\right)=\left(\begin{array}{c}
(-4,1,5,5) \\
\left(-\frac{19}{4},-\frac{9}{4}, \frac{17}{4}, \frac{17}{4}\right) \\
\left(-\frac{5}{2}, 0, \frac{11}{2}, 5\right)
\end{array}\right) .
$$

Using the metric function in Definition 2.2.14, we get

$$
D_{2}\left(\tilde{B}_{n s}, \tilde{B}\right)=\sqrt{0+\left(\frac{1}{4 \sqrt{2}}\right)^{2}+\left(\frac{\sqrt{5}}{4}\right)^{2}}=0.586302
$$

Verification of the solution of $\widetilde{X}_{n s}$

$$
\left\{\begin{array}{r}
(1) \otimes\left(\frac{25}{12}, \frac{25}{12}, \frac{13}{12}, \frac{11}{12}\right) \oplus(-2) \otimes\left(\frac{11}{12}, \frac{41}{12}, \frac{11}{12}, \frac{7}{12}\right) \oplus(1) \\
\otimes\left(\frac{3}{4}, \frac{3}{4}, \frac{11}{4}, \frac{9}{4}\right)=\left(\frac{25}{12}, \frac{25}{12}, \frac{13}{12}, \frac{11}{12}\right) \oplus\left(-\frac{41}{6},-\frac{11}{6}, \frac{7}{6}, \frac{11}{6}\right) \oplus\left(\frac{3}{4}, \frac{3}{4}, \frac{11}{4}, \frac{9}{4}\right) \\
=(-4,1,5,5), \\
\otimes(-1) \otimes\left(\frac{25}{12}, \frac{25}{12}, \frac{13}{12}, \frac{11}{12}\right) \oplus(-1) \otimes\left(\frac{11}{4}, \frac{41}{4}, \frac{9}{4}\right)=\left(-\frac{25}{12},-\frac{25}{12}, \frac{11}{12}, \frac{13}{12}\right) \oplus\left(-\frac{41}{12},-\frac{11}{12}, \frac{7}{12}, \frac{11}{12}\right) \oplus\left(\frac{3}{4}, \frac{3}{4}, \frac{11}{4}, \frac{9}{4}\right) \\
=\left(-\frac{19}{4},-\frac{9}{4}, \frac{17}{4}, \frac{17}{4}\right), \\
=\left(-\frac{5}{2}, 0, \frac{11}{2}, 5\right) . \\
237
\end{array}\right.
$$

According to Allahviranloo et al. (2012a), the nearest approximation symmetric fuzzy solution is

$$
\tilde{X}_{v}=\left(\begin{array}{l}
\left(m_{1}^{x}, n_{1}^{x}, \alpha_{1}^{x}, \beta_{1}^{x}\right) \\
\left(m_{2}^{x}, n_{2}^{x}, \alpha_{2}^{x}, \beta_{2}^{x}\right) \\
\left(m_{3}^{x}, n_{3}^{x}, \alpha_{3}^{x}, \beta_{3}^{x}\right)
\end{array}\right)=\left(\begin{array}{c}
(2,2,2,2) \\
(0.8333,3.1667,1,1) \\
(0.5,0.5,1,1)
\end{array}\right),
$$

and $A \otimes \tilde{X}_{v}=\tilde{B}_{v}$, where $\tilde{B}_{v}$ is

$$
\tilde{B}_{v}=\left(\begin{array}{c}
(-3.8334,0.8334 ; 5,5) \\
(-4.6667,-2.3333,4,4) \\
(-2.6667,-0.3333,6,6)
\end{array}\right) .
$$

Using the metric function in Definition 2.2.14,

$$
D_{2}\left(\tilde{B}_{v}, \tilde{B}\right)=\sqrt{(0.16659)^{2}+(0.33329)^{2}+(0.6667)^{2}}=0.763756 .
$$

Figures 7.1, 7.2 and 7.3 show the three right-hand sides $\tilde{B}_{v}, \widetilde{B}_{s}$ and $\tilde{B}_{n s}$ which are obtained from the three solutions $\tilde{X} v, \tilde{X} s$, and $\tilde{X} n s$, respectively, with the left hand side $\tilde{B}$ of $L R$-TFLS.


Figure 7.1. Comparison between $\tilde{B}$ and symmetric $\tilde{B}_{s}$ using the proposed method.


Figure 7.2. Comparison between $\tilde{B}$ and non symmetric $\tilde{B}_{n s}$ using the proposed method.
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Figure 7.3. Comparison of $\tilde{B}$ and the $\tilde{B} v$ in Allahviranloo et al. (2012a)'approximation.

Table 7.4 shows the comparison between the proposed method and Allahviranloo et al. (2012a)'method, in terms of distance metric function for symmetric solution, distance metric function for non symmetric solution, non fuzzy solution and existence of fuzzy solution and possibility of solution.

Table 7.4
Comparison between the proposed method and Allahviranloo et al. (2012a) 'method.


As shown in Table 7.4, the proposed method provided more than nearer approximation symmetric fuzzy solution that of Allahviranloo et al. (2012a). In addition, the proposed method provides an approximation symmetric fuzzy solution and the exact non fuzzy solution, which are not provided in Allahviranloo et al. (2012a). In addition, the possibility and existence of fuzzy solution are investigated in the proposed method, before solving the system, while, in Allahviranloo et al. (2012a), these are not investigated.

### 7.6 Conclusion and Contributions

This chapter studied the $L R$-TFLF in trapezoidal fuzzy numbers that is an extension of $F L S$ in particular form and $L R-F L S$ in triangular fuzzy numbers. An associated linear system which is equivalent to $L R-T F L S$ was derived.

We can summarize the finding in this chapter by the following contributions:
1- Obtain the fuzzy solution of $L R-T F L S$ without fuzzy operation.
2- The nature of the solution of $L R-T F L S$ is distinguished for fuzziness of solution and possibilities of the solution.

3- Provide the sufficient and necessary conditions of $L R-T F L S$ needed to have a fuzzy solution based on the fuzziness of the solution.

4- Classify the possibilities of the solution (i.e. unique solution, infinite number of solutions, no solution).

5- Obtain the nearest approximation fuzzy solution using a minimization problem when the exact solution is non fuzzy. ti Utara Malaysia

## CHAPTER EIGHT

## CONCLUSION

This section presents the summary of this study. A conclusion of the whole study is introduced. Also, the main contributions are provided. Lastly, the suggestions of future works are presented.

### 8.1 Conclusion of the Study

Many researchers have conducted studies on methods for solving fuzzy system but few studies have attempted to construct methods by associated linear systems, whereby most methods employed $L P$ technique for solving linear system. Moreover, the methods avoid dealing with near zero. In addition, because of the complexity of fuzzy operation in mentioned previous studies, they restricted the systems only for $n=2$ or 3 .

Thus, this study attempts to develop methods that did not rely on $L P, N L P$ or without fuzzy operation, no restrictions employed to the developed methods. Most of the constructed methods in this study can use the classical linear system. Since no complexity on operation occur, we manage to solve large fuzzy systems such as $n=10$. Besides, in the case of solving non fuzzy exact solution, $L P$ is employed to obtain approximate fuzzy solution. Fuzzy operations are needed only when providing the unrestricted solution of unrestricted fuzzy systems in order to consider the sign near zero fuzzy number.

In next section, the main contributions of the proposed methods are presented.

### 8.2 Main Contributions

This thesis mainly focused on the new methods for solving fuzzy systems. The following contributions are achieved in this study.

- Obtain the $P-\widetilde{X}$ without fuzzy operations for $P-F F L S$ and $N Z-F F L S$

This study proposed the methods of solving $P-\tilde{X}$ for $P-F F L S$ and $N Z-F F L S$, using associated linear systems in Chapter Three and Four. Moreover, all coefficients in $P-F F L S$ and $N Z-F F L S$ are transformed to matrix form by only rearranging the coefficients in block matrix and crisp vector, which resulted in the following finding.

1- Solying fuzzy systems without any use of fuzzy operations.
2- Solving large system such as $n=10$.
3- The developed methods can be used for developing methods to obtain either exact fuzzy solution or exact non fuzzy solution. ra Malaysia

4- Distinguishing the nature of the solution of these system for fuzziness of solution and possibilities of the solution:
i- Providing the sufficient and necessary conditions of systems in order to check fuzziness of the solution. These conditions are used to examine prior solving the systems.
ii- Classifying the possibilities of the solution (i.e., unique solution, infinite number of solutions, no solution). These possibilities are used to classify the solutions prior solving the systems.

## - Adding the Finite Fuzzy Concept in FFLS

This study added a finite fuzzy concept in the fuzzy systems, which explained in Chapter Five. This concept is formulated without external restrictions in order to keep the nature of solution. Then the theoretical works for finding this concept are used to construct method for solving $N Z-\tilde{X}$ for $N Z-F F L S$ by using min-max system, absolute system, and fuzzy operations. It means this method able to obtain unrestricted solution for unrestricted fuzzy system.

- Transforming the FFMS and FFSE to Equivalent FFLS

In Chapter Six we transfer the FFME and FFSE to FFLS, and solve them using the proposed methods for solving FFLS.

## - Replication of Pervious Methods with Other Type of Fuzzy Numbers.

In Chapter Seven, the solution of $L R-T F L S$ with trapezoidal fuzzy numbers was proposed. We replicated the pervious methods of solving fuzzy systems in triangular fuzzy number. All above findings can be extended to $L R-T F L S$.

## - Certifying the priority of using $L P$ method in approximation solution only.

The $L P$ method is used in Chapter Seven, to provide the nearest approximation solution when the exact solution is non fuzzy. We verify the priority of this technique is able to offer the approximation for $L R-T F L S$.

### 8.3 Suggestions for Future Work

We now turn our attention to comply with future problems that can be done, our suggestion of the future work are classified according to three opinions; types of coefficients and operations, solved systems and methods of solution.

- In this thesis we represent the coefficients of fuzzy systems as triangular fuzzy numbers and trapezoidal fuzzy numbers, it is suggested to use the following coefficients and operations as future works:

1- Append fuzzy complex numbers for mean values and spreads values of triangular fuzzy numbers by using operations of complex fuzzy numbers in Fu and Shen (2011).

2- Replace the triangular fuzzy numbers by type-2 triangular fuzzy with operation in Dinagar and Latha (2013). Also, extend the triangular fuzzy number which represented by ordered three crisp real numbers to fuzzy number represents by ordered six real numbers such as hexagonal fuzzy numbers with operations in Thamaraiselvi and Santhi (2015).

3- Solve the $P-\tilde{X}$ for $P-F F L S$ by multiple types of fuzzy numbers and compare the fuzziness and positivity of solution, since they are most used in application

4- We follow ( $m, \alpha, \beta$ ) form for triangular fuzzy numbers, it is suggested to formulate methods that can deal directly with the other form $(a, b, c)$.

- This thesis solved $F F L S, F F M E$ and $F F S E$, it is suggested to solve the fully fuzzy Lyapunov Equation, fully fuzzy Riccati Equation and fully fuzzy Stein Equation.
- In this study, the exact solution is proposed by embedding methods, it is suggested to solve the previous systems by iterative techniques like Gauss-Seidel and Jacobi Adomian decomposition methods, Extrapolated Richardson, and followed by convergence theorems. Also, In this thesis we obtain exact solution whenever exist, it is suggested to provide Moore-Penrose pseudo inverse for case of no solution.
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