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Abstrak

Kebanyakan aplikasi multimedia menggunakan Protokol Datagram Pengguna (UDP)
sebagai protokol lapisan pengangkutan kerana ianya sesuai untuk penghantaran
data multimedia dalam Internet. Walau bagaimanapun, penggunaan UDP boleh
membahayakan kestabilan rangkaian kerana tiada kawalan kesesakan digunakan.
Sehingga suatu tahap, rangkaian akan runtuh jika terlalu banyak aplikasi
sewenang-wenangnya menggunakan protokol ini. Kemudiannya, selain menggunakan
UDP, aplikasi mempunyai pilihan untuk menggunakan Protokol Kawalan Kesesakan
Datagram (DCCP) yang mempunyai kawalan kesesakan terbina-dalam yang boleh
membantu kearah rangkaian yang lebih baik. Meskipun begitu, mekanisma kawalan
kesesakan dalam CCID-2 TCP-like mengakibatkan masalah apabila menghantar
data multimedia melalui talian lengah panjang. Untuk mengatasi masalah seperti
masa yang lebih panjang diambil untuk mencapai truput maksima dan turun-naik
truput semasa fasa penghindaran, dua pendekatan telah digunakan iaitu penetapan
nilai permulaan-lambat ambang yang sesuai dan manipulasi tetingkap kesesakan
semasa fasa penghindaran kesesakan. Mekanisma kawalan kesesakan baru yang
dipersembahkan dalam tesis ini dinamakan “Tetingkap Ambang Seperti-TCP
(TCP-like TW)” dan direka berdasarkan kelebihan kedua-dua pendekatan ini. lanya
telah dibangun dan dimodelkan dalam Pensimulasi Rangkaian 2 (ns-2). TCP-like
TW telah membuktikan dapat meningkatkan prestasi DCCP semasa penghantaran
data multimedia melalui rangkaian talian lengah panjang, juga untuk talian lengah
pendek.  Bagi talian lengah panjang, mekanisma kawalan kesesakan TCP-like
TW berkeupayaan untuk meminimakan masa yang diambil untuk mencapai truput
maksima. Ia boleh meratakan truput yang naik-turun selepas truput maksima dicapai.
Tambahan pula, untuk talian lengah pendek, truput maksima talian akan ditingkatkan

disamping mengekalkan keramahan terhadap protokol kawalan-kesesakan yang lain.

Kata kunci: Protokol Kawalan Kesesakan Datagram, Tetingkap Ambang

Seperti-TCP, kawalan kesesakan
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Abstract

Most of the multimedia applications use the User Datagram Protocol (UDP) as a
transport layer protocol because it is suitable for the delivery of multimedia data over
the Internet. However, the use of UDP could endanger the stability of the network
because there is no congestion control applied. To a certain extent, the network can
collapse if too many applications deliberately use this protocol. Subsequently, instead
of using the UDP, the applications have choices to use the Datagram Congestion
Control Protocol (DCCP), which has a built-in congestion control that can provide
a better network. Nevertheless, the congestion control mechanism in the CCID-2
TCP-like can cause problems when delivering multimedia data over a long delay
link. To alleviate the problems, such as longer time taken for achieving maximum
throughput, and throughput fluctuation during a congestion avoidance phase, two
approaches have been used, i.e. setting of an appropriate slow-start threshold value
and manipulating congestion window during a congestion avoidance phase. A
new congestion control mechanism presented in this thesis, namely the “TCP-like
Threshold Window (TCP-like TW)” is designed based on the advantages of the
two approaches. It has been developed and modeled in the Network Simulator 2
(ns-2). The TCP-like TW has proven to enhance the performance of the DCCP
when delivering multimedia data over long delay link networks, as well as over short
delay. For a long delay link, the TCP-like TW congestion control mechanism is able
to minimize the time taken to achieve the maximum throughput. It can smooth the
fluctuation of throughput after achieving the maximum throughput. Furthermore, for
the short delay link, the maximum throughput will be increased while maintaining the
friendliness towards other congestion-controlled protocols.

Keywords: Datagram Congestion Control Protocol, TCP-like Threshold Window,

congestion control
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CHAPTER ONE

INTRODUCTION

This thesis is about improving TCP-like, which is one of the congestion control
mechanisms for Datagram Congestion Control Protocol (DCCP) to improve the
control and avoid the congestion problem caused by multimedia traffic data delivered
over long delay bottleneck link networks. DCCP is a transport protocol which is an
unreliable protocol like User Datagram Protocol (UDP), but it provides congestion
control like Transmission Control Protocol (TCP). In this thesis, a new congestion
control mechanism will be introduced, code-named TCP-like Threshold Exponential
Window (TCP-like TEW). It is anticipated to alleviate the congestion problem in
DCCP and achieve maximum throughput faster than the traditional DCCP mechanisms
over long delay link networks. In addition, it also can improve the throughput, jitter,
and with acceptable packet loss. The aim of this chapter is to place the thesis in
its context. In this chapter, the multimedia traffic over long delay link networks,
the common transport layer protocols, and congestion control phases are provided in
Sections 1.1, 1.2 and 1.3, respectively. Sections 1.4, 1.5, 1.6 and 1.7 of this chapter,
respectively, include the research problem, motivation, scope, and objectives of the
research presented in this thesis. The key research steps, research framework and
contributions of the work done in this thesis are stated in Sections 1.8, 1.9 and 1.10,

respectively, while the thesis organization is presented in Section 1.11 of this chapter.
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1.1 Multimedia Traffic over Long Delay Link Networks

Datagram Congestion Control Protocol (DCCP) is introduced as a solution to the
friendliness issue of UDP when it coexists with other congestion-controlled transport
protocol like TCP [1]. In fact, UDP, which is a popular transport protocol for
the delivery of multimedia, data cannot share the bandwidth fairly when it coexists
with TCP under limited bandwidth because it does not have any congestion control
mechanism. At the first place, UDP will utilize all the bandwidth in the same limited
bandwidth link and TCP will be out of bandwidth. As most of the traffic in the Internet
nowadays are TCP flows, this can lead to the collapse of the entire network [2].

As DCCP is designed for the delivery of multimedia data over the network with the
capability of having a congestion control mechanism, it can coexist fairly with TCP.
The bandwidth is shared fairly between other congestion-controlled transport protocol
like TCP.

The performance of DCCP when it coexists with TCP is fair over normal network
scenario, i.e. over short delay link network. When it comes to a network link with long
propagation delay, unlike UDP, the performance of DCCP, when delivering multimedia
data is dropped significantly due to the high round trip time (RTT) introduced in such
link, for example, the links for satellite and wireless [3]. This drawback of using
DCCP as a transport protocol over long delay link networks leads to the research idea

to improve the congestion control mechanism of DCCP over such links.
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