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ABSTRAK

PENGOPTIMUMAN MASALAH PERUNTUKAN BEBAN KERJA
DALAM PERSEKITARAN SISTEM KOMPUTER-KOMPUTER
HETEROGEN YANG BERANGKAIAN

Model Berbilang gilir Berbilang Pelayan dalam Teori Baris gilir digunakan untuk
memodel peruntukan beban kerja yang optimum dengan satu kelas dan berbilang kelas
bagi kerja kepada sekumpulan komputer yang selari diperkenalkan diikuti oleh masalah
menentukan saiz penimbal yang optimum dan berkait dengan ketibaan beban kerja ke
suatu komputer. Model taburan eksponen teritlak (GE) dengan mengetahui dua momen
pertama digunakan untuk mewakili taburan-taburan masa antara ketibaan dan servis di
mana setiap kerja mempunyai ciri-ciri trafik yang pelbagai. Model-model lain bagi
taburan servis seperti eksponen, Erlang-k dan Gamma juga digunakan untuk
mengembangkan keupayaan kerja yang dicadangkan. Satu algoritma baru bagi
peruntukan beban kerja menggunakan disiplin masuk dulu keluar dulu bergabung
dengan pengoptimuman sistem baris gilir eksponen teritlak dicadangkan untuk
meminimakan masa tindakbalas dalam suatu rangkaian komputer-komputer. Algoritma
ini mempunyai kelebihan berbanding skim peruntukan beban kerja klasik dan dibuat
perbandingan. Ukuran-ukuran prestasi, purata kepanjangan baris gilir dan purata masa

tindakbalas bagi skim yang dicadangkan secara praktikalnya menunjukkan kemajuan.

Prinsip pengoptimuman dan model taburan eksponen teritlak digunakan untuk
menghasilkan suatu model peruntukan beban kerja yang baru bagi satu kelas kerja

dalam rangkaian sistem baris gilir. Konsep wulangpakai dicadangkan untuk
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mendapatkan penyelesaian bagi menentukan peruntukan beban kerja individu dalam
persekitaran berbilang kelas. Kajian ini menarik minat di mana kedua-dua andaian satu
dan berbilang kelas kerja dapat dilakukan tanpa perlu membina dan menyelesaikan
model-model baru. Keputusan-keputusan yang meyakinkan bagi model-model
peruntukan beban kerja dengan taburan servis yang berbeza memotivasikan usaha
untuk memperolehi saiz penimbal yang berhubung secara terus dengan beban kerja
yang diberikan dalam suatu rangkaian komputer-komputer. Ungkapan gelung tertutup
bagi saiz penimbal untuk satu kelas kerja dan saiz penimbal separa bagi berbilang kelas
kerja diterbitkan dan menunjukkan keberhubungan dengan ketibaan beban kerja dan

kadar pemprosesan, dengan cara pengiraan yang cekap.
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ABSTRACT

Multiple Queue Multiple Server Queueing models are used to model workload
allocation problems in a network of computers. The problem of determining optimal
allocation of workload with single and multi class jobs to a parallel of computers is
presented followed by a problem of determining optimal buffer size related to arrival of
workload to a single computer. The generalized exponential (GE) distributional model
with known first two moments has been used to represent general inter arrival and
service time distributions as various jobs have various traffic characteristic. Other
service distributional models such as exponential, Erlang-k and Gamma have also been
used to expand the work applicability. A new algorithm of workload allocation scheme
using First Come First Serve discipline in conjunction with optimization of GE queueing
systems is proposed for minimizing mean queue length and mean response time in a
network of computer systems. This has an advantage over a classical queueing allocation
scheme, and is favorably compared. The performance measures, mean queue length and

mean response time of the proposed scheme have practically shown improvement.

The principle of optimization and GE distributional model are used to derive a new
workload allocation model of single class jobs in a network of queueing system. The
reusable concept is proposed to gain solution for determining individual job allocation in
a multi class environment. This study is of interest whereby both single and multi class

assumption can be done without repeatedly developing and solving new models.



The convincing results of workload allocation models proposed has motivated the work
to obtain the direct dependence of the buffer size on the given workload in the network
of computer systems. A closed loop expression for buffer sizing of single class jobs and
partial buffer sizing of multi class jobs are derived and show their dependency on

workload arrival and processing rate in a computationally efficient way.

vi



ACKNOWLEDGEMENTS

First and for most, I would like to thank God for giving me good health, courage and

patience, which have enabled me to pursue this doctoral study.

[ would like to thank my research supervisor, Professor Dr. Hajah Ku Ruhana Ku
Mahamud, for her help and guidance throughout the research process. Without her
careful supervision and expertise, this thesis would not have been possible. She has been

a valuable mentor, and has helped me to mature as a researcher and a scholar.

I am also indebted to the Government of Malaysia (Ministry of Technology and

Environmental) and Universiti Utara Malaysia for sponsoring this research.

I would like to thank my family. I could not have made it to this point without the love
and support from them. My parents, they have always believed in me and have always

encouraged me to pursue my dreams.

Last but not least, I would like to thank my husband, Issham and my lovely daughter,
Siti Zubaidah. Without their love, patience, sense of humor, and understanding, none of

this would have been possible.

vii



TABLE OF CONTENTS

PERMISSION TO USE

ABSTRAK

ABSTRACT

ACKNOWLEDGMENTS

LIST OF TABLES

LIST OF FIGURES

LIST OF ABBREVIATIONS

CHAPTER ONE : INTRODUCTION

1.1
1.2
1.3
1.4
1.5
1.6
1.7

Background

Problem Statement

Objective of the Research

Significance of the Research

Method of the Research

Scope and Assumption of the Research
Organization of the Thesis

CHAPTER TWO : LITERATURE REVIEW

2.1
2.2

23

24

2.5

Introduction

Workload Model

2.2.1 Single Class Job
2.2.2 Multi Class Job

Workload Allocation in A Network of Computers

2.3.1 Terminology
2.3.2 Workload Allocation Taxonomy

Page

i

iii

vii
Xii

XXiv

10
12
12
13
13

16
17
18
19
20
20
22

2.3.3 Workload Allocation Objective and Performance Measure 23

2.3.4 Allocation Mechanism
Workload Allocation Policy
2.4.1 Static Policy

2.4.2 Dynamic Policy

2.4.3 Comparative Study of Static and Dynamic Policy

Optimization of Queueing System
2.5.1 Queueing Theory
2.5.2 Optimization

viii

24
25
25
28
30
31
31
34



2.5.2.1 Mathematical Programming 35

2.5.2.2 Graph Model 35
2.5.2.3 Local Search 36
2.5.2.4 Branch-and-Bound 36
2.5.2.5 Dynamic Optimization 37
2.6 Recent Work on Workload Allocation with Single and
Multi Class Job 37
2.6.1 Workload Allocation with Single Class Job 37
2.6.2 Workload Allocation with Multi Class Job 40
2.7  Conclusions 42

CHAPTER THREE : OPTIMIZATION OF GENERALIZED EXPONENTIAL
MODEL FOR WORKLOAD ALLOCATION

3.1 Introduction 45
3.2 Motivation for Optimization 45
3.3 Generalized Exponential (GE) Distributional Model 46
3.4  Diffusion Approximation 49

3.4.1 Fluid Flow approximation 49

3.4.2 Diffusion Process 51
3.5  Optimized GE Workload Allocation Scheme 55
3.6  Conclusions 59

CHAPTER FOUR : OPTIMAL WORKLOAD ALLOCATION IN A NETWORK
OF COMPUTERS WITH SINGLE CLASS JOB
4.1 Introduction 60
4.2 Optimal Workload Allocation in a Network of Computers
with General Exponential (GE) Interarrival and

Service Distribution 61
4.2.1 Mathematical Model Description 62
4.2.2 Computational Result 65
4.2.3 Model Reduction to Exponential Interarrival and
Service time 74
4.2.4 Computational Result 76
4.2.5 Extension to Other Service Times Distribution 85
4.2.6 Computational Result 86
43 Model Development 103
4.4 Conclusions 104

CHAPTER FIVE : WORKLOAD ALLOCATION MODEL IN MULTI CLASS

JOB ENVIRONMENT
5.1 Introduction 107
5.2 Model Description 109
53 Computational Result and Sensitivity Analysis 112

5.3.1 Workload Allocation of Two Class Job

X



in 2-GE/GE/1 System
5.3.2 Workload Allocation of Two Class Job in 2-M/M/1
System
Workload Allocation of Two Class Job in 2-M/Erlang-4/1
System
5.3.4 Workload Allocation of Two Class Job in 2-M/Gamma/1
System
54 Model Validation
5.5 Conclusions

113
121
130
138

147
148

CHAPTER SIX : BUFFER SIZING TO MINIMIZE RESPONSE TIME IN A

SINGLE CLASS JOB SINGLE COMPUTER
SYSTEM
6.1 Introduction
6.2 Single Server-Buffer Sizing Model
6.3 Buffer Sizing Optimization Model
6.3.1 Numerical Example of GE/GE/1 Buffer Sizing Model
6.3.2 Simulation Result
6.4 Exponential Interarrival and Exponential/Non-Exponential
Service Process
6.4.1 Numerical Example of M/M/1 Buffer Sizing Model
6.4.2 Simulation Result
6.4.3 Numerical Example of M/Erlang-4/1
and M/Gamma/1 Buffer Sizing Model
6.4.4 Simulation Result
6.5 Conclusions

CHAPTER SEVEN : PARTIAL BUFFER SPACE ALLOCATION TO

149
151
152
154
160

161
164
166

168
175
179

MINIMIZE RESPONSE TIME IN A MULTI CLASS JOB

ENVIRONMENT
7.1 Introduction
7.2 Single Server-Partial Buffer Sharing Model
7.3 Partial Buffer Sizing Optimization Model
7.3.1 GE/GE/1 Partial Buffer Sizing Model
7.3.2 Numerical Example of GE/GE/1 Partial Buffer
Sizing Model
7.3.3 Partial Buffer Sizing with Poisson Arrival and
Exponential/Non-Exponential Service Process
7.3.4 Numerical Example of M/M/1 Partial Buffer
Sizing Model
7.3.5 Partial Buffer Sizing with Erlang-k and Gamma
Service Process
7.3.6 Numerical Example of M/Erlang-4/1 and
M/Gamma/1 Partial Buffer Sizing Model
7.4 Conclusions

180
181
182
182
184
187
188
191

192
201



CHAPTER EIGHT : CONCLUSION
8.1 Summary of Chapters
8.2 Summary of the GE Workload Allocation Approaches
8.3 Research Contribution
8.4 Limitation and Suggestion for Further Research
BIBLIOGRAPHY
APPENDIX A: Mean Queue Length for GE/GE/1 model
APPENDIX B: Proof of Theorem 3.2

APPENDIX C: Workload Allocation with Generalised Exponential
(N-GE/GE/1)

APPENDIX D: Workload Allocation with Exponential Service
Distribution (N-M/M/1)

APPENDIX E: Workload Allocation with Erlang/Gamma Service
Distribution (/V-M/Erlang-k/1 or N-M/Gamma/1)

APPENDIX F: A Closed Loop Expression for Buffer Sizing
of Single Class Jobs

APPENDIX G: A Closed Loop Expression for Buffer Sizing
of Multi Class Jobs

APPENDIX H: A Closed Loop Expression for Buffer Sizing
of M/Gamma/l and M/Erlang-k/1 multi class jobs

APPENDIX I: Simulation Model of Single Class Workload
Allocation Model

APPENDIX J: Simulation Model of Multi Class Workload
Allocation Model

VITAE

X1

202
204
205
208

211

223

224

227

230

233

236

238

241

245

246



Table 4.1:

Table 4.2:

Table 4.3:

Table 4.4:

Table 4.5:

Table 4.6:

Table 4.7:

Table 4.8:

Table 4.9:

LIST OF TABLES

Results for the classical and proposed approaches of a dual GE/GE/1
with Ca,® = 0.5, Ca,” = 0.3, Cs,> = 0.2, Cs;* = 0.4 and p; = 3, p, = 4.

Results for the classical and proposed approaches of a dual GE/GE/1
with Ca,?=0.1, Ca,* = 0.2, Cs;* = 0.4, Cs,> = 0.3 and =3, u=4.

Results for the classical and proposed approaches of a dual M/M/1
with g, =2 and u, = 1.

Results for the classical and proposed approaches of a dual M/M/1
with #; =3 and u, = 4.

Results for the classical and proposed approaches of a dual M/Erlang-k/1
withk, =2,k =2and u, =3, u, = 4.

Results for the classical and proposed approaches of a dual M/Erlang-£/1
Withk,=2,k2=3and,ul =3,llt2=4.

Results for the classical and proposed approaches of a dual M/Erlang-4/1
Withkl=3,k2=2andﬂ| =3,ﬂ2=4.

Results for the classical and proposed approaches of a dual M/Gamma/1
with Cs,* =2, Cs,” =3 and =3, u=4.

Results for the classical and proposed approaches of a dual M/Gamma/1
with Cs;?=5, Cs,” =2 and yu, =3, u, = 4.

Table 4.10: Results for the classical and proposed approaches of a dual M/Gamma/1

Table 5.1:

with Cs,2=0.1, Cs,>=0.3 and p, = 3, u, = 4.

Results for the proposed approach of a two class job of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca,” = 0.8, Ca,’ = 0.3, Cs,° = 0.2,
CSz2 =04andpu, =1, up =2, up=1.5, up=2.5

Xii

65

68

76

79

86

89

92

95

98

101

113



Table 5.2: Results for the proposed approach of a two class job of 2-GE/GE/1
with d| 0. 6 d2 0. 4 Cal =Q. 4 Cazz =0.3 CS[Z = 02,
Cs,’ =04andu =1, un=2, up =15, upn=2.5

Table 5.3: Results for the proposed approach of a two class job of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca," = 0.3, Ca," = 0.8, Cs,* = 0.2,
CSz =04anduy =1, 42=2, u; = 1.5, 4 =2.5

Table 5.4: Results for the proposed approach of a two class _]Ob of 2-GE/GE/1
with d, =0.6, d, = 0.4, Ca,* = 0.2, Ca,” = 0.4, Cs,> = 0.8,
C822—03and,un =Lun=2,0u2=15, up=2.5

Table 5.5: Results for the proposed approach of a two class job of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca,” = 0.2, Ca,” = 0.4, Cs,* = 0.8,
C52 “03and/l“‘-1 U= 2 M2 = 15,#22=2.5

Table 5.6: Results for the proposed approach of a two class job of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca," = 0.2, Ca,’ = 0.4, Cs,* = 0.3,
C322 =(.8 and un = 1, U = 2, U2 = 15, M~ 2.5

Table 5.7: Results for the proposed approach of a two class job of 2-M/M/1
with d] = 06, d2 = 04, “n = 1, Un= 1, U2 = 05, MU = 0.5

Table 5.8: Results for the proposed approach of a two class job of 2-M/M/1
Withd1=0.6,d2=0.4,,u[1 08 MHn = 12 ﬂ|2_04 ,1122—06

Table 5.9: Results for the proposed approach of a two class job of 2-M/M/1
withd, =03, d;=0.7, up =L, pn =2, o= 1, =3

Table 5.10: Results for the proposed approach of a two class job of 2-M/M/1
Withd1=0.3,d2 0.7, ﬂ1|—2 Hn = 1, ,ulz--2 ,u22—2

Table 5.11: Results for the proposed approach of a two class job of 2-M/M/1
Wlthdl 03 dz 07 /111—1/12]—2 ﬂlz-'1ﬂ22—3

Table 5.12: Results for the proposed approach of a two class job of 2-M/M/1
withd; =03, d,; =07, u =2, pn =1, 12 =2, unn =2

Table 5.13: Results for the proposed approach of a two class job of 2-M/M/1
Wlthd1 04 d2 06 k;—2 k2 2ﬂ1|=1,ﬂ2|=2,ﬂ12=1,ﬂ22=3

Xiii

115

116

118

119

120

122

123

125

126

127

129

130



Table 5.14:

Table 5.15:

Table 5.16:

Table 5.17:

Table 5.18:

Table 5.19:

Table 5.20:

Table 5.21:

Table 5.22:

Table 5.23:

Table 5.24:

Results for the proposed approach of a two class job of 2-M/Erlang-k/1
Wlthd|=04, dz 06 k| —2 k2 2 /l““,ﬂzl—l Hi2 = 2,#22=2

Results for the proposed approach of a two class job of 2-M/Erlang-k/1
Withd1=0.6,dz 04 k|—2 k2 3 ,ull_l ,u21—2 /112_1 M = 3

Results for the proposed approach of a two class job of 2-M/Erlang-k/1
Wlthd[ 06 d2 04 k1—2 k2 3,“11_2 Ha= 1 ﬂ]2=2,ﬂ22=2

Results for the proposed approach of a two class job of 2-M/Erlang-k/1
withd, =0.6,d, =04,k =3, ky=2, p, =L up=2, up =1, un =3

Results for the proposed approach of a two class job of 2-M/Erlang-k/1
with d[ = 06, dz = 04, k| =3, k2= 2, U = 2, U= 1, Hin = 2, U = 2

Results for the proposed approach of'a two class job of 2-M/Gamma/1
Withd|=0.6,d2 04 CS[ —2 Cs2 '—3 /t“—l U= 2 ,u.z—l
Un =3

Results for the proposed approach of a two class job of 2-M/Gamma/1
withd, =0.6,d, = 0.4, Cs\* =2, C>=3, 1y =2, up1= 1, piy = 2,
Hn =2

Results for the proposed approach of a two class job of 2-M/Gamma/l
with d, = 0.6, d, = 0.4, Cs;* =5, Co’= 2, iy = L, un = 2, 1z = 1,
M = 3

Results for the proposed approach of a two class job of 2-M/Gamma/1
with d] = 06, d2 = 04, CS]2 =5, Csz 2 Hiy = 2 M= 1 S MH12 = 2
M =2

Results for the proposed approach of a two class job of 2- M/Gamma/l
Wlthd| 06 d2 04 CS| “01 C2—03 ,u“—l ,u21—2 Hi2 =
Un =3

Results for the proposed approach of a two class job of 2-M/Gamma/1
with d, =0.6, d, = 0.4, Cs,> =0.1, C,’ = 0.3, pty1 =2, piy1 = 1, 12 =2,
H2 =2

Xxiv

132

133

134

136

137

139

140

142

143

145

146



Table 6.1:

Table 6.2:

Table 6.3:

Table 6.4:

Table 6.5:

Table 6.6:

Table 6.7:

Table 6.8:

Table 6.9:

Proposed model mean response time: PR versus Simulation model
mean response time: SR for GE/GE/1 buffer sizing with Ca® =0.2,
CS=0.1,t=0.05and \=1, 1.2, 1.4,..., 2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for GE/GE/1 buffer sizing with Ca’> =0.3,
Cl=06,t=005and \=1, 1.2, 1.4,..., 2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for GE/GE/1 buffer sizing with Ca® =0.8,
C’=0.6,t=0.05and \=1,12, 1.4,...,2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/M/1 buffer sizing with ¢ = 0.05
and A=2.2,24,2.6,...,3.2

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/Erlang-2/1 buffer sizing with ¢ = 0.05
andA\=1,12,14,...,2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/Erlang-3/1 buffer sizing with ¢ = 0.05
andA=1,12,14,...,2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/Erlang-4/1 buffer sizing with ¢ = 0.05
andA\=1,12,14,...,2.0

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/Gamma/1 buffer sizing with Cs?=0.05,
t=0.05and A=1,12,14,...,20

Proposed model mean response time: PR versus Simulation model
mean response time: SR for M/Gamma/1 buffer sizing with Cs* = 0.5,
t=0.05and A\=1,12,14,...,20

Table 6.10: Proposed model mean response time: PR versus Simulation model

mean response time: SR for M/Gamma/1 buffer sizing with Cs* = 2.5,
t=0.05andA\=1,1.2,14,...,2.0

XV

160

161

166

176

176

177

177

178

178

178



Table 7.1: Partial buffer size results for the classical and proposed approaches of
a GE/GE/1 two class job with Ca’ = 0.5, Cs* = 0.2, A, =1, A, =2 and
P,=3,P,=4.

Table 7.2: Partial buffer size results for the classical and proposed approaches of
a GE/GE/1 two class job with Ca’ = 0.2, Cs?=0.4, A, =2, A, =3 and
P 1 =3, P 2= 4.

Table 7.3: Partial buffer size results for the classical and proposed approaches of
a M/M/1 two class job with , A, =1, A, =2 and P ,=3, P, = 4.

Table 7.4: Partial buffer size results for the classical and proposed approaches of
a M/M/1 two class job with A, =2, A, =3 and P, =3, P, = 4.

Table 7.5: Partial buffer size results for the classical and proposed approaches of
a M/Erlang-2/1 two class job with, A, =1, A, =2 and P, =3, P, = 4.

Table 7.6: Partial buffer size results for the classical and proposed approaches of
a M/Erlang-2/1 two class job with A; =2, A, =3 and P, =3, P, = 4.

Table 7.7: Partial buffer size results for the classical and proposed approaches of
a M/Erlang-3/1 two class job with , A, =2, \, =3 and P, =3,P, =4.

Table 7.8: Partial buffer size results for the classical and proposed approaches of

a M/Gamma/1 two class job with ¢’ =0.2, A, =1, A, =2 and P, =3, P, = 4.

Table 7.9: Partial buffer size results for the classical and proposed approaches of a
M/Gamma/1 two class job with ¢, =0.2, A\, =2, A, =3 and P, =3, P, =4.

Table 7.10: Partial buffer size results for the classical and proposed approaches of a

M/Gamma/1 two class job with ¢.=0.8,A =1,A,=2andP,=3,P,=4.

Table 7.11: Partial buffer size results for the classical and proposed approaches of a

M/Gamma/1 two class job with ¢ =0.8, A; =2, A, =3 and P, =3, P, =4.

xvi

184

185

188

189

192

193

194

195

196

198

199



LIST OF FIGURES

Figure 1.1: A central job routing system

Figure 1.2: Multiple Queue Multiple Server Model

Figure 2.1: Queueing-based taxonomy of workload allocation
Figure 2.2: Single server queueing model

Figure 2.3: Classification of earlier work on static workload allocation
using queueing based taxonomy

Figure 4.1: Performance improvement of a dual GE/GE/1 with Ca,* = 0.5,
Ca,>=0.3,Cs’ = 0.2, Cs,>=0.4 andyu, =3, u,=4

Figure 4.2: Analytical versus simulation result for a a dual GE/GE/1 with
Ca’=0.5Ca,"=0.3,Cs2=0.2, Cs;> = 0.4 and p, =3, p, = 4

Figure 4.3: Performance improvement of a dual GE/GE/1 with Ca’=0.1,
Ca,’ = 0.2, Cs,>=0.4, Cs,> = 0.3 and =3 u=4

Figure 4.4: Performance improvement of a dual GE/GE/1 with
Cal’=0.1,Ca,*=0.2,Cs;* =04, Cs;” =03 and p, =3, p, = 4.

Figure 4.5: Performance improvement for a sample number of computers
where p = 0.9

Figure 4.6: Performance improvement of a dual M/M/1 with g, =2 and u, = 1.

Figure 4.7: Analytical versus simulation result for a dual M/M/1
withy;=2and y, =1

Figure 4.8: Performance improvement of a dual M/M/1 with x, =3 and u, = 4.

Figure 4.9: Analytical versus simulation result for a dual M/M/1
with ;=3 and y, =4

xvii

23

32

42

66

67

69

70

71

77

78

80

81



Figure 4.10: Performance improvement of a dual M/Erlang-k/1 with k; =2, k, =2
#1=3and u, =4

Figure 4.11: Analytical versus simulation result for a dual M/Erlang-4/1
Wlthkl =2,k2=281'ld‘u1 =3,ﬂ2=4

Figure 4.12: Performance improvement of a dual M/Erlang-4/1 with k, =2, k, = 3
Mr=3and u, =4

Figure 4.13: Analytical versus simulation result for a dual M/Erlang-k/1
Wlthk| =2,k2=3and/l] =3,,ll2=4

Figure 4.14: Performance improvement of a dual M/Erlang-k/1 with k, =3, k, =2
wm=3andu, =4

Figure 4.15: Analytical versus simulation result for a dual M/Erlang-k/1
Wlthkl =3,k2=2and/t] =3,/l2=4

Figure 4.16: Performance improvement of a dual M/Gamma/1 with
CS]2 :2, C822 =3 andy, =3,,l£2=4

Figure 4.17: Analytical versus simulation result for a dual M/Gamma/1
with Cs\* =2, Cs,> =3 and u, =3, u, = 4

Figure 4.18: Performance improvement of a dual M/Gamma/1 with
Cs*=5,Cs;2=2and u, =3, u, = 4

Figure 4.19: Performance improvement of a dual M/Gamma/1 with
CS]2=5, CS22=28.nd,U| =3,ﬂ2=4

Figure 4.20: Performance improvement of a dual M/Gamma/1 with
Cs*=0.1,Cs,?=03and u, =3, u, =4

Figure 4.21: Performance improvement of a dual M/Gamma/1 with
Cs*=0.1,Cs;>=03and u; =3, u, =4

Figure 5.1: The decomposition model of m-class jobs to a network of n-computers

Xviii

87

88

90

91

93

94

96

97

99

100

102

103

108



Figure 5.2: Model of two-class job to a network of 2-computers

Figure 5.3: Analytical versus simulation result for a two-class of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca,” = 0.8, Ca,” = 0.3, Cs," = 0.2,
Cs;’=04andu, =1, 4y =2, u1n= 1.5, 442, =2.5

Figure 5.4: Analytical versus simulation result for a two-class of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca,” = 0.4, Ca,” = 0.3, Cs,* = 0.2,
Cs;" =0.4 and un=lun=2, =15, up=2.5

Figure 5.5: Analytical versus simulation result for a two-class of 2-GE/GE/1
with d, = 0.6, d, = 0.4, Ca,” = 0.3, Ca,> = 0.8, Cs,” = 0.2,
C822 =04 and,u” = 1, Un= 2,/1]2 = 15, M0 = 2.5

Figure 5.6: Analytical versus simulation result for a two- class of 2-GE/GE/1
w1thd1 0.6, d,=0.4, Ca,’ = 0.2, Ca,> = 0.4, Cs,* = 0.8,
C52 —O3and,u||— 1. 5 Un= 1. 5 ﬂlz—z ,u‘,2—2

Figure 5.7: Analytical versus simulation result for a two-class of 2-GE/GE/1
with dy =0.6,d, =04, Ca,’=0.2, Cay’ = 0.4, Cs,* = 0.8,
CSz =03and uy =1, un=2, 1y = 1.5, upy = 2.5

Figure 5.8: Analytical versus s1mulat10n result for a two-class of 2-GE/GE/1
withdl 0.6,d,=0.4, Ca>=0.2, Ca,"=0.4, Cs,> = 0.8,
CSz =03andpu; =1, u5=2, 12 =15, =2.5

Figure 5.9: Analytical versus simulation result for a two-class of 2-M/M/1
withd, =0.6,d, =04, u;; =1, upy =1, 412=0.5, u» = 0.5

Figure 5.10: Analytical versus simulation result for a two-class of 2-M/M/1
with dl = 06, d2 = 04, i = 08, Un = 12, R = 04, U = 0.6

Figure 5.11: Analytical versus simulation result for a two-class of 2-M/M/1
withd, =0.3,d, =07, up =L, =2, po=1, =3

Figure 5.12: Analytical versus simulation result for a two-class of 2-M/M/1
with d] =0.3, d2=0.7,/t” 2 Hau = 1 U2 = 2 ,Uzz—

Figure 5.13: Analytical versus simulation result for a two-class of 2-M/M/1
withd, =03, d,=0.7, u, = 1, un =2, u = 1, upy =3

XiX

110

114

116

117

118

120

121

123

124

125

127

128



Figure 5.14:

Figure 5.15:

Figure 5.16:

Figure 5.17:

Figure 5.18:

Figure 5.19:

Figure 5.20:

Figure 5.21:

Figure 5.22:

Figure 5.23:

Figure 5.24:

Figure 5.25:

Analytical versus simulation result for a two-class of 2-M/M/1
withd, =0.3,d,=0.7, uy =2, un=1, 1, =2, pup =2

Analytical versus simulation result for a two-class of 2-M/Erlang-k/1
with d] 04 dz 06 k1 -"2 k2 2 M = l Hu = 2 /112~—1 M= 3

Analytical versus simulation result for a two-class of 2-M/Erlang-k/1
with dl 04 dz 06 kl —2 k2 2 Hn = 2 U= 1 s T 2 U = 2

Analytical versus simulation result for a two-class of 2-M/Erlang-k/1
withd, =0.6,d, =04,k =2, k,=3, 0 = Lun=2, up =1, u»n =3

Analytical versus simulation result for a two-class of 2-M/Erlang-k/1
Withd1=0.6,d2 04 kl —2 k2 3 M = 4 ,,u2|=1,,u12=2,y22=2

Analytical versus simulation result for a two-class of 2-M/Erlang-£/1
Wlthd] 06 d2—04 k]‘-3 k2 2/‘]1_[/“2]_2 M2 = 1/122=3

Analytical versus simulation result for a two-class of 2-M/Erlang-k/1
with dl 0. 6 d2—04 k[ 3, k2= Z,u“ =2,/12|= 1,,u,2 =2,/t22 =2

Analytical versus simulation result for a two-class of 2-M/Gamma/1

with dl =0.6, d2=0.4, CS|2 =2, C522=3,/t|1 = 1,/1,2[ 2 Hi2 = 1 ﬂ22—3

Analytical versus simulation result for a two-class of 2-M/Gamma/1

withd, =0.6,d,=0.4,Cs* =2, Co’ =3, up =2, pis =1, 1o =2, upy =

Analytical versus simulation result for a two-class of 2-M/Gamma/1
Wlthdl 06 dz 04 CS] '—5 CsZ 2 ﬂ”—l U= 2 ,ulz_l Un =

Analytical versus simulation result for a two-class of 2-M/Gamma/1

withd); =0.6,d,=0.4,Cs* =5, Co’=2, up, =2, =1, g2 =2, =2

Analytical versus simulation result for a two-class of 2- M/Gamma/ 1
with d] =0.6, d2=0.4, CS[2 =0.1, C52 03 Hu = 1 #21‘_2 Hi2 =
U2 =3

XX

129

131

132

134

135

136

138

140

141

143

144

145



Figure 5.26: Analytical versus simulation result of a two-class job of

Figure 6.1:

Figure 6.2:

Figure 6.3:

Figure 6.4:

Figure 6.5:

Figure 6.6:

Figure 6.7:

Figure 6.8:

Figure 6.9:

2- M/Gamma/1 with d, = 0.6, d, = 0.4, Cs,> = 0.1, Cs,* = 0.3,
Pt =2, iy =1, Mz =2, P = 2.

A network link modeled by a single server finite-buffer system

Buffer allocation of single class job of GE/GE/1
with Ca®=0.2, C/=0.1,£=0.05and \=1, 1.2, 1.4,..., 2.0

Buffer size-Processing rate-Response time function of GE/GE/1
with Ca’ =0.2, C2=0.1,£=0.05and p = 0.9

Buffer allocation of single class job of GE/GE/1
with Ca’=0.3, C;’=0.6,£=0.05and A= 1, 1.2, 1.4,..., 2.0

Buffer size-Processing rate-Response time function of GE/GE/1
with Ca’ =0.3, C= 0.6, t = 0.05 and p = 0.9

Buffer allocation of single class job of GE/GE/1
with Ca*=0.8, C;’=0.6,t=0.05and \=1, 1.2, 1.4,..., 2.0

Buffer size-Processing rate-Response time function of GE/GE/1
with Ca’ =0.8, C;’= 0.6, ¢ = 0.05 and p = 0.9

Buffer allocation of single class job M/M/1 with
t=0.05and \=2.2,24,2.56,...,3.2

Buffer size-Processing rate-Response time function of M/M/1
with t=0.05and p = 0.9

Figure 6.10: Buffer allocation of single class job M/Erlang-2/1 with

Figure 6.11: Buffer size-Processing rate-Response time function of M/Erlang-2/1

t=005andA=1,12,14,...,20

with#=0.05and p=0.9

Figure 6.12: Buffer allocation of single class job M/Erlang-3/1 with

t=0.05andA\=1,1.2,14,...,2.0

xxi

147

151

156

156

157

158

158

159

165

165

169

170

170



Figure 6.13: Buffer size-Processing rate-Response time function of M/Erlang-3/1
with¢#=0.05and p =0.9

Figure 6.14: Buffer allocation of single class job M/Erlang-4/1 with
t=0.05and\=1,1.2,14,...,2.0

Figure 6.15: Buffer size-Processing rate-Response time function of M/Erlang-4/1
with = 0.05 and p = 0.9

Figure 6.16: Buffer allocation of single class job M/Gamma/1 with
Ca’=0.05,¢t=0.05and A\=1, 1.2, 1.4,..., 2.0

Figure 6.17: Buffer size-Processing rate-Response time function of M/Gamma/1
with Ca’ =0.05, £ = 0.05 and p = 0.9

Figure 6.18: Buffer allocation of single class job M/Gamma/1 with
Ca’=0.5,t=0.05and \=1,1.2, 1.4,...,2.0

Figure 6.19: Buffer size-Processing rate-Response time function of M/Gamma/1
with Ca? =0.5, ¢ = 0.05 and p = 0.9

Figure 6.20: Buffer allocation of single class job M/Garnma/1 with
Ca’=2.5,t=0.05and \=1, 1.2, 1.4,...,2.0

Figure 6.21: Buffer size-Processing rate-Response time function of M/Gamma/1
with Ca’ =2.5, £ = 0.05 and p = 0.9

Figure 7.1: A shared buffer multi class job system with FIFO queue

Figure 7.2: Analytical versus simulation result of partial buffer sizing
performance of GE/GE/1 two class job with Ca>= 0.5, Cs* = 0.2,

)\.1 =1, }\.2 =2 andP1=3, P2 =4,

Figure 7.3: Analytical versus simulation result of partial buffer sizing performance of

GE/GE/1 two class job with Ca’ = 0.2, Cs’ = 0.4, A, = 2, A, =3 and
P,=3,P,=4.

xxii

171

171

172

172

173

173

174

174

175

181

185

186



Figure 7.4: Analytical versus simulation result of partial buffer sizing performance
of M/M/1 two class job with A; =1, A, =2 and P, =3, P, = 4.

Figure 7.5: Analytical versus simulation result of partial buffer sizing performance
of M/M/1 two class job with A, =2, A, =3 and P, =3, P, =4.

Figure 7.6: Analytical versus simulation result of partial buffer sizing performance
of M/Erlang-2/1 two class job with A, =1, A, =2 and P, =3, P, = 4.

Figure 7.7: Analytical versus simulation result of partial buffer sizing performance
of M/erlang-2/1two class job with A, =2, A, =3 and P, =3, P, =4.

Figure 7.8: Analytical versus simulation result of partial buffer sizing performance
of M/Erlang-3/1 two class job with A, =2, A, =3 and P, =3, P, =4.

Figure 7.9: Analytical versus simulation result of partial buffer sizing performance

of M/Gamma/1 two class job with ¢, =0.2, A, =1,A,=2and P,=3,P,=4.

Figure 7.10: Analytical versus simulation result of partial buffer sizing performance
of M/Gamma/1 two class job with ¢ = 0.2, A, =2, A, = 3 and
P,=3,P,=4.

Figure 7.11: Analytical versus simulation result of partial buffer sizing performance
of M/Gamma/1 two class job with ¢, =0.8, A, =1, A, =2 and
P 1= 3, P 2= 4,

Figure 7.12: Analytical versus simulation result of partial buffer sizing performance
of M/Gamma/1 two class job with ¢,> = 0.8, A, =2, A, =3 and
P = 3, P 2= 4.

xxiii

189

190

193

194

195

196

197

198

199



LIST OF ABBREVIATIONS

cv - coeffiecient of variation

CPU - Central Processing Unit

i1.d - independent identically and distributed

/O - input and output

FIFO - First in First out

GE - generalized exponential

Pdf - probability density function

GE/GE/1 - generalized exponential arrival and service time with single server
M/M/1 - exponential arrival and service time with single server

M/Erlang-k/1 - exponential arrival and £ number of service stages with single server

M/Gamma/1 exponential arrival and gamma service time with single server

XX1V



CHAPTER ONE

INTRODUCTION

1.1 Background

“Any successful system must do what its designer wants it to do. If the system cannot
meet this basic demand, it is meaningless to talk about any other thing” (Hu & Gorton,
1997). This statement shows how crucial system design is to system development. In
this thesis, we are mainly concerned with computer-based systems, for they can process

data speedily and accurately.

Computer systems are now becoming part of a larger system such as insurance
companies, tax offices, banks, administrative departments and industrial organization.
These systems influence daily business operation and also are influenced by the wishes
expressed and demands enforced by their environment. In practice this means facing
deadlines, dealing with unforeseen circumstances, for example unexpected outcome,
delay of work, and the sudden arrival of even more work. These situations commonly
involve insufficient resource capacity to serve all jobs completely, and even to grant

every single request for service. Hence both time and capacity are precious.
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