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I. Introduction  

Scheduling problems in both manufacture and service fields have many industrial applications 
therefore, they received many attraction in recent decades. There are different types of scheduling 
problems such as single machine scheduling, open shop scheduling and flow shop scheduling which 
have proved to be NP-hard when combined them with different constraints and objectives [1]. The 
job shop scheduling problem (JSSP) because of its nature is considered to be the most difficult 
problem in this field and probably the most studied among scheduling problems [2]. 

The first attempts to solve JSSP appeared in the last few decades of the 20th century. The exact 
methods like integer programming [3], dynamic programming [4] are presented during this period. 
Hence, these methods are limited by size of problems and problems with more than 10 jobs and 10 
machines exact methods take large amount of computational times [5]. Afterwards, the heuristic 
methods such as the branch and bound method [6]. Generally, approximation methods can achieve 
near optimal solutions therefore, they are not guarantee to attain optimal solutions [7][8]. Meeran 
and Morshed [9] categorized approximation techniques which are used to find JSSP solution in four 
categories: priority dispatch rules [10]–[12], bottleneck based heuristics [13]–[16], artificial 
intelligence and local search. However, some of these approximate techniques also need huge 
amount of computation time to reach their best solution. Most of scheduling problems are 
concentrated on machines therefore, this study tries to apply job shop scheduling problem on an 
uncommon problem that is in service level instead of machine level. 

The rest of this paper is prepared as follows. In section 2, the selected case study is presented. 
The proposed method that includes the solution representation and the proposed discrete particle 
swarm optimization (DPSO) algorithm is presented in section 3. The computational results are 
presented in section 4. Finally, the conclusions are reported in Section 5. 

II. Case study 

This study tries to find the near optima solution for a scheduling in a real world case study. In 
this case, new students of a university need to meet different operators in different sections for 
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example, medical check, and documents check, insurance and etc. Traditionally universities use first 
come first serve in their registration sections, without considering other section therefore, students 
will face long queues in a section while there are only few students in other sections. The main 
objective of this study is to have a comprehensive look at the registration process and assign 
students in a way that all students pass all registrations section in a shortest time. Each student may 
meet same operator for different reason and each operator can only serve one and only one student at 
the time. Total number of students are 167 therefore, in order to explain the problem and the 
proposed solution an example of 4 students will be presented in this part. Table 1 shows the 
operators sequence matrix and table 2 demonstrate the operation time for each operation. 

Table 1.  The sequence of operators 

 Operations 

Student 1 2 3 4 

S1 O1 O2 O3 O4 

S2 O3 O1 O4 O2 

S3 O1 O3 O2 O4 

S4 O3 O2 O4 O1 

 

Table 1 shows in this example there are 4 students and each of them needs to be processed in 4 
sections. In table 1, O stand for operator (section) subsequently, O1 stand for operator 1. S is stand 
for Student. 

Table 2.  Processing time for each student in each section. 

 Operations 

Student 1 2 3 4 

S1 3 3 2 2 

S2 1 5 3 2 

S3 3 2 3 4 

S4 2 4 3 3 

 

Table 2 shows the processing time for each student in each section. Table 3 each student for each 
operation should meet which operator. 

Table 3.  Students sequence for a 4 * 4 problem. 

 Operations 

Operators 1 2 3 4 

O1 S3 S1 S2 S4 
O2 S4 S3 S1 S2 

O3 S4 S3 S2 S1 

O4 S4 S3 S2 S1 

 

The objective of this study is minimizing the makespan of the schedule. The makespan of is 
calculated by Eq (1): 

CMax = min (Cmax) = minf easibleschedules (max (tik+ τik )   (1) 

(∀ Si ∈ S,Sk ∈ O) 

III.    The proposed method 

The problem at hand is a discrete NP-hard problem [17], [18]. To provide a robust EA for 
solving this problem, a discrete particle swarm optimization approach is implemented. This variant 
is based on discrete PSO proposed by Kennedy and Eberhart [19]. Similar to other population-based 
EAs, a specific number of possible solutions, referred to as particles in PSO terminology, are 
generated stochastically and then evaluated based on the objective function. In particle swarm 
optimization, each potential solution is a particle. Particles fly through the apace of the problem by 
following the particle that has the optimum solution currently. The original PSO is based on social 
behavior of bird flocking.  
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In PSO, each particle has coordinates in the problem space. These coordinates are associated 
with the best solution that achieved until now. The particle keeps fly on its way. The best value that 
achieve by particle is stored. This solution that particle keeps track of it called personal best “pbest”. 
The other value that is tracked by particles is “lbest” that is the best solution (value) that is achieved 
till now by any of particles. The other “best” in PSO is global best that is called “gbest”. Global best 
is a particle that takes all the population as its topological neighbors. 

 

Fig. 1. The flowchart of particle swarm optimization 

In particle swarm optimization in order to achieve the best solution, in each step all particles’ 
location is changed toward its personal best and local best. Acceleration is weighted by a random 
term, with separate random numbers being generated for acceleration toward pbest and lbest 
locations. Figure 1 shows the how the algorithm works. 

From the above schedule a particle such as [1 3 1 4 2 3 2 3 1 4 1 3 4 2 2 4] could be a possible 
solution for the instance problem. This particle shows that the first operation of the first student 
should be done at first after that the first operation of third student should be done. Table 1 shows 
each operation for registration of each student should be done by which operator (section). There are 
4 operators in this case for example first operation of first student should be done by operator 
number 3. 
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IV. Numerical results 

Similar to other EAs, PSO starts with creation of its initial population. In order to choose a 
proper population size, the algorithm is executed with different population sizes and the 
corresponding near-optimum solutions are calculated. The algorithm is run with 20, 50, 100, 150 
and 200 numbers of particles as the population. The presented result of the case is the best result 
achieved in 10 executions of the algorithm. As it is demonstrated in Fig. 1, the attained result 
improves when the population size increases. Although, the changes are radical when the population 
is very small, they become negligible in large population sizes. In this study, since the variation of 
the achieved near-optimum solution is not considerable after increasing the population size more 
than 100 and to avoid additional computational costs, the population size is set to 100 particles. 

 

Fig. 2. The effect of population size on the achieved results 

In all the above-mentioned numerical experiments, the algorithm converges in less than 200 
iterations; therefore, the termination criterion is set to this number since it guarantees the 
convergence. After 10 executions of the algorithm with the above-mentioned parameters, the best 
obtained sequence that has the lowest makespan for the instance problem is achieved as follows: 

[1 2 3 1 2 3 4 4 1 2 3 4 1 2 4 3] 

 

Fig. 3. The Process of evolution in DPSO to find a near-optimum solution 

The evolution process in the proposed algorithm is shown in Fig. 2 where it can be seen that the 
variation of objective function, as it is expected, is drastic in the early stages of the optimization, less 
than 20 iterations, and continues throughout the process. The convergence, in this run, takes place in 
162 iterations. However, since the algorithm is random-based, the convergence may occur in 
different stages of the optimization and the results could be slightly different. Fig. 3 also depicts the 
variation of maximum and average values of all solutions in each iteration, it is seen that the average 
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value has the same trend as the achieved minimum result, though its variations continue even after 
convergence happens. On the other hand, the changes in the maximum value of the solutions are 
radical throughout the optimization course. This behavior could be related to the diverse nature of 
the proposed algorithm. 

The presented results for the algorithm are the best out of 10 executions of the computer code. 
The presented convergence rate is the number of iterations in which the algorithm reaches a near-
optimum solution. The presented convergence rate for the algorithm is the average of 10 executions. 
The computational time is also presented. The algorithm is programmed with MATLAB and is run 
on a computer with intel CORE i7 CPU and 8G RAM. The presented computational time is also the 
average of 10 executions.  

V. Conclusions 

In this paper a novel evolutionary approach based on PSO is employed for solving the problem 
of schedule of a registration problem in a university. Minimizing the makespan in a real-world case 
study is considered as the target function. First, the proposed algorithm is employed for a case study 
that includes 4 students with 4 operators to show the characteristics of the problems. Afterwards the 
same procedure applied for the real-world case-study which is included registration of 167 students. 
The results indicate that the discrete version of PSO can find a near-optimum schedule with higher 
accuracy in less computational time in this case. The proposed solution for this problem is simple in 
concept and can easily be implemented in any registration problem in different sizes without much 
additional effort. The proposed approach to solve this problem is simple in concept and can easily be 
implemented in any registration problem in different sizes without much additional effort. In any 
registration problem with the same characteristics and different size the proposed particle can be 
applied and the procedure of discrete particle swarm optimization would be the same. 
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