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Palabras claves
Análisis de frecuencia de crecientes, cambio climático, 
estacionariedad.

Resumen
El cambio climático real y potencial y la variabilidad del 
clima se convertirán en un desafío cada vez mayor para los 
hidrólogos, ingenieros civiles, y planeadores interesados 
en los riesgos de inundación. En general, no conocemos el 
riesgo de inundación existente en áreas particulares debi-
do a que los registros tienden a ser limitados. Hay mayor 
incertidumbre en cuanto a nuestros estimadores cuantiles 
de inundación –de lo que la gente se imagina–. Si además, 
para nuestros análisis, tenemos en cuenta la variabilidad 
climática histórica y el cambio climático, entonces lo que 
sabemos es aún menos. En muchos casos, ni siquiera está 
claro si el calentamiento global va a incrementar o a dis-
minuir el riesgo de inundación. Así que el desafío es usar 
toda la información que tenemos sobre inundaciones pa-
sadas y el clima futuro, junto con una profunda compren-
sión acerca de los procesos hidrológicos, para predecir los 
riesgos de inundación en el futuro.
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Abstract
Actual and potential effects of climate change and climate 
variability will increasingly challenge hydrologists, civil 
���������	���	��������	���������	����	����	����!	"�	��-
������	 ��	 ��	��$��
��	 ��	
���������	����	����	��	������
���	
�����	 ��	 ���������	 �������	 ����	 ��	 ��	 �������!	 %
�	 ����	
quantile estimators are more uncertain than people realize. 
If we recognize historical climate variability and climate 
change in our analyses, we will learn that we know even 
less. In many cases, it is not even clear whether global 
�������	����	��������	��	��������	����	����!	&�	���	���-
������	��	��	
��	���	���	��$��������	���������	��	����	�����	
and future climate, along with a deep understanding of 
�'��������	����������	��	$�������	����	����	��	���	$
�
��!	

Introduction
Can we predict what changes will oc-
cur in the distribution of hydrologic ex-
�������	 ������
����'	 ������	 ��	 �	 �����	
where we understand that the climate 
will in fact change? Consider the arti-
cle “Stationarity Is Dead: Whiter Water 
Management?” by Milly et al. in [13] 
The paper generated much excitement 
��	+�����	&�����	���	������	��	��	7
����-

cation, some people argued that histo-
rical records were not going to help us 
very much because changing climate is 
a fact. In particular, the paper asserted: 
“In view of the magnitude and ubiquity 
of the hydroclimate change apparently 
now under way, however, we assert that 
stationary is dead and should no longer 
serve as a central, default assumption 
in water-resource risk assessment and 
planning. Finding a suitable successor 

is crucial for human adaptation to chan-
ging climate”.

If we think that hydrology is chan-
ging, we then face the challenge of 
developing a new paradigm for water 
resource planning. We wrote the paper 
“From Here to Where?” [19] to address 
this issue. Does climate change mean 
that we are not interested in historical 
records, as some people assert? That, 
of course, is not true: historical records 
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past, from which we infer the current 
����	�$	�������!	;�	����	
��	 ����	��	�	
starting point and then  estimate how 
and where our journey will take us as 
things change. And with only modest 
����	�������	��	�����	���	�
�����	����	
�$	��������	 ��	 ��	��$��
��	 ��	����	7
��	
where we are headed now. Flood series 
are highly variable so we understand 
����	����	����	����	���������	����	���'	
people assume. 

Precision of Flood Quantile 
Estimators
In [18] and other references provide the 
standard relationships that describe the 
���������	 �$	 ����	 <
������	 ����������	
– but how big are these errors? Beth 
=����	�$	���	+&	>��'	����	���������	
generated the example in Figure 1. The 
����	 $��<
���'	 �������
����	 ��	 ��	 ���	
Wappinger Creek is the solid line pin-
kin the middle of the frequency curves 
����
���	��	���	��
��!	G��	�������
�����	
are displayed on log probability paper, 
so the reader should be careful when 
interpreting the results. 

In the example, 20-year samples were 
drawn from the parent distribution (so-
���	����K	���	����	�����	����	�	�L����-
meter log Pearson 3 distribution, as we 
do in the United States [4] [7], [22]; the 
distributions shown resulted from that 
sampling experiment. If one looks at 
the 1% probability at the bottom co-
rresponding to a return period of 100 
years at the top, one sees a range for 
���	���L'���	����	�
�����	$���	���
�	
8,000 up to 50,000 cfs: a huge range. 
Perhaps a 20-year record is too short; 
��	��
��	
	��������	���	�������������	
results when one uses 60-year records; 
���	���	���������	�$	���	���L'���	����	
run from 10,000 to 30,000 cfs. Again, 
that is a wide range. 

The examples in Figures 1 and 2 
show that we should be modest in our 
������	 �$	 ����	 ��	 
���������	 ����	
risk to be now. Cohn and Lins in [2] 
point out that if we incorporate long-
term persistence into our analysis, our 
����	 ����	 ���������	 ������	 ����	 ����	
precise. Furthermore, spatial correla-
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Figure 2.�7���/���	�����)/*�+�='5�������
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�*9���
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�����/�
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tion generally decreases the value of 
regional information [17], [8], [16], [5].

 
Climate Signal in Annual 
Maximum Flood Series 
The US. Geological Service put much 
effort into the question of whether one 
can see a climate change signal in Uni-
���	 &�����	 ����	 �������	 ^�_	 �������	
a good analysis. They picked 200 of 
the better stations that should not have 

been affected by development, and that 
had 85 - 127 years of record. The paper 
����	���������	���	����	���	�������	��	
annual CO2 concentration changes over 
the period of record to see whether 
�����	���	�	 ������������'	 ����������	 ��-
����������	 �������	 ����	 ������
��	
and atmospheric CO2 concentrations. 
Because individual series only reveal 
so much, and climate signals should be 
regional, the United States was divided 

$%���!"#�
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into four quadrants. A sophisticated 
block bootstrap/resampling algorithm 
was employed to see if regional trends 
����	������������'	����������!

As shown in table 1, the only re-
gion with strong statistical evidence 
`����������	 ��	 ���	 {|	 �����K	 �$	 ����-
�������	�������	�����	���	������	CO2 
is the Southwest (negative). Because 
the Southwest had the smallest sam-
ple size, the chances of a false positive  
result are largest there.  In the Nor-
theast, Northwest, Southeast, and ove-
rall for the U.S., there was no discerna-
ble signal. Overall in the U.S., as many 
slopes were positive as were negative, 
though the Northeast showed more po-
sitive trends than negative trends [6]. 
As in previous studies, on the whole, in 
the United States we do not see strong 
and consistent climate-change signals 
��	 ���	 $��<
���'	�$	�����!	G���	��
��	
��	 ����
��	 �����	 ���	 ��	 ���������	 ���	
�������	 ����	 ��	 ���	 ����	 ���	 ����-
�����	����	����	���}�	����$���	����-
������	��	���	����	�������
�����!	

Consider the question: “what should 
��	��	��$$������'	��	�����	�$	����	����	
management because of potential cli-
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Hydrologic 
trends

5��*+�*$
����*�
������*�������/�
�		������*���������������>>?��
discharge

5��*+�*$
������
������*�������/��		�����������
summer discharge

��)/���-
:	�

- ,���	��
�hydrologic response 
with less glacier cover 
5�@�
������*���		����+�*������
from increase in glacier melt plus 
�A
*�������	B���	����������
)��
*)*��:	�

- Dampened hydrologic response because of 
increase in mean soil depth from permafrost thaw 
and reduced snowpack due to increase in air 
temperature

 

U.S. -����� Median ,/�	��


Region Records Slope* �	��	������

NE 6C '�''3= '�3D

SE =3 '�'''4 '�D'

�( 36 5'�''D3 '�''&

1( 36 5'�'''= '�'CI
 

%������$ Hirsch and Ryberg Results on Flood 
Treands in United Stades
Source: [6]

%������$ Observed hydrologic trends in Northern Swedish glaciated and nonglaciated catchments  
Lanalysis of real response to climate warmingL�346C��	�&''4�
Source: [3] 

mate change?” We do not yet have the 
������'	��	���
����	���	�������	��	����	
risk in the United States due to green-
house gas forcing.  However, we should 
maintain an active monitoring strategy 
so that we can pick up trends as early 
as possible, by looking where we are 
����	�����'	��	���	����~	������	�����	
modest temperature changes will have 
important effects. One such place is the 

Sierra Nevada Mountain, where the 
snow-line dividing rainfall from snow 
fall which occurs during any storm can 
be very sensitive to temperature. As a 
result, changes in temperature determi-
ne, as a function of altitude, whether 
precipitation rainfall runs off immedia-
tely, or is stored as snow and appears 
later at the outlet of a watershed as 
snowmelt. And of course, the snow line 
can move during a storm, rain can fall 
upon snow resulting in the snow pack 
storing the rainfall, or rainfall falling on 
a water-saturated snowpack can result 
in rapid runoff. Hydrology is an inter-
esting science. 

Frozen Basins and  
Climate Change
Colombia has a glacial zone called the 
Paramo, which I understand represents 

70% of the water supply source for Bo-
gotá; so clearly Colombia has frozen 
watersheds which are one of the pla-
ces where climate change is probably 
����	�����	��	��	��������	����
��	��$$�-
rences in the partition of precipitation 
between snow and rain can have major 
consequences, as does the timing of 
snowmelt. So will increased tempera-
�
���	 ���
��	 ��	 ������	 ��	 �������	 ����	
peaks in glaciated regions?

In [3] report on the impact of increa-
sed temperatures in frozen watersheds. 
%��	 �$	 �����	 ��������	 ��	 �����	 ����	
risk increase?” Their study considered 
a subarctic watershed in Sweden where 
�����	���	����	�	����������	��������	��	
mean air temperature over the past two 
decades. Thus, they were able to look 
at historical data and tell us what chan-
ges we can see in the hydrology of the 
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area as a result of warmer temperatures. 
The study considered the 1985- 2009 
records for two watersheds: Tarfala-
jokk that had a 30% glacier cover; and 
Abiskojokk with a 1% glacier cover. In 
both watersheds, there was a very clear 
increasing trend in the mean air tempe-
rature; for precipitation there was no 
change on average, though it seemed 
to be more highly variable in the latter 
part of the record. What they found was 
that in the glacier Tarfalajokk waters-
���	�����	���	�	����������	��������	��	
���	 ���
��	 �����	 ���	 ���	 ����	 �
�-
���	����������	���	��	$����	�����	����	
�������	���	����	����	���	���������!	>	
�������	�������	���
����	��	������	����	
peaks because the glacier caught less of 
the summer precipitation. But that was 
not the case in the Abiskojokk waters-
hed. See Table 2.

In the Abiskojokk watershed there 
���	�	����������	��������	��	���	���
��	
�����	���	��	���	����	�
����	�������-
ge: a completely different hydrological 
response. The explanation was that in 
the glacier watershed, the hydrological 
��������	���	��������	 ��	�	 �����	����	
����
��	�����	���	����	����	���	$���	
the glacier and the glacier was smaller 
so more precipitation landed on the 
ground and ran off. In the unglaciated 
watershed there is permafrost and the 
general temperature increase over time 
reduced the area of permafrost. This re-
sulted in more ground water storage so 
that rain fall events are partially absor-
bed. Together these results show that 
similar climate forcing can cause very 
different responses in hydrologic sys-
tems in the arctic and in the subarctic. 

The relationship between precipita-
tion and runoff changed due to a gene-
ral temperature increase in the region. 
This is a warning for those who would 
apply simple rainfall-runoff models to 
adjusted temperature and precipitation 
series to explore the likely change in 
�
��$$	 ���	 �����	 $���	 �	 ���������!	
“Permanent” changes such as the depth 
of permafrost, average soil moisture, or 
land cover which are not included in 
such models can be important.

Flood Risk and the  
Mississippi River
So how might we model changes in 
����	 ����	 ���	 �����	 �'��������	 �����-
bles. A real but simple study of the Mis-
sissippi River provides an illustration. 
The Mississippi River is one of the lar-
gest rivers in the United States. 

To illustrate the challenge of forecas-
ting possible climate change, Stedinger 
and Crainiceanu in [20], [21] used a 
1898-1998 record constructed for the 
Upper Mississippi basin by the US 
Army Corps of Engineers for their on-
going frequency studies.  This data set 
is different in some aspects from that 
employed by Olsen et al. in [15], and 
Matalas and Olsen in [11]. As with the 
%����	 ����'����	 ����������	 ����L����	
������	 ����	 ����������	 ��	 ����	 �������	
data set using a simple test based on 
linear regression. While such evalua-
tions have their limitations, the trend 
at Hannibal, MO, was statistically sig-
�������	 ��	 ���	�!��	 �����	
����	 �	 ���L
tailed test. This demonstrates that the 
assumption of independent identically 
�������
���	����	�����	���	��	��7������	

1) LN-iid:  μ = 12.3       -- -- --  s = 0.36
2) LN-Trend:   μ = 12.3 b    = 0.0047 s = 0.34
3) LN-ARMA(2,1):  μ = 12.3       = 0.87 s = 0.36
      Note that the second model has smaller s, but b > 0.

and something else seems to be happe-
ning.  It could be multi-year persistan-
ce, rather than a real trend in [9]. Statis-
tics only tells us that this record is not 
���	���
��	�$	������	�$	���	���
��	�����	
are independent, we do not know if the 
violation of independence is a trend or 
some form of multi-year statistical de-
pendence. 

To study the impact of different re-
presentations of climate variability 
��	 ����L����	 ����������	 ���	 ���7���	
design, we considered three reasona-
ble models: (a)  the i.i.d. Log-Normal 
Model that assumed that the maximum 
���
��	����� Qt are independent, iden-
tically distributed random variables 
where log(QtK	 ��`���2). This is a tra-
��������	�����	
���	$��	����L����	��-
nagement. (b) The Log-Normal Trend 
Model that assumed that the maximum 
���
��	�����	Qt have a lognormal dis-
tribution around a linear trend, (c) the  
Log-Normal ARMA Model that assu-
���	 ����	 ���	 �����
�	 ���
��	 �����	
Qt are generated by a stationary low-
order Autoregressive Moving-Average 
(ARMA) process  (p, q) for the log-
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����	������!	 	����������	�$	 ���	�����	
are given in Table 3.

Table 3. Parameters of the 3 Models 
of Annual Flood Maxima for Hannibal 
(log-space parameters) on the Missis-
�����!	�	��	���	�����	s the standard de-
viation of the residuals, b the slope in a 
linear model for the mean, and  the au-
toregressive term in an ARMA model.

This model explains the observed 
upward trend as extra variability due to 
persistence in a stationary time series. 
The resulting conditional mean for each 
year of record is shown in Figure 3. The 
example shows that stationary time-se-
����	������	���	���'	�������	���	����
-
ce a reasonable interpretation of histo-
rical records that can be used to project 
����	����!	"�	����	$���������	��������	
����������	������	 ��	�	����	������	���	
be interpreted as the observed parts of 
�	�'���	��	���	���
���	���������	��	����	
risk. Unfortunately, alternative assump-
tions and models can lead to very diffe-
����	����	����	 $���������	���	 ��	 ��	����	
to determine which one is appropriate; 
��	 ��	������
����'	��$��
��	��	�������
���	
a modest trend from long-term persis-
tence in [5] , which is also likely to be 
present in [14].

Conclusions
The NRC study Decade-to-Century-
Scale Climate Variability and Chan-
ge [14] concludes: “The evidence of 
natural variation in the climate sys-
tem —which was once assumed to be 
relatively stable— clearly reveals that 
climate has changed, is changing, and 
will continue to do so with or without 
�������������	���
�����	`�K	=
�����-
more, compounding the inevitable ha-
zard of natural climate variations is the 
potential for long-term anthropogenic 
climate alteration.”

So is stationarity dead? Stationarity 
remains, in most cases, our paradigm 
for analyzing historical records. It will 
be the default for most analyses. One 
needs to demonstrate that in fact real 
climate change is affecting the charac-
ter of the hydrologic series of interest. 
Stationarity will most likely be the pa-
radigm for analyzing persistence and 

variability in hydroclimatic records, to 
which we need to add projected anthro-
pogenic change (which is then a nons-
tationarity, as were urbanization and 
development factors in the past).

On the whole, we  know the present 
����	 ����	 ��	 �	 ����	 ����	 ���'	 ������	
precision because of the limited length 
�$	����	��������	���	���	�����������	�$	
regional relationships, assuming annual 
�����	���	�����������	����	����!	"$	��	
allow for historical climate variability, 
we know even less. In terms of clima-
te change, we need to project from the 
uncertainty of our current knowledge 
based upon the past record to estima-
te the risks in the future. Formulating 
models is easy, but are they credible? 
G�	��	��$��������	��	���
��	����	����L
risk forecasts upon some change in 
climate-characteristics for which we 
have a physical-causal basis for multi-
decadal projections. Global Circulation 
Models (GCMs) have been employed 
to provide a linkage between the global 
release of greenhouse gases and local 
watershed hydrology, but whether they 
are up to the task is highly questiona-
ble in that those global models fail to 
adequately represent  thehydrologic 
process on a watershed scale [1], [12], 
[10]. And even if climate has been sta-
tionary, for at least a century man has 
been changing and will continue to 
change the landscape and hydrologic 
systems across the United States as 
well as most other parts of the world. 
������	��	����	����	��	���	���!
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