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Abstract: 

 

The connection between customer satisfaction and the financial performance of companies 

has been under academic scrutiny for quite some time. Evidence regarding the long term 

impact of customer satisfaction is however relatively scarce. Furthermore, research has so 

far often neglected potential industry idiosyncrasies in estimating the consequences of 

changes in customer satisfaction. We provide an insight into the overall long run impact of 

customer satisfaction on operating revenues based on a longitudinal dataset for the Austrian 

retail banking industry. Our results corroborate the intuition of a positive long run effect of 

satisfaction on revenues. We can show, that a time lag of 1,5 years has to elapse for 

satisfaction to have a positive impact on sales.  

 

 

Introduction 

 
he growing body of literature dedicated to customer satisfaction dating back as far as the late 70s

1
 

documents the relevance of satisfaction in modern marketing theory. Intense competition in a saturated 

market environment has furthermore led to a broad acceptance of the importance of customer satisfaction in 

practice.
2 
 

 

In the context of shareholder-value orientated leadership two questions have to be asked with regards to 

customer satisfaction: First, whether customer satisfaction has an impact on revenues at all and, if yes, how this 

impact can be operationalized in order to provide a (quantitative) basis for managerial decisions.
3
  

 

However, only a relatively narrow branch of research has investigated the relationship between customer 

satisfaction and the financial performance of companies.
4
 Furthermore, a lot of the existing evidence is anecdotal in 

the sense of being based on case studies. 

 

Relying on an analysis of the PIMS (Profit Impact of Marketing Strategy)-dataset Buzzel/Gale (1987) were 

the first to prove a positive impact of quality on profits. Nelson et al. (1992) also find a positive link between the 

perception of quality of patients and the financial performance of a hospital. The case of Sears has been studied by 

                                                 
1 See Oliver (1977) and TARP (1979). 
2 Compare Shoultz (1989) and Loro (1992). 
3 See Fischer/Hermann/Huber (2001), p. 1162ff. 
4 Compare Anderson/Fornell/Rust (1997), Fornell (1992), Anderson/Fornell/Lehmann (1994), Homburg (1998), Bernhardt /Donthu/Kennet 

(2000) and Rust/Zahorik/Keiningham (1995). 
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Rucci/Kirn/Quinn (1998), who discovered a (positive) relation between “customer impression” and “revenue 

growth”. Evidence from Xerox confirms the Sears experience.
5
 Further rather anecdotal evidence on a positive 

impact of increased customer satisfaction can be found in Dull (1998) for the paper industry, 

Keiningham/Zahorik/Rust (1994) and Licata/Weber/Reed (1998) for the banking industry and Birchard (1994) on 

Whirlpool. 

 

Anderson/Fornell/Lehmann (1994) provide an important contribution for quantifying the impact of 

satisfaction on profits.
6
 Their empirical investigation is based on a dataset of 77 Swedish companies from various 

industries and shows that satisfaction (SAT) has significant and sizeable contemporaneous explanatory power for a 

company’s return on investment (ROI). As it seems quite plausible, that the reaction of profits to changes in 

customer satisfaction may vary with industries, these results however have to be treated with caution.
7
 The cross 

sectional character of the estimation – SAT at time t explains ROI at time t – also commends caution in the 

interpretation of results – satisfaction may very well have lagged effects on profits.
8
 A longitudinal estimation of the 

influence of customer satisfaction has thus been widely recommended.
9
 Bernhardt/Donthu/Kennet (2000) have taken 

up the idea and provided evidence on the connection between customer satisfaction and various financial ratios of an 

American fast food chain based on a dataset of 472 restaurants over a one year observation period. Partitioning of 

the sample into four sub-periods allowed them to detect a significant correlation between satisfaction, lagged by one 

period, and sales. 

 

Empirical results are however far from being unambiguous as for the sign of the effect of customer satisfaction. 

Evidence provided by the consulting firms A.T.Kearney and Arthur D. Little paints a gloomy picture. In two 

separate studies, they conclude that (1) in 80% of cases out of more than 100 British companies “no significant 

impact as a result of TQM” has been recorded, and (2) nearly 2/3 of 500 U.S companies registered “zero competitive 

gains” out of improving quality.
10

 The results of Aaker/Jacobson (1994) also seem to bear out the intuition that 

“customer service-quality perceptions and satisfaction are sometimes, but not always, reflected in profits.”
11

 

Griliches (1971) already noted two decades earlier that investment in improved quality may have detrimental effects 

on a company’s cost structure. Tornow/Wiley (1991) even show, that customer satisfaction and profits display a 

negative correlation.
12

 

 

What can be said in conclusion therefore is that the evidence on the link between customer satisfaction and 

revenues/profits is encouraging, but far from clear. The problem of collecting a reliable, consistent and sufficiently 

large data set has furthermore led to a lot of research taking the form of case study-evidence. Rather few papers 

provide insights into the quantitative relation between the two variables. Even these studies – for lack of appropriate 

data – often rely on data from several industries, which, due to industry idiosyncrasies can only provide a blurry 

picture of the consequences of customer satisfaction on profits. Furthermore, up to now, only one study 

(Bernhardt/Donthu/Kennet (2000)) has attempted to address the effects of satisfaction on profits over time by the 

use of longitudinal data, although their dataset comprises just 4 quarters (1 year). The real importance of customer 

satisfaction can however only be fully captured by an examination of the relationship between satisfaction and 

revenues over a long-term perspective. 

 

                                                 
5 See Carr (1992). 
6 See also Fornell (1992), as well as Rust/Zahorik/Keiningham (1995) and Fischer/Hermann/Huber (2001), who try to quantify the relation by 
way of ratios, e.g. the ROQ (Return on Quality). 
7 See Anderson/Fornell/Rust (1997) who, focussing on the relation between customer satisfaction and productivity, find differences in ROI 
elasticities to changes in customer satisfaction between the production and the service industry. 
8 See Rust/Zahorik (1993). 
9 See LaBarbera/Mazursky (1983), or Zeithaml/Parasuraman/Berry (1990). 
10 The Economist (1992). 
11 Schneider (1991), p. 154. 
12 See also Hill (1993) for anecdotal evidence in the same line on Wallace Company winning the Malcolm Baldridge National Quality Award in 

1990 and going bust just two years later. 
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By using a longitudinal data set from a single industry (Austrian retail banks) dating back 15 years, we are 

able to give a detailed quantitative analysis of the influence of satisfaction on revenues for the banking industry. The 

longitudinal characteristics of our panel enables us to investigate the existence of time lags driving the relation 

between the two variables. The paper therefore answers the questions, whether there is a relation between customer 

satisfaction and revenues, how this relation can be quantified, how long it takes for satisfaction to have an effect on 

the sales figures of a bank and how the effects of customer satisfaction on revenues change in the course of time. 

Answering these questions should give valuable support to management decisions in quality management and 

marketing in general. 

 

Theoretical Framework 

 
Understanding the links between customer satisfaction and revenues is a prerequisite in order to be able to 

formulate hypotheses on the existence, intensity, shape and time dimension of this relationship. This however 

implies identifying those factors – henceforth referred to as “mediating variables” or “mediators” – establishing a 

link between satisfaction and performance: 

 

 Repurchasing intentions 

 

The probability of choosing the same company again is higher for customers satisfied than for those 

unsatisfied with past consumption.
13

 The positive relation between the repurchase rate and satisfaction provides the 

company with a stable source of sales, bound to be very valuable – especially when seen over a sufficiently long 

horizon.
14

 It has to be noted however, that the effect of repurchasing intentions on sales may very well take time to 

be seen – customers who have just bought a product/service that changed their satisfaction will possibly not 

experience a need for the same product/service again for some time. 

 

 Cross-selling  

 

 Satisfied customers are however not only valuable for their higher repurchasing intentions, but they are also 

more likely to consume other products/services from the same supplier.
15

 

 

 Price elasticity 

 

Furthermore, empirical evidence has confirmed the intuition that customer satisfaction decreases price 

elasticity.
16

 Especially reward-programs combined with a high level of service quality can help induce customers to 

put less emphasis on price considerations.
17

 Therefore satisfaction can be used to increase pricing power and to 

immunize against poaching initiatives of competitors based on aggressive pricing.
18

 

                                                 
13 See Rust/Zahorik/Keiningham (1994), (1995) and Fornell (1992). 
14 See Thomas (1998). 
15 See Rose (1990) and for evidence from the automotive industry Hermann/Johnson (1999), Johnson (1998) and (1995). 
16 See e.g. Anderson(1996), Garvin (1988) and Downling/Uncles (1997), p. 71ff. for contrary evidence. 
17 See Mohs (1999). 
18 See Anderson/Sullivan (1993), p. 127ff. 
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 Recommendation effect 

 

 Customer satisfaction is however not only a valuable tool of “defensive marketing” intended to keep the 

existing customer base, but is equally valuable as a means of a marketing strategy intended to win new customers.
19

 

Advertising by positive word of mouth helps improve the overall reputation of a company. This can be beneficial in 

maintaining and/or establishing relationships with stakeholders (suppliers, workers, distributors). Positive word of 

mouth can furthermore help position services/products in a high quality range
20

 as well as help counter negative 

external shocks. A case in point for the importance of customer satisfaction in this respect is the research undertaken 

by the “Technical Assistance Research Program (TARP)”
21

, which has shown that unsatisfied customers tend to 

share their experiences with 9 other people whereas satisfied customers recommend their supplier to an average of 3 

persons.  

 

 Note that both sales price and volume are affected by the above mediators. Whereas price elasticity is going 

to influence the product/service price, the other three mediating variables have an impact on the sales volume. 

Figure 1 summarizes the hypothesized relationship between satisfaction and revenues: 

 

 
Figure 1: The link between satisfaction and revenues 
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With these well-known facts in mind we believe that higher customer satisfaction should lead to a rise in a 

company’s revenues. However, since most of the positive consequences of high customer satisfactions enumerated 

above refer to behavioral intentions, we expect that it may take some time until these intentions translate into 

consumer actions and have an effect on sales.  

 

 

                                                 
19 See Rust/Zahorik/Keiningham (1995), p. 59. 
20 See DeSarbo/Huff/Roladelli/Jungwhan (1994). 
21 See TARP (1979), (1981) and (1986). 
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 Formally, this hypothesis can be expressed by the following equation: 

 

TxonSatisfactifuesReven txtt ,...,1     ),(                  (1) 

 

The equation reflects the fact that revenues at time t are positively affected by past customer satisfaction, as well as 

other factors, e.g. general economic conditions, firm-specific factors and an error component, captured by the vector 

t . 

 

Data 

Our dataset consists of semiannual revenue and satisfaction data over 15 years – from 1988 to 2002 – for 

four Austrian retail banks. Operating revenue data was obtained from quarterly and annual reports of the 

corresponding banks provided by the Austrian Central-Bank (OeNB), as was the data for the overall Austrian 

Banking system.
 22

 

 

Generally speaking, longitudinal satisfaction data is very hard to obtain. Only quite recently customer 

satisfaction indices have been introduced and calculated – the Swedish Customer Satisfaction Barometer in 1990, 

the Deutsche Kundenbarometer in 1992 or the American Customer Satisfaction Index in 1994.
23

 The satisfaction 

index we use describes the average overall satisfaction per bank transformed into a 0 to 100 scale. It is based on 

direct customer surveys of overall satisfaction with the bank in question. The index stems from interviews conducted 

by an Austrian retail bank covering its own clients and those of its three main competitors. Approximately 4.000 

semiannual interviews were held at each point in time, where customers were asked to evaluate the overall 

satisfaction with their bank on a seven-point scale. The interview-sample at each point in time reflected the market 

share of each of the four banks. Average overall satisfaction is defined as the mean per bank of all satisfaction 

evaluations resulting from the survey of the bank’s clients. The constant size of the sample over time and the 

inclusion of market share data into the sample selection guarantees a representative and comparable data set for 

overall customer satisfaction.  

 

We therefore use an explicitly one-dimensional characterization of customer satisfaction, as done in numerous 

other papers.
24

 This concept however has also been subject to critical comments
25

, especially in papers focussing on 

the components and different dimensions of satisfaction. In this regard, one-dimensional data will almost certainly 

be of limited use for diagnostic means.
26

 A balanced view of multi- and single dimensional definitions however has 

to take the intended use of the satisfaction data into account.
27

 As other authors also rely on single dimensional 

satisfaction data when investigating the link between satisfaction and profits
28

, it is considered appropriate for the 

purpose of this paper too. 

 

Specification 

 
Having discussed the question why and how satisfying customers should affect revenues, we can now 

move on and specify a model for the econometric analysis of the hypothesized relationship between customer 

satisfaction and revenues. 

                                                 
22 See OeNB (1989a); OeNB (1989b); OeNB (1990a); OeNB (1990b); OeNB (1991a); OeNB (1991b); OeNB (1992a); OeNB (1992b); OeNB 

(1993a); OeNB (1993b); OeNB (1994a); OeNB (1994b); OeNB (1995a); OeNB (1995b); OeNB (1996a); OeNB (1996b); OeNB (1997a); OeNB 

(1997b); OeNB (1998a); OeNB (1998b); OeNB (1999a); OeNB (1999b); OeNB (2000a); OeNB (2000b); OeNB (2001a). 
23 See Fornell/Johnson/Anderson/Cha/Bryant (1996). 
24 See Westbrook (1980), Swan/Martin (1981) or Fornell (1992). 
25 See Fishbein/Ajzen (1975), p. 365ff., Mittal/Ross/Baldasare (1998), p. 33 ff. and Mittal/Kamakura (2001), p. 133. 
26 Runow (1982), p. 26ff. 
27 See Peterson/Wilson (1992). 
28 See e.g. Anderson/ Fornell/Lehmann (1994) and Bernhardt/Donthu/Kennet (2000). 
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In keeping with the arguments advanced in the previous sections, revenues ri,t of bank i at time t are 

influenced by lagged customer satisfaction si,t-k. As the dynamics, and therefore k, are unknown we start off with an 

unrestricted finite distributed lag model.
29

 Additionally, the revenues are affected by a set of other factors t , that 

depend on the general state of the economy at time t and on a wide variety of firm specific influences that could be 

both time-dependent (e.g. operative management plans) or time-invariant (e.g. strategic resources of the firm like 

management qualifications, technological resources etc.).  

 

It is well known, however, that an omission of relevant explanatory variables leads to inconsistent and 

seriously biased estimators, if the orthogonality conditions do not hold and any of the omitted variables is correlated 

with any of the observable regressors.
30

 We tackle this problem in several ways: First the aggregated revenues of the 

whole industry at time t less the contemporaneous sum of the revenues of the four banks in question, at, are added as 

a proxy for the general economic conditions governing the banking industry. Second, following a common 

technique to account for possible unobservable time-variant firm-specific effects and for heterogeneity in the cross-

section of banks, a lagged dependent variable ri,t-1 is added as an additional regressor.
31

 Thus the model becomes an 

autoregressive distributed lag model ARDL (1,q).
32

 This is to say that although the number of satisfaction terms is q 

and therefore finite, the revenues ri,t depend on the si back to the indefinite past via ri,t-1. Therefore this formulation 

reflects the expected persistence of the benefits of customer satisfaction for the firm:
33

 Third, to deal with 

unobserved time-invariant firm specific effects, the error in the model is assumed to contain a cross-section specific 

unobserved effect ei , as well as random noise ui,t.
34

 

 

Logarithms are taken of each variable, which enables us to interpret the estimated coefficients as 

elasticities. 

 

Thus the basic model based on our theoretical framework is given by: 

       


 
q

k

tiitiqtqktikti uerasr
1

,1,21,, lnlnlnln                (2) 

 

With a balanced panel of N = 4 banks and T = 30, T is sufficiently large relative to N. Therefore T  

asymptotics are more appropriate, and the framework becomes multiple time series analysis.
35

 However, whereas 

N  asymptotics impose no restrictions on the time series persistence in the data, for T  the data must 

be stationary to produce consistent estimates, otherwise the regression coefficients are well known to have 

nondegenerate limit distributions and the regression is characterized as spurious.
36

 We therefore conduct 

Augmented-Dickey-Fuller Tests on each of the individual series to test for an unit-root. The test statistics for the 

null-hypothesis of an unit-root are shown in Table 1. It can be seen that the results of the stationarity tests cast doubt 

over the stability of parameters over time. All of the series are non-stationary in levels and taking the first 

differences produces stationary processes. 

 

 

 

 

                                                 
29 See Greene (2000), p. 717. 
30 See Greene (2000), p. 334, and Wooldridge (2002) , p. 62. 
31 See Amemiya (1985), Boulding (1990), Anderson/Fornell/Lehmann (1994), Nair-Reichert/Weinhold (2001), Wooldridge (2000), p. 289, and 

Wooldridge (2002), p. 493. 

32 See Greene (2000), p. 725, Harvey (1990), and Jorgenson (1966), who labels this model a rational lag model. 
33 See Anderson/Hsiao (1982), p. 61, and Wooldridge (2002), p. 493. 
34 See Greene (2000), p. 582, Wooldridge (2002), p.248. 

35 See Wooldridge (2002), p. 250, Greene (2000), p. 592, and Grunfeld/Griliches (1960) as an early example. 
36 See Granger/Newbold (1974), and Phillips (1986). 
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Table 1: Test statistics for ADF-unit-root-tests on each individual series; 

*** denotes significance at the 1% level 

 

Test Statistics for Augmented Dickey Fuller Tests 

i ln(ri) ln(ri) ln(si) ln(si) ln(a) ln(a) 

1 2,04 -4,25*** -0,19 -7,42*** 

2,39 -3,07*** 
2 2,61 -3,28*** 0,17 -5,18*** 

3 1,19 -3,09*** 0,47 -7,80*** 

4 3,55 -3,07*** 0,05 -7,49*** 

 

 

Since all the series are integrated of order one, first differencing is the common and appropriate 

transformation of the basic model given in (2).
37

 The model in its first difference specification is an unrestricted 

finite distributed lag model given by 

     


 
q

k

titqktikti asr
1

,1,, lnlnln                 (3) 

and is therefore an extension of one of the models, Anderson/Fornell/Lehmann (1994) use in their analysis. 

 

Entering all the variables in equation (3) in their logarithmic, first-difference form has several advantages: 

First, it allows the variables to be interpreted in terms of growth rates without changing any of the predictions made 

above about the expected signs of the coefficients. Second, as already mentioned the regression coefficients are 

elasticities and measure the relative increase in revenue growth induced by a one percent growth in satisfaction 

growth with an impact multiplier 1  capturing the immediate effect and 


q

k
k

1

  the long-run propensity. Finally, 

through the formulation of the relationship between revenues and customer satisfaction in terms of growth rates as in 

(3), the law of diminishing marginal returns is implicitly accounted for. It is reasonable to assume that the economic 

benefits of raising customer satisfaction decline and eventually die out as the level of average satisfaction of all 

customers becomes higher: Since the coefficients of the regression model can be interpreted as elasticities the first 

k ,...,1  parameters measure the impact a one-percentage rise in the growth rate of customer satisfaction has on 

the growth of revenues. Seen the other way round, in order to achieve a one percent increase in revenues in the long-

run a bank needs a rise in satisfaction of 




q

k
k

1

1



. This however is easier to achieve for a bank operating on a lower 

absolute satisfaction level than for a bank with a high absolute overall-satisfaction as measured by the index. 

 

 Additionally, transforming the data through first differences as in (3) is a common correction for 

controlling for unobservables and heterogeneity in cross-sectional time-series data. A second way to account for 

individual heterogeneity, that is applied here, is to allow the variance to vary with the cross-sections unit.
38

 As the 

explanatory variables in the model are not jointly determined with the dependent variable according to our 

theoretical framework, there is no simultaneity bias and we can use feasible GLS to estimate the parameters of 

interest consistently for T .
39

 

                                                 
37 See Greene (2000), p. 778, and Wooldridge (2000), p. 585. 
38 See Holtz-Eakin/Newey/Rosen (1988), p. 1372. 
39 See Greene (2000), p.596, and Wooldridge (2000), p. 353. 
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Estimation and Results 

 
 Since the lag length of the unrestricted finite distributed lag model as in (3) is not known a priori we 

determine it using the Akaike information criterion (AIC) as well as the Schwarz criterion (SC), which are two 

alternative fit measures that have been suggested for this purpose.
40

 

 

 
Table 2: Determination of lag length on the basis of AIC and SC; 

* denotes the model selected on the basis of the respective criterion 

 

Determination of lag length 

K 0 1 2 3 4 5 6 7 8 

AIC -2,40 -2,45 -2,52 -2,62 * -2,60 -2,58 -2,56 -2,54 -2,39 

SC -2,35 -2,37 -2,41 -2,49 * -2,45 -2,40 -2,36 -2,31 -2,13 

 

 

 According to both criteria, three lags are sufficient to capture the dynamic relationship between operating 

revenues and customer satisfaction. An initial feasible GLS estimation of the so specified model yields the 

parameter estimates as presented in Table 3: 

 

 
Table 3: Parameter estimates of the model 

 

Parameter Estimates 

Variable Coefficient Std. Error t-Statistic Prob. Adj. R2 

ln(si,t-1) 0,111 0,097 1,143 0,26 

0,539 
ln(si,t-2) -0,011 0,094 -0,118 0,91 

ln(si,t-3) 0,224 0,089 2,511 0,01 

ln(at) 0,847 0,082 10,251 0,00 

 

 

 The results clearly show, that satisfaction has an impact on a bank’s operating revenues. We find evidence 

for a lagged effect, that is positive, highly significant (p-value = 0,01) and arises with a lag of three periods (i.e. 1,5 

years). The coefficient on the proxy variable capturing the general conditions of the industry is also highly 

significant (p-value < 0,01) and has the expected positive sign. The p-values of the coefficients on the two remaining 

lagged growth rates of customer satisfaction, however, suggest that these terms do not have any explanatory power, 

which indicates, that obviously more then a year has to pass by before changes in customer satisfaction have a 

measurable impact on revenues.  

 

 In order to test the restrictions, that both 1 and 2 are not significantly different from 0 we perform a 

Wald-Test: 

 

 

 

 

 

 

 

                                                 
40 See Diebold (1998), p. 90. 
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Table 4: Test statistics for the Wald-Test 

 

Wald-Tests for H0: 1 = 2 = 0 

Test statistic p-value 

1,874 0,392 

 

As H0 cannot be rejected on all common confidence levels, the final model specification only includes a 

three-period lagged effect (i.e., 1,5 years) of satisfaction growth on revenue growth. Estimates of this model are 

given in Table 5. 

 

 

Table 5: Parameter estimates for the restricted model 

 

Parameter Estimates 

Variable Coefficient Std. Error t-Statistic Prob. Adj. R2 

ln(si,t-3) 0,209 0,079 2,627 0,010 
0,559 

ln(at) 0,862 0,070 12,260 0,000 

 

 

As hypothesized the effect of customer satisfaction on revenues is clearly positive. If there is a 1% rise in 

the growth rate of satisfaction, revenue growth will record a 0,209% rise. Furthermore as changing customer 

satisfactions has to alter behavioral intentions before triggering a reaction in the sales records of a bank, a change in 

satisfaction – as expected – takes time to bring along a change in revenue growth. Only after 1,5 years, the positive 

consequences of satisfaction prevail. Therefore it comes as no surprise that the general fit of a model accounting for 

the dynamics in the relationship between customer satisfaction and revenue is higher than the fit for static models or 

for models, where the time-series are not long enough to allow a thorough examination of the relationship in 

question: The adjusted R
2
 is 0,559 and hence much higher than the corresponding fit measures of comparable 

studies done in Anderson/Fornell/Lehmann (weighted R
2 

for first difference specification is 0,35). and 

Bernhardt/Donthu/Kenneth (Correlation Coefficient between sales and lagged satisfaction is + 0,42). 

 

We also find a clear indication, that, as hypothesized in Anderson/Fornell/Lehmann (1994), customers have 

adaptive and rational expectations. “Changes in the level of quality provided by a firm enhance or erode a firm’s 

reputation for quality over time. ... The implication for a firm trying to make a quality “turnaround” or “comeback” 

is, therefore, not to expect immediate returns ...”
41

 

 

As for the managerial implications of these findings, it should be noted, that, generally speaking, customer 

satisfaction is an important variable worthwhile considering. A slump in customer satisfaction could for instance be 

used as an early warning signal for subsequent changes in sales figures. This would enable companies to react 

swiftly and in time to a potentially forthcoming erosion of their revenue figures. At the same time, our results dictate 

patience in the evaluation of customer satisfaction initiatives, as the impacts of these programs take time to become 

apparent. 

 

Conclusion 

 
 Several studies have investigated the link between customer satisfaction and the financial performance of 

companies. The evidence on the long term effects of customer satisfaction is however relatively scarce. 

Furthermore, research has so far often estimated models for a mixture of different industries thus hiding potential 

industry idiosyncrasies. We investigate the total impact of customer satisfaction on operating revenues based on a 

longitudinal dataset for retail banks. Results indicate a positive long run effect of satisfaction on revenues. We 

                                                 
41 See Anderson/Fornell/Lehmann (1994), p. 64. 
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observe a time lag of 1,5 years for satisfaction to finally have a positive impact on sales, and this makes customer 

satisfaction a valid early warning signal for revenue figures. Therefore, as noted in Bernhardt/Donthu/Kennet (2000) 

“... time-series ... [are] valuable when attempting to uncover what is actually going on in the marketplace.”
42

 

 

 Future research should on the one hand aim at extending our research design to other industries and on the 

other hand focus on the impact of satisfaction on firm value, ideally referring to capital market data. 
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