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Abstract
Web robots also known as crawlers or spiders ad hg search engines, hackers and
spammers to gather information about web pageselyidetection and prevention of
unwanted crawlers increases privacy and securityetisites. In this research, a novel
method to identify web crawlers is proposed to préwinwanted crawler to access websites.
The proposed method suggests a five-factor ideatibn process to detect unwanted
crawlers. This study provides the pretest and psistesults along with a systematic
evaluation of web pages with the proposed idemtiitn technique versus web pages without
the proposed identification process. An experinvead performed with repeated measures
for two groups with each group containing ninetyovpages. The outputs of the logistic
regression analysis of treatment and control gr@opéirm the novel five-factor
identification process as an effective mechanisprésent unwanted web crawlers. This
study concluded that the proposed five distinchidier process is a very effective technique

as demonstrated by a successful outcome.
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Chapter 1. Introduction

Introduction

The Internet has greatly impacted how informattocreated, shared, and accessed. It
certainly has transformed how people, organizatiand governments function in terms of
communication and collaboration. Some scholarsrasélarchers even draw similarities
between the Internet and other earlier inventiah &s the printing press, telegraph, radio,
telephone, fax, and how they all have changedahemunication and lifestyle of many
people around the globe (Feldman, 2002; Brown, 2aA%ddition, the explosion of the
Internet was so remarkable that it transformedgtbbal economy, cultures, and society in
terms of how people collaborate, share, and comeatmiand still continues to evolve and
impact culture, education, science, and so on [{@®a2003, p. 208). However, during the
early days of the Internet, the process of adommhuse of the Internet was slow but steady
until 1994 to 2000, at which point “the number aglwhosts grew from 2.2 million to over 94
million” (Kogut, 2004). So, the Internet startechpile and small but changed over time and
grew as the result of new innovations in technolagg in the number of users who started to
use the Internet more often at home, work, andadclibth various devices such as
smartphones or tablets.

The Internet started in 1969 in an experimentairenment with only four computers
connected to a very small communication networlagpgncy of the U.S. Department of
Defense called the Advanced Research Projects Agé&iPA), in order to allow
communications between researchers if a nucleaclkaticcurred (Nelson & Coleman, 2000).
The technology used by ARPA was called TCP/IP,areh to this day, the Internet uses

TCP/IP protocol to connect computers as the regutiis ARPA successful project. Some



technology specialists and researchers even ¢hedifransmission Control Protocol (TCP)/
Internet Protocol (IP) model as the DoD standamefgyring to its origin at the Department of
Defense (Banzal, 2007). However, TCP/IP is notothlg model for implementing protocol
stacks; the Open Systems Interconnection (OShasha&r popular system that is used
currently, and in terms of functionality, the lay@&f each model can be mapped to one
another (Sathyan, 2010). Table 1 shows the layfegach model side by side in terms of
functionality.

Table 1
OSI| Model and TCP/IP Model

0S| Model TCP/IP Model
Application layer

Presentation layer |Application layer

Session layer
Transport Layer Transport Layer
Network Layer Internet layer

Data Link layer

- Network interface layer
Physical layer

Both models provide similar functionalities, aneérd are not enough differences
between the two models to examine each model depafar the purposes of this study. In
this study, the TCP/IP is explained so a generdérstanding of the models is introduced to

better understand the web infrastructure and systée TCP/IP has four abstract layers

(Steed, & Oliveira, 2009).
1. Application Layer
This is where data are created and submitted tthanoomputer. The main function

of this layer is to access network functions. Aggtions use Internet Protocol (IP)



addresses and ports to communicate to each othirisBBimply a 16-bit unsigned
integer such as 8080, and IP is the numerical addiepresentation of a computer on
a network.

. Transport Layer

This layer is responsible for managing and conftrglthe end-to-end communication
for packets processing through a network. Trandpgers primarily use two types of
protocols: the User Datagram Protocol or UDP (anegtionless communication) and
the Transmission Control Protocol or TCP (conneecbaented). Both protocols
provide a process to communicate between clientast UDP is faster but is less
reliable in terms of how it communicates; TCP igenliable.

. Internet Layer

This layer mainly is responsible for routing IP kets between computers. This layer
creates, maintains, and ends network connectiBnsatkets provide information

about the data communication process, as depict€dble 2 (Steed & Oliveira,

2009).

Table 2

IP Packet

Bites Packet

0-31 Version Header length Type of Total length

service

32-63 Identification Flags Frgament
offset

64-95 Time to live Protocol (upper layer) header checksum

96-127 Source address

128-159 Destination address

160-191 Options

160+ or 192+ Data



4. Network Access Layer
The main function of this layer is to provide accés transmission, communication,
and delivery of data across physical devices. kample, IEEE 802.11 or Ethernet
are part of this layer.
The TCP/IP is a very powerful protocol used actbssmany computer networks and
connects computers to the Internet. However, tfirastructure and architecture of the Web
have multiple components at the application lexe{ that is the layer more visible to many
Web users. There are two main computer networlgdsgor implementing the application
communication over TCP/IP. Below are brief desaipg of two main types of computer
network architecture for implementing applicati@esording to a book calledetworking
Bible (Sosinsky, 2009).
o Peer-to-Peer
Each computer in a Peer-to-Peer network is calledds. Each node is considered an
equal partner, and each node can act as a clidrdeaxer by sharing resources.
Furthermore, each node can have direct connediandther node, and there is no
key management entity in the communication netwitény view this as a weakness
because viruses or other harmful applications eailyeget distributed to all nodes.
For example, BitTorrent is a website based on Re€reer architecture.
e Client Server
Client server is the most widely used applicatiozhdecture on the web. Various
applications and systems such e-mail systems, asgadystems, or simple web
browsing on the Internet are all powered by clearver architecture. Client server

architecture has two main components: the cliepliegtion and server application.



There is little limitation about this architectuercept the client software should be

able to communicate to the server application. ddmamunication process between

client and server is very similar to human commatian because one has to initiate

communication and the other person or entity hasgpond. In a client-server

environment, the client initiates the communicatigrsending a request to the server

and in return the server will respond with a webegad ypically the request gets

initiated by an individual who types the addresthmbrowser, and the server will

return the content of a web page or document aisteelgn Figure 1.

=

Persan/user
Request a webpage

[

2

)
N

Internet

1.Webh server

OB

2 Database

A[ Server response

> auaea

Router/gateway

Figure 1 Client Server Application Architecture

The web and client server architecture worked feelthe most part when the

Internet started to grow, but it was very diffictdtfind and remember all the addresses and

information on the web. According to a book cal®&€lO: Search Engine Optimization Bible

the whole process of finding information on theshniet made it a “difficult” and “time

consuming” experience (Ledford, 2007). Clearlyréheas a need to find information faster
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and not worry about the address or content of esthpage. So web crawlers were created
to help web users and search engines to createaadé¢ web pages and solve the problem of
finding and remembering many web pages. In othedsydhe main goal of creating and
using web crawlers was to address a human weakeeasise humans are simply much
slower than computers when it comes to searchifognration. Web crawlers were created
to find information and catalog web pages for seamgines so that web users could easily
find relevant information by using key words or aées. The concept of indexing is very
similar to the concept of creating indexes for lemdkor example, instead of going through
every page in a book to find a specific keywordlexes allow a faster way to find the
specific content. The first person to implementwled crawling application with the concept
of indexing was Matthew Gray in 1993 (Kuusisto, 201

Search engines have three main components. Tharfidsmost important part of the
search engine is the crawler, which goes throudh peges by reading every page and then
following every link on each page. The second pathe search engine is indexes, which are
the results of web crawlers and are simply a lisththe web pages that a web crawler
reads. The third part of the search engine isaefiapplication with a distinct algorithm that
goes to millions of web pages to find the bestltegar a searched key word or words. So
search engines use crawlers to go to each webguegley one, automatically and
consistently, first to catalog and index web pamas then to make the results of web
crawlers searchable to all users (Stassopoulouk&iBkos, 2009). Web crawlers are critical
because search engines cannot function withowétrecrawler’s ability to gather
information and catalog it as soon as it is createghodified on the web. Also, it is very

important for a search engine to use the correbtavawler type to avoid storing huge



amounts of unused data in search engine databvase#is and cataloged information from
web crawlers get stored on a search engine’s degadmausers can search these results by a
key word or words. If an incorrect type of crawieused, then terabytes of data would get
stored on search engine servers without ever hesad or accessed by any web users. There
are two main types of web crawlers:
a. Generic Crawler
The generic crawlers attempt to index and categgrages regardless of subject or
specific context (Govardhan, Narayana, & Premchaaa9).
b. Focused Crawler
Focused crawlers attempt to target a specific topgubject. For example, the
crawler may attempt to index and catalog any paglased to education, computers,
or so on (Govardhan, Narayana, & Premchand, 26@@)hermore, focused crawlers
can even be subcategorized to topical (also kn@theclassic), semantic, and
learning. The topical crawler accepts user inpahenform of key words, starting
with a set of URLs and then managing and contmliive results towards the pages
that are more relevant to a given textual keywidr{czer, Pant, & Srinivasan,
2004). Semantic crawlers function very similarltiie topical crawlers; however, the
semantic crawlers start with some links but searshmanage based on the
semantics or context of given key words insteadraivling or searching for an exact
key phrase (Ehrig & Maedche, 2003). For examplgivién input iseducationthen
the crawler will search faschool, universitiesand so on. Unlike the two previous

types of focused crawlers, the learning crawleespaovided with training data and



will improve and learn methodology in order to fiadd target correct URLs or web

pages (Batsakis, Petrakis, & Milios, 2009).
Clearly, the search engine crawlers have becomeeficient in gathering information and
analyzing the results, but all web crawlers areaneated to gather information for search
engines because they are also used by cyber-ctaniveckers, and spammers for “different
types of unethical functions and activities suclaa®matic extraction of email and personal
identification information as well as service akisic(Sun, 2008). One of the current
challenges of crawlers and web pages is to disshgerawlers from other accesses in order
to prevent undesirable web crawlers (Thelwall &Btu2006; Zhong, 2010). Furthermore,
researchers have created various documents alsontisise of web crawlers by other
entities beside search engines, such as spammdrtheneed to investigate how to identify
web crawlers in order to prevent the unwanted watvlers (Stassopoulou & Dikaiakos,
2009; Doran & Gokhale, 2011). So this study propa@saovel defense mechanism by using
a five-factor identification process against wedvder intrusion in order to prevent
unwanted web crawlers from gathering informatiod aocessing web pages.
Statement of the Problem

Entering a web page via a crawler or robot to hacsteal information is unethical
and creates privacy and security problems. Deppéeious researchers’ attempts to address
the problem of identifying web crawlers versus ham#o prevent misuse or theft of
information on web pages, there is still a lacknébrmation about how to effectively prevent
all unwanted web crawlers from entering a web paigf@out preventing humans and wanted

web crawlers, such as Googlebot.



Nature and Significance of the Problem

The significance of being able to identify web clens to manage and prevent them has
been documented by previous researchers (Lourer8el& 2006; Tan & Kumar, 2002). In
addition, there are multiple contributing factoupporting the significance of this problem.
The followings are the main contributing factors:

First is the resource usage of web servers byninanted web crawlers. This
challenge has been documented more recently asahisues to impact users, web
administrator specialists, and software enginearnr@ganizations. “A contemporary
problem faced by site administrators is how toafiely manage crawler overload on
dynamic web-sites” (Koehl & Wang, 2012, p. 171)eThesearchers found even though
“crawlers only represent 6.68% of all requestsy ttensume an astonishing 31.76% of
overall server processing time” (Koehl & Wang, 2042171). So even though there may not
be a very high number of crawlers visiting each siteh a few crawlers can impact server
performance and processing in that servers andmgstnay not be able to process a high
number of jobs or provide a prompt response tosus@r example, if website resources are
impacted, then a web page may not load or it miegy é&alonger time to load. This impact on
server performance as the result of an unwantedonastler is not surprising because of
how web crawlers function in a recursive or looppmgcess. Web crawlers gather
information by going into a recursive process feerg hyperlink or link on each page until
all the links on a given site are indexed. Thisureive process is one of the main reasons
why the server processing time is impacted by @&édmnumber of web crawlers.

The second element contributing to the importariqgaeventing unwanted web

crawlers is the security issue by using injectiagthnod. As a result of not being able to



prevent unwanted web crawlers, the websites aseslesure and personal data are more
accessible by criminals and those who want to steaidentity of others. There are various
methods of using web crawlers to bypass securityalifsites such as the login page. For
example, one approach involves the following: “axer requests a Web page and captures
the response page. In the response page, it igsntiput fields (e.g., HTML forms) which
are filled and submitted with malicious inputs” élniar & Zulkernine, 2012, p.15).

Third, current technology used to prevent web teesvdoes not sufficiently protect
web pages. A recent study found that more than 80&6tive websites use Robots Exclusion
Protocol (REP) to control web crawlers, but Rolietslusion Protocol (REP) does not
sufficiently manage web crawler’s acceasd as the result there is a need to find a better
solution (Giles, Sun, & Councill, 2010). The magason REP does not protect and control
web crawlers is that it functions only as an “urmeéoéd advisory” mechanism (Giles, Sun, &
Councill, 2010). The main challenge with REP i thab crawlers are expected to follow
the robots.txt file rules which are set by the vitgbswner or web page admin team, but the
crawlers can simply ignore those rules if they want

Fourth, there is lack of new approaches to detedtprevent web crawlers because it
is very difficult to identify and prevent web craax selectively without cloaking. According
to an article entitle@ots, Scrapers, and Other Unwanted Visitors to Y&eb Site“there are
technical solutions, but none is completely effextagainst a creative and determined bot
designer” (Zabriskie, 2009)Also, Lourenco and Belo stated that “this is aelydecognized
problem, there are few published papers in thisqudar area and techniques have not kept
up with crawler evolving” (2006). Another reasonyagreventing web crawlers is

challenging is that cloaking is discouraged andpsoimitted by various search engines.
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Cloakingrefers to a process whereby different contenisiglayed to different users or
search engines, and since web pages are ranked drasigeir contents, search engines do
not allow this (Wu & Davison, 2006).

The fifth element is the ability to prevent comimes from gaining access to
marketing or pricing strategy which an online bessmay offer. One study documented that
“many sites who advertise goods, services, anégrnline desire protection against
competitors that use crawlers to spy on their inwgfi (Chandramouli & Gauch, 2007his
process of going to other websites to collect imfation via automated process or web
crawlers is calleadveb scrapingand has recently created various legal challeimgesurts
(Watson, 2009). For example, the Momondo.com welpsdvides price comparisons for
cheap flights, but it never sought approval fronafsir’s flight(Compart, 2009). Another
case was Southwest Airlines Co. v. Farechase,imwhich Southwest claimed that its terms
of use prevent how Farechase was using web cratelels web scraping (Zabriskie, 2009).
So it would be much easier to battle web scraditizgere were a way to systematically and
effectively prevent unwanted web crawlers.

Purpose and Objective(s) of the Study

The purpose of this study is to find a novel, sysdtic, and tested method to identify
and prevent unwanted web crawlers accessing wedspaighout cloaking.
Research Questions and Hypotheses

uestions

The followings are the research questions forghusly:

11



First, does the five-factor identification procedsich uses pass key, date, user agent,
IP, and number of visits for the web server/padleeed each day) significantly reduce
unwanted web crawlers accessing web pages?

Second, does the five-factor identification precesich uses pass key, date, user
agent, IP, and number of visits for the web sepagé (allowed each day) significantly
reduce wanted web crawlers accessing web pages?

Hypotheses

The following hypotheses are defined for this studyen comparing treatment
groups and control groups. The treatment/intere@ngroup is exposed to treatment and has
five-factor identification. On the other hand, tentrol group was not exposed to the five-
factor identification process at all.

Hypotheses Group A:

e Hgo: There is no significant difference between treatifn@ervention group and control
group, in terms of wanted/valid web crawlers visits

e Hi: There is a significant difference between treatiiaervention group and control
group, in terms of wanted/valid web crawlers visits

Hypotheses Group B:

e Ho: There is no significant difference between treatteiervention group and control
group, in terms of unwanted web crawlers visits.

e Hi: There is a significant difference between treatiigetrvention group and control

group, in terms of unwanted web crawlers visits.

12



Hypothesis Testing

Each of the hypotheses will be evaluated aftedtta analysis steps are completed and
results are evaluated for accuracy and consistéhgothesis tests will be done based on the
calculation ofp valued. If thep value is greater than .05, then we do not refectull
hypothesis, but if thp value is less than or equal to .05, then we dectéjyin favor of H
hypothesis for each group. The concept of hypashtesting using value to compare
against a pre-chosen alpha (usuallky 0.05) to make decision about significance défere
between two groups has been documented by varreugps researchers and statistics
authors (Schlotzhauer, 2009; Stephens, 2004).

Definition of Terms

Crawler, Robot, Spider, Scraper or Bot:Applications which go through Web pages
automatically from one page to another page wigbal to retrieve information from Web
pages (Stassopoulou & Dikaiakos, 2009).

Cloaking: A method or approach to show different web pageesd to different
users (Lin, 2009). For example, when a personsvasitews web page, the actual news would
appear on the page, but if a crawler visits theespage, then different content is displayed.

Deep Web:The part of the web which is hidden to the commweb crawlers
because the content of those web pages is creatadnécally or by dynamic web pages (Ke,
Deng, Ng, & Lee, 2006). For example, a real estatlesite may require users to complete an
online form about what type of home a potentiall@home buyer might be looking for, but
the results are not displayed on the page un@ragm actually completes and submits the
online form. These types of web contents are rabla to basic web crawlers and therefore

they are often hidden as part of Deep Web.

13



Dynamic Web PagesThe pages which are created only when a quemnybisidted to
server and the results are then created as a fowalopage (Artail, & Fawaz, 2008).

Java: One of the well-known leading programming langusaglich has become the
main language for web-based application and digkeidb computing (Taboada, Ramos,
Exposito, Tourino, & Doallo, 2011).

Oracle Express An Oracle software for database systems (Schretdar, 2010).

Client and Server: Clientin application and system context refers to amghhat
requests and consumes services. On the other $veyis described as anything that
provides services (Ruffer, Yen, & Lee, 1995).

Domain or Domain Name: Basically a conversion of numeric Internet Protamol
so-called IP address which provides a locatiorafoomputer on the Internet (Wang, 2006).

IP or IP address A numeric number to uniquely identify hosts onguuters on a
network (Tsai, 2002).

Cached Information: Web browsers have a data storage location callguecand
when users visit various web pages, a copy of pagk is stored into the cache location.
This process of storing a web page on a user’s atenpelps to reduce the time to reload
the page if the user decides to revisit the sarge,dzecause the page is already on user’s
computer and there is no need to go to the Inteonetioad the same information
(Branzburg, 2007).

HTML: Hyper Text Markup Language, which is a tag-basaduage created in a
formatted way with heading, body, list and taliM&se, 2007). The following is a sample of

a very simple html code or tags (Wise, 2007):
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<IDOCTYPE htm| PUBLIC "-//W3C//DTD XHTML 1.0 Transonal//EN"

"http:/www.w3.0rg/TR/xhtml1/DTD/xhtml1-transitiah.dtd">

<html xmlns="http://www.w3.0rg/1999/xhtm|">

<head>

</head>

<body>

</body>

</html>

Snippet: This word is usually used in the context of webeegsult.Snippetrefers to
a short description of a web page when a searcitsas displayed in a list. This information
appears below or next to each link on the seamtrpage (Google, 2012).

HTTP: Hypertext Transfer Protocol; it is the main apglion level protocol for the
internet and it uses TCP/IP while it supports ¢hsgrver communication in a stateless way.

Apache: A software organization which provides a lot @fdropen source software.
It has various products including apache web server

Tomcat: A web server used for Java application with sesvégtd Java server pages
technologies.

Open Directory Project (ODP): “the largest, most comprehensive, and most widely
distributed human-compiled taxonomy of links to wiéds, which makes extensive use of
symbolic links” (Perugini, 2008, p. 910).

Md5 utility: A utility that uses md5 check sum algorithm forieeg; it is used on

most computers’ operating syste(®ao & Vrudhula, 2007). This tool checks for int&gof
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a downloaded file by comparing it against the reamot5 remote file checksufRao &
Vrudhula, 2007).
Assumptions

It is assumed the five-factor identification prae@soposed in this study will be used
as a way to reduce web crawlers’ intrusions folirss or government agencies only.
Limitations

The followings are the limitations of this study:

First, this study has time and budget constramterms of collecting and replicating
real data used for web pages. This study used3hiyeb pages for each group, and these
web pages were hosted on web servers on a LANI @oea network) only. It is impossible
to replicate all the web pages on World Wide Webwan purchase various domain names
with dedicated servers to replicate more web pages.

Second, the proposed study is only for clienteearchitecture and does not include
peer-to-peer networks. Most applications createblanit on the web are based on client
server architecture (Sosinsky, 2009). So the factdr identification approach does not
provide a solution for a minority of web applicats
Summary

This chapter provided a brief overview of the inet and how it began. This chapter
also explained about the infrastructures of therhgt and various technology and models
currently available and used. In addition, it pd®d an introduction about web crawlers and
how this technology is used, including as a medmario index web pages by search
engines. This chapter introduced the main topicshis research as it pertains to web

crawlers and described the challenges with usirtg avawlers by focusing on the misuse of
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web crawlers for hacking and gathering informatiarstatement of the problem and the
nature and significance of using web crawlers’usion were described. In addition, the
purpose of this study, its justification, significae, and research questions, along with
hypotheses, were stated and explained. The negtarhaill elaborate in detail about
background and literature review pertaining to wedwlers and several significant studies

about web crawlers and earlier works by previossaechers.
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Chapter 2. Background and Review of Literature

Introduction

This chapter provides background about web cravdad examines various literature
pertaining to web crawlers. The previous studiesraviewed to better understand the web
crawler’s functionality and use for gathering infa@tion and analysis. Furthermore, other
studies and related works have been published dwouto identify web crawlers and how
previous researchers and scholars have attempgattitess web crawlers’ identification and
prevention problem. This chapter explains varigpes$ of web crawlers to better understand
and address the challenge of preventing unwantédcveavlers. Also, one of the main goals
of this chapter was to document solutions and figsliof previous research related to this
study to confirm that this study does not replicat@ropose the previous researchers’
solutions for identifying and preventing web cramlelhe previous literature focused on
Robots Exclusion Protocol, caching and performatgerithm, ethical aspects of crawlers,
web crawler detection and cloaking, and deep welceawler search. In addition, some
studies were very distinct in terms of topic. Theselies which could not be categorized as
a group are explained under miscellaneous studies.
Background

As Dbriefly explained in Chapter I, the Internetlats content has changed since the
early days when it evolved at the US Departmemefense to a new tool for education
entities and organizations to where people pulaigthshare their ideas and thoughts
(Mowery & Simcoe, 2002). However, one of the maififedences between the early days of
the Internet compared to today is the number of paaes. For example, in 2000, “Web

consists of approximately 2.5 billion documentsfngm 1 billion pages at the beginning of
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the year, with a rate of growth of 7.3 million pageer day” (University of California
Berkeley, 2000). In the early days of the Internatjous web pages were created but there
were far fewer people and organizations onlineth&sresult of fewer people online, fewer
web pages and content were created online compateday’s so-called big data. Big data
is the enormous amount of data created on thenkttéry social media web sites and Internet
transactions. Big data is creating many techniballenges to manage processes and
complete algorithms because it is difficult to d@kbytics or perform computing tasks on
huge amount of data quickly (Chiang, Goes, & St@@d,2). For example, it has become
more challenging for any online service providerstsas search engines or social network
organizations to collect and process various datée Internet by using web crawlers
because massive amounts of data are getting creatiée web by Facebook, Twitter,
Tumblr, Pinterest, and Reddit. Web crawlers plajta role in processing data on the
Internet, as described in Chapter I. However, theeecomplicated challenges with web
crawlers too because there are various stakehadiersb crawlers each having their own
view about web crawlers usage. In order to betteletstand background and current web
crawlers, one has to examine the stakeholder’'ppetise to be able to provide a
comprehensive solution for all stakeholder hold&here are four groups of stakeholders
when it comes to web crawlers. The first and mbsiaus group are the search engine
organizations. As explained earlier, search engrganizations are very interested in the
field of information retrieval, and they use welwters to gather today’s big data. Web
crawlers used by search engines are becoming rffaiem in terms of processing data, and
they are usually used to automatically scan thermett and websites for indexing context

analysis. For example, Googlebot by Google, Slyriydhoo or bingbot, adidxbot, msnbot

19



by Microsoft crawlers are web crawlers created supgported by search engines with a goal
to index web pages (Google, 2012; Yahoo, 204itrosoft, 2012).

The second group of stakeholders is the web udéis.users go to search engines
and use the data collected by web crawlers tothednformation they are searching for
online. The third group is the website owners gaaizations which web crawlers go to and
collect data, and the fourth group is the crimiraald those who misuse web crawlers for
collecting personal data such as emails. Crimirsglammers, hackers, and marketing
organizations even use web crawlers despite knothigcollecting and accessing a web
page by using web crawlers without obtaining pesiois has been viewed as an invasion of
privacy and intrusion (Giles, Sun, & Councill, 2Q1Brevious researchers have even
proposed solutions such as implementing roboatgg known as Robots Exclusion
Protocol, to exclude pages or limit web crawlec€ess, but various studies show that this
protocol is not enforced and is ineffective (Suhu@ng, & Giles, 2007; Kolay, D’Alberto,
Dasdan, & Bhattacharjee, 2008). The details of tticand its functionality will be
described in detail under Review of Literature &edated Works section of this study.

Preventing all crawlers access to web sites isiplesbut not practical because search
engines robots/crawlers need to have access t@agds in order to index web contents and
make them available to public through search emsgiMadhavan, Ko, Kot, Ganapathy,
Rasmussen, & Halevy, 2008). Well known search esggguch as Google and Yahoo were
not very strict about web pages few years ago tlaeyleven allowed cloaking or displaying
different web pages for humans and web crawlers &Mavison, 2006). In fact various
types of cloaking, including syntactic and semamiere even mentioned in documents as

early as 2006. Syntactic cloaking is simply the wawhich two different contents are

20



presented to real users versus a web crawler;eattier hand, semantic cloaking is a
method which presents various types of contenteb grawlers in a meaningful way to
increase the ranking of a web page in a searcmerfgVu & Davison, 2006). However, more
recently, some search engines such as Google dmb Yeo longer allow cloaking, and they
clearly specify this in their terms of use guidelipages because search engines cannot
accurately return results if a different web pagmdexed by a web crawler as the result of
cloaking (Google, 2012; Yahoo, 2011). Therefore,¢hrrent problem is being able to
identify and prevent unwanted crawlers to accedssites without cloaking.
Review of Literature and Related Works

Web crawlers have previously been studied by a#szarchers. However, this study
is different from previous studies because theysed on different topics, approaches, and
solutions related to web crawlers. Previous stuckesbe categorized into the following
topics:

a. Robots Exclusion Protocol, META Tags and X-Rebbdg

Robot Exclusion or Robot.txt is a protocol to mevweb crawlers entering web
pages or to have limited access to web pages. \@lemastrators or Web engineers use a file
called robots.txt “to indicate to visiting robot$iwh parts of their sites should not be visited
by the robot” (Stassopoulou & Dikaiakos, 2009, @5 Here is an example of robots.txt file
(Mao, & Herley, 2011):

User-agent: msnbot
Disallow: /private
User-agent: *

Disallow: /
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The above lines indicate that web crawler msnbatl@sved to visit all web pages and

folders except the private folder, while other veeawlers are not allowed to visit any pages
or folders. In addition to robots.txt there is ggang mechanism which can be used as part of
a web page. These tags are referred to as MET Aatadysan be used for various purposes
including defining crawlers’ access. For exampl& ™ tag for defining crawlers’

permission may appear this way in html code foreh wage:

<html>

<head>

<meta name=“robots” content="noindex, nofollow”>
<meta name="description” content="page descriptin.
<title>

The title of a web page

</title>

</head>

<body>

The “meta name=robots” in above code indicatesafes intended to be used for defining
the mechanism for crawler (Yalcin & Kose, 2010)a Mvord “robots” is used, then it also
implicitly covers all robots, but if a page is ceneed with only one specific crawler, then
the specific name, such as googlebot, will be nometl (Yalcin & Kose, 2010). In addition
to the name of META tags, there are seven conygeistwhich can be added and separated
by a comma as described below (Google, 2012):

1. Sometimes the pages should not be indexed or &athso the wordloindexwill be

used to indicate to crawlers that they should inolearchive a web page.
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2. ltis important to somehow prevent crawlers fromvding and indexing other pages
which are linked to a given page; for these tydescenarios, the worofollow will
be used.

3. When search results are returned, snippet infoomappears next to or below the
links on search engine results. In order to preaedthide snippet information, the
word nosnippetcan be used.

4. Some crawlers use Open Directory Project to displeprmation for titles or
snippets. To prevent crawlers from using Open DargcProject information, the
word noodpis placed in the content.

5. Noarchiveis one way to propose to crawlers that the cathk&ghould not be
displayed.

6. Sometimes web servers or web pages want to stepersafrom indexing their pages
after a given date and time. So the key wandvailable aftecan be used to
communicate to crawlers to stop indexing afteneagidate and time.

7. Noimageindeximply hides images of a web page from indexing.

So it is clear that there are various combinatminsords that can be used to configure
META tags. Furthermore, there are some ad hoc rdsethy search engine crawlers that can
be used as a way to define crawlers’ behavior given page. For example, Google even
allows the use of X-Robots-Tag. The X-Robots-Tag $smply an HTTP response tag which
can be configured via httpd.con and .htaccessfledpache-based web servers such as
Tomcat (Google, 2012). Below are sample lines ¢hatbe added to .htaccess or httpd.conf

file to manage web crawlers (Google, 2012):
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<Files ~ "\.pdf$">
Header set X-Robots-Tag "noindex, nofollow"

</Files>
X-Robots-Tag in .htaccess or httpd.conf works \anyilarly to META tag and describes
how the owner of web pages prefers the crawlepgsdoess or not process data on web
pages.

The main weakness of protocols explained eadiéaak of enforcement. This means
Robot Exclusion Protocol cannot guarantee or prewewanted crawlers because it works
only if the web crawler is programmed to follow tipgidelines in the robot.txt file (Giles,
Sun, & Councill, 2010). Various previous studiesused on Robots Exclusion Protocol
(REP) and how it is implemented and performs (KoAlberto, Dasdan, & Bhattacharjee,
2008; Sun, Zhuang, & Giles, 2007). For example, sindy focused on how robots.txt is
used, but some web pages have a favorable or uataledbias against web crawlers based
on the rules defined in robots.txt (Kolay, D’AlberDasdan, & Bhattacharjee, 2008).
Another important study related to Robot Excludtsntocol was completed to see how
robots.txt is being used for various sectors sigcavernment, businesses, and education-
related web pages (Sun, Zhuang, & Giles, 2007) Alsere were some earlier studies
suggesting that the use of web crawlers will hawgadtions given the growing size of the
web (Koster, 1995). Koster’s study is one of theiest studies explaining about how to use
and implement robots.txt (Koster, 1995). Among @asi research, only a few pertained to
measuring web crawlers and respecting the robatéxtdards (Giles, Sun, & Councill,

2010).
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b. Web Caching and Performance Optimization

In addition to Robots Exclusion Protocol, META Baand X-Robots-Tag studies,
there are many previous studies focused on thegaicaching and performance algorithms
of web crawlers. For example, one of the imporstadies pertaining to caching looked at
how web server caching is used (Giles, Sun, & Cibly2610). This study focused on the
rate of change and caching of web contents anddifthat only 22% of resources were
accessed more than once (Douglis, Feldmann, Knsbrtay, & Mogul, 1997). The result of
this research helped to better understand thefusgious web resources in context of
caching for status 200 and status 304 only. S2@0ss the standard http return code
returned to a user’'s web browser from the web semen a request for downloading a web
page has succeeded (Krishnamurthy, Mogul, & Krjsit®b9). Status 304 is when the
requested page matches to the last requested pddleearesource has not been changed
since last requested (Krishnamurthy et al., 1998¢& study calle®Rate of Change and other
Metrics:a Live Study of the World Wide Whabasured the four following factors when
examining web request responses with caching citailg on the server and client side such
as web browsers (Douglis et al., 1997):

Request Times: The number of requests from cleesetver and the time between every
single request which is submitted to the server.

Modification Times: These data were extracted ftbemheader information of http response.
Those responses which returned 200 http codeshleddst modification but for those

responses which the page was dynamically created.
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Age: This was calculated by the time differenceneetn request time and last modified time.
However, the study used 0 for those where data m@&ravailable.

Modification intervals: These were calculated by panng the two consecutive responses
based on modification time. However, in order teedemodification, the bodies of response
were compared to see any modifications.

This study of caching performance concluded masguees change and “the
frequency of access, age since last modified, agpiéncy of modification depend on
several factors, especially content type and toptHldomain, but not size” (Douglis,
Feldmann, Krishnamurthy, & Mogul, 1997). Anothexdst of this type, with the goal to
investigate caching performance but focused onacharizing Web resources, server
response, and Web caching behavior is calledards a Better Understanding of Web
Resources and Server Responses for Improved Ca@hiflg & Mikhailov, 1999).
Furthermore, this study looked at “characteristitembedded images,” “Changes to HTML
resources,” and “Cookies” in terms of rate of chaf\yills & Mikhailov, 1999). The
author’s study is distinguished from previous stsdiy identifying two main points. First,
the study used a method to analyze web-cachinggelsan a controlled way (Wills &
Mikhailov, 1999). Second, the research also focusedeb-caching-related issues in order
to understand the request and response and cadMilig & Mikhailov, 1999). However, to
summarize the main direction of this study in teohsvestigation, it is accurate to address
the following as described by the authors (Willd8khailov, 1999).

The study monitored the web resources to sead¢ledéncy change of the resources.

The authors claimed other studies used the sarhaitg® previously, but their work created
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an environment that allowed controlling the regsisgint to server and testing those changes
using MD5 checksum algorithm.

The second point of the study was about the avétlaand accuracy of cache
validation processing. The researcher used theehga@turned information such as last
modification time, size, and entity tags. The estise of last modification time was critical
since the test for this research used the GET rmdethbttp protocol request.

The third point highlighted in the study was ablboiv images and other included
resources changed when compared to HTML code. Aowpto the authors, previous
investigation by other researchers had suggesttdié rate of change for images was
different from other components of a web page siscblRL or text.

The fourth point this research looked into wasphedictability and locality of
changes. This is critical because dynamic web patjese contents are generated as the
result of submitting a query to a web host are icgxh by caching particular components
such as images.

The fifth point the authors investigated was te Bew servers respond to different
types of requests. One approach documented byrawtpecifically indicated the use of
cookies to see if those cookies are returned teeser

The data collection for the study callédwards a Better Understanding of Web
Resources and Server Responses for Improved Cachingsed the GET method of HTTP
for each URLS in their test set. Each test setuohedl at most 19 URLs (Wills & Mikhailov,
1999). The researchers found that “there is pakttireuse more cached resources than is
currently being realized due to inaccurate and ristent directives” (Wills & Mikhailov,

1999). In addition to previous studies, there waenme studies which attempted to focus on
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optimization and performance improvement of welhvieas instead of caching only
(Edwards, McCurley, & Tomlin, 200 ho & Garcia-Molina, 2003;ee, Leonard, Wang, &
Loguinov, 2008Cai,Yang, Lai, Wang, & Zhang, 2008). For example study looked at
how to create a web crawler with an optimized moldat matches a strategy of web crawler
while allowing improved process for controlling tresults (Edwards, McCurley, & Tomlin,
2001). The researchers for the study describee @gpproaches of crawling. The first
approach is a process where all pages are crayd¢ehsatically and in the same order
repeatedly (Edwards, McCurley, & Tomlin, 2001). Bezond approach is the random order,
in which all pages still are crawled by a crawlat im a random, not sequential way
(Edwards, McCurley, & Tomlin, 2001). The third apach is called purely random and it
suggested a more ad hoc approach where some pagaawled frequently but some pages
are never crawled (Edwards, McCurley, & Tomlin, 2D0rhis study created three
experiments with three strategies to replicate \é@tients and crawling to test their
mathematical models (Edwards, McCurley, & Tomli@02). It attempted to examine three
strategies to minimize the total number of obsobetges which are explained in the
following (Edwards, McCurley, & Tomlin, 2001).

The first strategy is a testing environment wheagaal weight is given to each period
of each web crawling cycle.

The second strategy is a way to have the lastpened with weight =1 or also
known as the total weight, while other times zesght would be used. The goal of this
approach is to minimize the obsolete pages onlyhelast time period of crawling cycle.

The third strategy occurs in an environment whieedast time periods would have

higher weights, while at other times the weight ledae set to low. The approach is very
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similar to the second strategy, but the differesdéat the goal in this strategy is to minimize
the obsolete pages in all time periods and notthestast time period of crawling cycle.

The results from the study calléd adaptive model for optimizing performance of an
incremental web crawlesuggested that an efficient crawling strategy canded for
incremental crawlers without making any generaliagsions about how often web pages
change, but the actual web-crawling cycles nedzetosed instead (Edwards, McCurley, &
Tomlin, 2001). Also this study described the mdtielresearchers provided in an adoptive
and useful way because within each cycle of craylitnmanaged the URL queues over a
component time of each period and between the yltledng which the data gets changed
for the best possible results. The experiment plexvinformation that suggests crawling
should be done only once during each cycle, aaldd@ updated the next web crawling cycle
for the best results (Edwards, McCurley, & Tom2001).

Another study of this type which contributed to fleéd of web-caching and
performance improvement but more specifically gffecrefresh policies for web crawlers
was by two researchers from the University of @afifa and Stanford University (Cho &
Garcia-Molina, 2003). The authors of this studyhfight one of the main challenges that
many search engine providers face, which is the ddability to easily obtain a fresh copy
of web pages since crawling all the pages is vepgesive in terms of processing, and when
web contents change, the crawlers or search engiee®ot notified by web pages (Cho &
Garcia-Molina, 2003). The research provided vemaitkd information, which can be
summarized in the following (Cho & Garcia-Molin&)(B).

First, the study provided framework about howddrass synchronization challenges

by examining freshness (which was defined as themp-to-date element present in a given
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dataset), and age was documented as the intemabigtween the last update date and
current date (Cho & Garcia-Molina, 2003).

Second, the research provided insight to somkeo$ynchronization policies which
might perform poorly but are appealing becauséeir simplicity. The study pointed out the
dimensions of the synchronization process in tesfrsynchronization frequency and
allocation. Synchronization frequency refers to Hmquently local databases are
synchronized with the actual web pages, and resallacation determines how many
elements to synchronize per unit of interval and frequently to synchronize each
individual element.

Third, the study proposed a new synchronizati@tgss as a way to have better
results in terms of freshness by orders. It is irtgod to point out the policy recommended
took into consideration the rate of change for wabes and the importance of changes for
web pages given.

Fourth, the authors validated their experiment thieddata they gathered from 270
websites. Also, the study examined how effectiyieint methods are by using Poisson
process. Poisson process is used to create maaksd bn the real world, but the problem or
environment should be sequential events which hapgedomly and independently of one
another within a fixed rate of time.

The study oEffective Page Refresh Policies for Web Crawfetsd proportional-
synchronization policy does work when it comesgmg them for real world problems
because the age of proportional policy was 93 twase than optimal policy (Cho &
Garcia-Molina, 2003). A more recent study aboufgrerance improvement was done by the

Department of Computer Science, Texas A&M Univgrdir the effective and efficient
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processing of many web pages. This study focusdtbanto go about improving algorithm
for downloading many web pages, and along the wdgdumented the following important
challenges faced when crawling many web pages (lesmard, Wang, & Loguinov, 2008):

The first and most obvious challenge describethbyesearcher was processing and
verifying distinct URLS without violating Robots Ebision Protocol. This checking process
becomes very time-consuming and creates a botitenec

The second challenge was the many pages whichdshotiget processed as result of
spam. Spam is not just a form of email; there ameyweb pages which have many target
URLs or links in order to increase the target URdsking. So the challenge according to the
authors is to implement an algorithm for Spam Tiagland Avoidance through Reputation
to allow certain number of pages for each domadhsarbdomain.

The third processing problem is how to preverd locks for processing URLS that
go over their limits. For example, rescanning e links created a just a little new
information but added a huge overhead for reprangss

The study ran the crawler for 41.27 days; howether main weakness of this
research was that the proposed algorithm for tag@eriment excluded non-HTML pages,
HTTP errors, and redirects, and only included titye &rror code 200, which is not a correct
reflection of real search engine crawling (Lee, naal, Wang, & Loguinov, 2008).

However, the study did propose a new algorithmrfgaroving performance of web
crawlers.

In order to tackle the performance and crawlirfgrieincy problems, some studies
proposed a targeted web crawler instead of tryongatalog and index all the web pages.

This goal of the targeted crawling approach isaoaow the number of crawling web pages
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by just focusing on a given area of interest. Setadies proposed web crawling based on
key words or topics (Radhakishan, Farook, & Selwady 2010; Kumar & Vig, 2009;
Menczer, Pant, Srinivasan, & Ruiz, 2001; Mali,&Meshram, B.B., 2011). Among various
solutions to address this performance and cravgdioblem, one study had a really
interesting and useful solution compared to thécgtpcrawling algorithm (Radhakishan et
al., 2010). The authors proposed not to “archieedhtire site in order to check for the
presence of some word in its entire domain. Thigghly inefficient and a lot of storage
space is wasted in this process” (Radhakishan,&@0). The main advantage of this
approach of is eliminating the need to archivesfa@d web pages; this reduces the number
of servers needed to store the files and web pagesldition, it would be very cost-effective
in terms of maintenance of software and hardwaosvéver, the drawback is the lack of
efficiency because when crawling across milliongveb pages, it would be impossible to
bring results back to users in seconds or millisdsalespite the cost saving provided by the
study calledCRAYSE: Design and Implementation of Efficient Bexrch Algorithm in a
Web Crawler.It would be very challenging to implement a rearsé engine without a data
warehouse to store web pages unless the searntordypone domain. So if the approach
proposed by Radhakishan, Farook, and Selvakuniapiemented for one domain name,
then the process may bring positive results, beiptiocess of searching the web may not be
very practical or fast. In addition to Radhakishdarook, and Selvakumar’s research, there
were other studies that also attempted to takéexreint approach in terms of targeted
crawling method. For example, one group of researscbxamined a focused crawling
approach in order to save time by just targetihgvent pages, which requires indexing

instead of attempting to index many web pages witlhcspecific target set. The researchers
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described how difficult and challenging it is tadirelevant information on the web as the
result of growing information from web pages, sesyand documents (Kumar & Vig,
2009). In addition, the study pointed out thatitifermation on the web is changing rapidly,
and there is a need to avoid irrelevant informatubien crawling in order to better analyze
and process data for search engines (Kumar & \0§92

In addition to previous work by Kumar and Vig, astady even focused on an
algorithm with discovering URLs through user feedbéBai, Cambazoglu, & Junqueira,
2011). The following were explained in the studyttesdrawbacks of current focused
crawling based system (Kumar & Vig, 2009):

e First, lack of efficient relevance scoring procass tunneling mechanism (i.e., the
process to find the relevant web pages from noleeaat pages from given a page)
has contributed to some of the weakness of focasseling.

e Second, the focused crawlers only perform syntawtitching by simply finding a
key work match from a user’s input on the web pagjéss is too simplistic and often
returns inaccurate and irrelevant information.

e Third, query matching and scoring algorithm is fm\because it completely
disregards the context of keywords.

e Fourth, there is an inability to understand thetenhof web pages and documents in
order to find correct results for users when aming provided to be processed.
The study provided a very high level architecasdar as what the “Context

Ontology Rule Enhanced” would need, but few spesivere provided in terms of
implementation process and technology (Kumar & i@09). The study documented an

effective method for identifying more accurate feed crawling by using tables able to store
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the importance of each key term’s occurrence (Kunslig, 2009). If the key term’s
occurrence and importance are stored, then thepeased when a query is submitted to a
server. The stored values in tables will help nitfy the key word importance relevant to
each web page (Kumar & Vig, 2009).

c. Ethical Aspect of Autonomous Web Agents and \Eedovlers

The impact and role of ethics has been an impbttgunc in the computer field from
network programing to software security and hackkihgwever, the topic is a very
complicated area of study, and various studies baea done previously to address
challenges such as privacy. Also, there are mamnuanity-based needs pertaining to
ethical issues and computers, including the wewwlarg or internet-based ethical questions.
For example, according to a study callemvards Community Standards for Ethical
Behavior in Computer Security Researtttere are many questions which need answers,
such as is it ok to break a computer network ireotd demonstrate to others that the
existing protocols do not work well? Or is it okdeceive users in order to understand how
some attackers deceive users (Dittrich, Bailey,i&tiich, 2009)? The authors of a study
proposed a community-based solution and the neeriore various existing ethical
computer challenges such as various frameworksdourity research (Dittrich, Bailey, &
Dietrich, 2009). However, one of the most importaedes which this study examined was
about P2P and Botnets functioning as command amidiad@ervers (Dittrich, Bailey, &
Dietrich, 2009). This study documented the use @b wrawlers to take advantage of P2P
algorithm (Dittrich, Bailey, & Dietrich, 2009). Hosver, there were other researchers who
examined the issue of ethical behavior relateddb warawlers and autonomous software

robots at a deeper level. For example, one stuclysted on web services as the autonomous
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software agents and ethical challenge pertainingséoof autonomous software agents
(Gangadharan & Pretorius, 2010). A research artialledTowards an Ethical Analysis of
the W3C Web Services Architecture Magledmined whether technology such as web
services should be subjected to ethical analysi=oridi’s theory (Gangadharan &
Pretorius, 2010). The main area which this studp@ilated includes the following
(Gangadharan & Pretorius, 2010).

First, the researchers described the existingseelices’ architecture including
Message Oriented Model (MOM), Resource Oriented &@dOM), Service Oriented
Model (SOM) and Policy Model.

The second point which was examined was Compubtecd€Eand Ethical Theories
including early views about how to address ethiltl@immas about computer/human
interaction.

Third, Floridi’'s Information Ethics, which explarhow the autonomous agents,
including web crawlers, could be viewed in term& ebel of Abstraction (LoA), were
studied. Furthermore, each LoA is composed of magehts and moral patients. The moral
agents are any entities that can harm or benefit.

The fourth area examined was about applied arsabfdtloridi’s theory to web
services in terms of interaction exchange or messagimunication between requester agent
and provider manager.

The study concluded that technologies that funcéi® autonomous software agents
should be under examination for ethical challer@ngadharan & Pretorius, 2010). Also,
the study found that by using Floridi’s theory @sspible to categorize web service

components in terms of moral agent and moral pistiemd its rule but also recognized that
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this theory may not be fully applied to some cq&&mngadharan & Pretorius, 2010). Even
though the study by Gangadharan and Pretoriusaicttircategorized web crawlers as
software agents and elaborated on them a littéerrthin focus of study was autonomous
software agents in general in computing environmetit web services (Gangadharan &
Pretorius, 2010). In addition, the study failectliress some of the main challenges raised
by use of web crawlers as web agents, such as lacrawlers should interact with web
pages when the owner of web page does not explfoithid the web crawlers access but
does not want the information on his or her pageetgathered for marketing purposes. The
topic of web crawls agent and ethical issues ralaiesuch applications were more directly
studied in a research paper callgtical Web Agentsyhich brought attention to the fact that
the use of web agents such as spiders provides t@leb users, but there is a great need to
pay attention to not only the technical aspectrgdrioving web crawlers but also the ethical
challenges these agents have introduced to hurgzitsjann, 1995). The study explored
the following areas (Eichmann, 1995).

First, intelligent software agents and web spidezse reviewed in terms of historical
aspect and functionality impact. Also the issueetdtionships between agents was also
briefly examined along with how poorly designedspiders can impact the overall network
performance.

Second, a rationale for creating agents for thie was studied. For example, the
distinction between hyper texting navigation ano\sing experience was explained,
including how people prefer browsing experience laod building it requires web service

infrastructures.
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Third, the concept of ethics related to the web d@scribed. For example, Koster’s
guidelines for robot writers were examined and aix@d. Furthermore, the difficulty
working with robot exclusion standards was supbhig the fact that such a protocol does
not force any limitation on spider agents.

Fourth, the problem about still facing many unhtesd issues with use of web
crawlers was described and examined. For examblat are virtual neighborhoods of
information that can be created while managinggeneerated traffic by robots?

This study did a great job by providing the basid most challenging aspects of
dealing with ethical issues related to web craw{Eishmann, 1995). In addition to
Eichmann’s study, a more recent study with extendetails was completed about crawlers’
regulations and behavior on the web in contextiad nd ethicality measurement (Sun,
2008). This research covered the following poirgggining to web crawlers (Sun, 2008):

First, the thesis provided comprehensive inforaratibout web crawlers’ behavior
and functionality, including how crawlers gatheformation. In addition, breadth first search
(BFS) and depth first (DFS) search were explored@lvith focused crawling.

Second, quantitative metrics and models were ptedd¢o measure web crawlers’
biases and ethics. So various models includingrjmaiobabilistic, relative, and cost model
were explained.

Third, a detailed and complete survey of robotdweston protocol was provided
which confirmed that more than 30% of web pagesRa#ots.txt to manage crawlers’
access. The study also found that many web sewenesincorrectly using the Robots.txt
standards because the implementation of Robots;titie web crawlers is dependent on how

the web crawler is created to process robots &xtdstrds.
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Fourth, the ethical issues of web crawlers wevestigated in detail in terms of cost-
benefit. The benefit was defined as visits by ufers a search engine while cost was
defined as visits from the web crawlers. Also, ¢ffectiveness of search engines was given a
value based on ratio of visit counts by searchretp number of counts for crawlers’ visits.

The study by Sun about regulation and behavievelf crawlers was one of the most
comprehensive studies that investigated and mehseecthical issues pertaining to web
crawlers. Another important study which explored éthical issues pertaining to web
crawlers was by two researchers at the Universgitolverhampton in the U.K., Thelwall
and Stuart (2006). Their work examined moral issnesder to build guidelines for web
crawlers’ creators and owners (Thelwall & Stua®0@). Also, the study by Thelwall and
Stuart looked into how crawlers can impact privamst, and copyright issues on the web
(2006).

d. Web crawler detection and cloaking

The topic of web crawler detection and identificatis among one the most
important topics that has been investigated byuofesof the previously-named researchers,
but each study has had its own distinct approatih same challenges in terms of
implementation or practical use of the suggestguiaggehes. This group of studies reflected
and documented two important fundamental pointsialveb crawler’s detection. First, the
previous studies pertaining to web crawlers descsdime of the well-known challenges with
the misuse of web crawlers by hackers and spami@ecand, the previous researchers
elaborated and proposed some of the early and balsittons to this problem of identifying
and preventing web crawler along with the limitasaf each solution. It is important to

emphasize that this study’s approach and solutiadhd problem of identifying and
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preventing web crawler are very different from #a$ previous studies. One of the most
important and early studies explained the commaakwess of simply identifying the web
crawlers by IP address as challenging because pshthe IP address as the only identifier
of crawlers can be challenging for those web cresmého hide themselves or replicate
someone else’s IP address (Tan & Kumar, 2002). §thidy, which is calle®iscovery of
Web Robot Sessions Based on Their NavigationagiPatinvestigated the following (Tan

& Kumar, 2002):

First, an overview of use of web crawlers was ted, including why there is a need
to be able to identify the web crawlers. Among oasi reasons which the researchers
explained, some of e-commerce organizations devaat robots to gather business
intelligence on their sites because traffic gereetdy robots can mislead e-commerce
businesses about their customer’s visits. Furthegptbe researchers pointed out that robots
can also create problems for click-through paymeihisre advertisers pay whenever a user
clicks on their ad via website because those cliclg not be a correct reflection of people
visiting or seeing an ad.

Second, web robot detection and existing challengsre explained. Some of the
important techniques for identifying crawlers wesamined, including robot.txt and user
agent check.

Third, in terms of approach, the researchers pogased the web server logs, which
can be very unreliable, and extracted informatroarder to build a classification model

based on label of each session. The researchetralsied a metric to evaluate performance.
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Fourth, the study used two sets of data to coraphes research. Group One was the
training data, and it was used to build the modeteup Two included all data sets from user
agents. However, the study used only four usemhtsgto build and test the models.

The research found many previous approaches,agiaking robot.txt or just http
request alone, are not very accurate indicatordenttifying robots; instead, using a
navigational pattern is a more reliable and aceunsthod of detecting crawlers (Tan &
Kumar, 2002). The research by Tan and Kumar fallstan the approach because in order to
detect web crawlers, four HTTP requests must bengtdad to the server, which is too late to
detect crawlers at that point. Shortly after Tad Kmmar’s study was completed, a few other
studies investigated new approaches to addresathe problem of identifying web crawlers
but in a more effective way. For example, a stualled Characterizing Crawler Behavior
from Web Server Access Lagsnpared and investigated the crawler’s behavidr an
characteristics versus humans to provide insigbtieperformance, web usage, and design
(Dikaiakos, Stassopoulou, & Papageorgiou, 2003¢. §thdy examined the following:

First, the study gathered logs from four researganizations which included
University of Cyprus, Institute of Computer Sciensiational Technical University of
Athens, and University of Toronto to analyze therd aomplete the research.

Second, the study found that 33.52 MB http traffas generated on each server as
the result of web crawlers consuming resources.tdtad http requests for each web server
varied, but the minimum was 4.02% and the maximuam %0.32%. The study also found
the Get method is used in most of http calls. H@vewmstead of the Get method, the Post

method can also be used to submit a request tdgpage.
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Third, resource referencing or requesting are intatgeting text and images on the
web. The researchers found 90% of all requests am@geinterested in gathering information
in text format and image format instead of otherteat types such as audio, video, or
applets.

However, even by analyzing the web server logsaffic, it is very difficult to
accurately and consistently detect web crawlerghaltime. So, a new approach was needed
to identify humans versus robots or web crawleh® fiew solution was to create a test
which humans can pass but computer would fail, ktewn as CAPTCHA, short for
Completely Automated Public Turing Test to Tell Garters and Humans Apart (Von,

Blum, & Langford, 2004). For example, a distortethge would be presented; humans could
easily identify what the image is, but computersiladail to process it. The study by Von,
Blum, and Langford pointed out that there will béay when computers will be able to pass
current tests such as distorted images. So the raceat studies attempted to create a way to
identify web crawlers that would not require welengsto take a test for logging into a
website or visiting a web page. One of the rel&ivecent studies which proposed a new
path to solve the crawler detection problem exathoiekstreams of machines versus
humans (Lourenco & Belo, 2006}lickstreamis tracking of screen or links which users

click on (Wang & Lee, 2011). In addition to thewtar identification, a new challenge about
cloaking has been documented by researchers (V&avgge, & Voelker, 2011; Wu &
Davison, 2006). Cloaking is the technique that @nésdifferent contents to humans and
crawlers (Lin, 2009). Cloaking is not acceptablgraare for most search engines because
search engines fail to return correct results wdleaking is implemented on web pages (Lin,

2009).
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e. Deep Web and Web Crawlers

Most current web crawlers are very efficient atdgring static web pages but not very
efficient at indexing dynamic web pages. The dymanweb pages are those web pages which
are only viewable after a query is submitted terer (Artail & Fawaz, 2008). A web server
always generates content and sends the resultsdé#o client after receiving an http
request (Artail & Fawaz, 2008). The static pagesthe opposite of dynamic web pages
because their content does not change and the ages glo not require a web server
processing a query to generate a web page. Irysdiicult to use crawlers for dynamic
web pages because crawlers need to write a qudrthan process the results, which
requires a complex algorithm and uses a lot ofgssing resources. Various researchers
have attempted to investigate the crawling of dyicameb pages in order to solve the
problem of indexing dynamic web pages. Most oftentermdeep wels used to refer to the
information on the web which is very difficult teach by most common web crawlers
because the content of pages is created dynam(&alyDeng, Ng, & Lee, 2006). One well-
known study about deep web and crawling mechanmoyosed writing a query and
submitting it to web servers by selecting randomywads, generic frequency keywords, or
adoptive keywords (Ntoulas, Zerfos, & Cho, 200%leSting random keywords is not very
efficient because it can use a lot of web resout@esturn useable results (Cafarella, Halevy,
& Madhavan, 2011). Generic frequency works by ugjegeric document corpus collected
elsewhere (say, from the Web) and obtaining thegefrequency distribution of each
keyword, which is still not very practical becatutsean be difficult to consistently write
correct queries given the nature of web pages hadging content of web (Ntoulas, Zerfos,

& Cho, 2005). Adaptive keyword selection is simpBing previous submitted queries and
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analyzing those results in order to select a cokeypword for creating a new query (Ntoulas,
Zerfos, & Cho, 2005). The solutions presented ljoua researchers to address the deep
web are still not very practical; for example, @tady created more than 13,000 queries to
send a request to web page (Madhavan, Ko, Kot, gzdihg, Rasmussen, & Halevy, 2008).
Another approach recommended by one of the mosnhtestudies involved using focused
crawling for a given domain (Sharma, & Sharma, 30The researchers used online book
websites along with focused crawling to write a entargeted query with more accurate
results (Sharma & Sharma, 2011).

f. Miscellaneous study related to crawler

Last, some of the studies pertaining to crawlezsawery distinct and did not fit into
the previously mentioned topics. For example, setudies focused on reconstructing web
pages using crawlers when the backup copy of apagk is not available (McCown &
Nelson, 2006). This study proposed a process bghnathie information on the web page
could be retrieved from Google-, Yahoo-, and MSNheal information. Another study
focused on security and using web crawlers asaures to identify malicious software on
the web (Likarish, & Jung, 2009). Also, one studggested utilizing web crawlers for
building a digital library (Pant, G., Tsioutsiodig Johnson, & Giles, 2004).

Summary

This chapter presented information about the backgl of web crawlers and a
literature review pertaining to this study. The kground section provided information about
web crawlers and some of the challenges such adalégprocessing and how web crawlers
are needed to process massive amounts of data dnténnet and social platforms. Also the

stakeholders of web crawlers were described, imetudow they use or misuse web crawlers
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for their benefit. The literature review sectiordiged on web crawlers and significant
studies in terms of approaches and solutions cetateveb crawlers. The main points of each
study were described in detail about Robots ExafuSirotocol, web caching and
performance optimization, ethical aspects of crasyieb crawler detection and cloaking,

deep web and web crawlers, and miscellaneous stueleged to crawler topics.
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Chapter 3. Methods

Introduction

This chapter will provide details about the desifithis quantitative study, data
collection methods, and the sample population.fdbes of this study was to identify a
novel defense mechanism against web crawler imnusithout cloaking. This study utilized
a quasi-experimental design to investigate whethefive-factor identification process can
prevent web crawlers from visiting web pages. Thiapter is one of the most important
parts of this study because it explains all thpsstetakes to accurately prepare and
implement a quasi-experiment and measure the sesult
ResearchDesign

One of the main objectives of this research washbose the best research design to
allow a comprehensive and effective investigatiod analysis of web crawlers and web
pages. In addition, this study investigated causkedfect of the novel five-factor
identification given the limitations and availabésources. Since this study concentrated on
investigating the cause and effect, an experimelgsign was selected as one of the best
approaches of research design to conduct thisrasesccording to a book calldéeractical
Research: Planning and Desig® researcher can most convincingly identify caase-
effect relationships by using experimental desi@g®edy & Ormrod, 2005). However, there
are various types of experimental designs that wks@ considered to investigate the cause
and effect relationship. For example, pre-experialeatesigns can be used for studies where
it is very challenging to study the cause and ¢fbecause the independent variables do not

change, control groups do not have randomly selemtéties, or the control groups are very
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similar (Leedy & Ormrod, 2005). Since this study maultiple control groups and the groups
had the same size in pre- and post-test grougsaggroach was not selected. Also, using
only pre-experimental designs is more challengindetermine the cause and effect
systematically since there are other approachesore comprehensive approach can be used
such as true experimental design or quasi-expetahtnaddress some of the weaknesses of
pre-experimental design, such as failing to make the control groups are similar by
comparing them prior to or after conducting thedgtlA true experimental design provides
much greater control and better results with hightarnal validity because the sample
population is selected randomly (Leedy & Ormrod)2)0 One of the most important aspects
of true experimental design is the ability to sefandom samples from a population, but this
is not always possible. In cases or studies whémgeaexperimental research design is not
possible to implement, a quasi-experimental desigyht be an alternative approach to
investigate a cause and effect relationship (Pedegnel, 2004). Therefore, this study used
nonrandomized control groups pretest-posttest sectis research conducted an
experiment to see whether the novel five-factonidieation which uses pass key, date, user
agent, IP, number of visits for the web server/p@jlewed each day) can truly prevent web
crawlers from entering web pages or servers bygusamrandom samples. So there are two
main reasons for selecting and using the nonrargkxhgontrol groups pretest and posttest.
First, a true experimental design was impossibtabse of practical challenges involved in
acquiring hundreds or thousands of domains nanesemwers to test the hypotheses. Other
studies have also recommended using quasi-expeahrdesigns where “randomization may
not be viable due to economic and experimentagntieconcerns” (Oktay, Taylor, &

Jensen, 2010). The second reason for selectings-guperimental method was the clear
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advantage of being able to control the entire elssf variables over other methods for
experimental research. According to Jensen, Fagtpf, and Maier, “QEDs can surpass the
validity of attempts at statistical control becatisgy can control for entire classes of
variables, even though those variables are notiftezh) measured, or modeled” in a
randomized way (2008).

The nonrandomized control group pretest-postselsést described as an approach
between the static group comparison, which is eegperimental design type, and pretest-
posttest control group design. It is even docuntktitat a nonrandomized control group has
a clear advantage over a randomized control gnogpine cases because it involves two
groups that are not randomly selected in the saayeas static group comparison, but it uses
pretreatment observation in same way as the pyptsstest control group design of true
experimental design (Leedy & Ormrod, 2005). Theeserthree main steps which were
completed as part of the experiment in additiodata collection and analysis. The first step
was to conduct this experiment for the pretest. dteprder to complete the pretest and
posttest, a Java application was created along9@itlveb pages for each control group on
two separate computers and web servers. Furthermaereb crawler program was created to
gather and download web pages. The pretest fosthdy used a Java web program on the
server side to render and create web pages amheaseweb crawler which would crawl to
two groups with each group having 90 web pages.nder a crawler visited a web page, it
attempted to download the web page onto a locapoten. Once the pretest was completed
and results were analyzed and stored in the daghdseatment was introduced. This
treatment introduced the novel five-factor idectfion process which used pass key, date,

user agent, IP, and number of visits for the webesgage (allowed each day). Once the
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treatment was introduced, a posttest was conduttexlposttest steps were very similar to

pretest steps except this time, for a web pagertder its contents, the five-factor

identification was presented by the web crawlest fiand if those values matched with web
servers’ values for each key, then the web crawéer allowed to download the web page;
otherwise a blank web page with a warning messagewsible to the crawler only. Once all
of the above steps were completed, the results araalyzed using SPSS.

Measurements

For the pretest and posttest, the followsrdependent variable was measured wiere
was the crawler’s number of visit to each web pdde. value fos was calculated by
counting the number of downloads by crawlers. Bpigroach, which counted the number of
downloads by crawler, was selected because prestodges have also used this technique
when measuring crawlers’ success or faillemar & Vig, 2009;Radhakishan, Farook &

Selvakumar, 2010). For example, if a crawler wasafbe to download a page, then the

value forswas set to zero because the web page was not aaded and this was

considered a success since the goal of this stagytevfind a new way to prevent web
crawlers from downloading web pages without clogkin

The dependent variable studied for this reseaahthe following:

e Ssuccess or failure visits for web crawler whicleatpted to download. Zero indicates
success (because the web page was not downloawkdha indicates failure (because
the web page was downloaded by web crawler).

The independent variables werg, t, p, and v, which are defined below, wherel represents

success and 0 indicates failure.

e uis the success or fail match of user agent fovlenavs. web page.
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e tis the success or fail match of time for a crasvigsit.

e pisthe success or fail match of passkey for crawdeweb page.

e iis the success or fail match of IP addresses v@hdsit a web page.

e Vis the success or fail match when number of v{gitewed each day) matches what the
server expects.

Research Setting

The research setting was 10 computers with multigle servers and 72 web pages
on each computer for each webserver. In additiovetacrawler was hosted on dedicated
web servers which had access to reach to all caergpand the dedicated web page servers
with 90 web pages on the local area network fohemoup. As depicted in Table 3, a total
of 720 web pages were used for this study.

The experiment consisted of testing for two mgpes of crawlers by creating 90
web pages for each group to test for accessingwablpage. The first group as depicted in
Table 3 was constructed to test and make suredhgrtent did not inadvertently prevent
valid web crawlers to visit web pages. One examplalid web crawlers being impacted by
invalid web crawler prevention mechanisms is wisgr@ch engine web crawlers such as
googlebot might be prevented from indexing web pagen though bad/invalid web
crawlers might have been effectively prevented layeh crawler prevention mechanism. The
second group as depicted in Table 4 was constractexst for effectiveness of treatment for
preventing unwanted crawlers. This test replicat@docess where a hacker may use a
crawler to download a web page. The test stepdvadaompleting pretest and posttest
steps consistently for both groups. The pretegtistelved testing and storing a number for

web crawler success or failure visit for each wa@gin Groups 1 and 2 in Table 3 for both
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valid and unwanted groups. After completing theagsestep, a treatment was introduced to
Group 2 only for both valid and unwanted groupse Treatment consisted of introducing an
agent on the web pages for existence of valid nestoliindependent variable values (please
see Measurement section for variables list andaggtion). For example, if a crawler was
able to visit a web page and all independent viesaimatched, then awvalue was set at 1.
Table 3

Valid Web Crawlers

Web pages with valid web crawlers

Pretest Posttest
Group 1: 90 web pages Group 1: 90 web pages
Group 2: 90 web pages Group 2: 90 web pages

Treatment for group 1 : an agent on the web paggsoup 1 to check for existence of valid
matches of u, t, p ,I and v(please see Independeiables list and explanation in the

following page)

Table 4

Unwanted Web Crawlers

Web pages with unwantedkeb crawlers

Pretest Posttest
Group 1: 90 web pages Group 1 90 web pages
Group 2 90 web pages Group 2 90 web pages

Treatment are only for group 2: an agent on thie pages in group 2 to check for existence
of valid matches of u, t, p ,i and v (please sekependent variables list and explanation in
the following page)
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Population, Sample, and Subjects

In order to select an appropriate sample siz&, ile must learn about the size of the
population. However, this study is investigatingwpages, and it is impossible to know
exactly how many web pages are on the Weestfall, 2009). Also, previous researchers
have selected a limited number of web pages toystudn though there were many web
pages available on the Internbalvi, Machanavajjhala, & Pang, 2012). For exampie
study used only nine different domains to studyctired data on the webalvi,
Machanavajjhala, & Pang, 2012). Furthermore, ttedlehge of selecting the correct number
of web pages has been documented by other resegrahd one of the methods suggested is
convenience sampling (Wang, 20@8%ank, Fielding, & Lee, 2008). So this study udwes t
similar approach to a study calléa Analysis of Structured Data on the WBhlvi,
Machanavajjhala, & Pang, 2012) Figure 2, multiple web servers are used, bustraple

size was 90 web pages for each group. The groepdedined in Tables 3 and 4

Server A Server B

Web crawler 1 Web crawler 1
> - —
Web crawler 2 Web crawler 2
.f 5 ’ n jf- . A 4 .
g - but -
90 Web Pages T 90 Web Pages T

Figure 2 Servers and Web pages
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Humans Subjects Approval

This study did not involve any human subjects &sting or collecting data. Only the
researcher was conducting the experiment and teegs only involved software

applications and data&lowever, online training modules were completedfldHSRC at

EMU.
Module Cerification status for Alireza Aghamohammadi is as follows!
| Modue | Module Name Certification #
1 Protection and Use of Human Subjsct= in Research H5108200813269

Data Collection

Data collection was critical for this study beaatise process needed to be done
systematically and accurately. In order to make $iie process was done this way, computer
programs were used to automate and collect datlfgroups in pretest and posttest steps.
In order to write web crawlers and create web pag@asous programming tools and
software were used. First, an Eclipse tool was tsedite the web crawlers and create web
pages in JSP (Java Server Pages). Eclipse is IDéhvwghan Integrated Development
Environment for building applications. Second, Tatweb servers were used to host the
web pages. The language selected for programmengélv crawlers and collecting data was
Java. Java application was the main instrument tesedllect data and track the success or

failure of download or uploads.
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Two types of web crawlers were used for this stagstyunwanted web crawler a valid

web crawler. These two web crawlers attempted tendtmad 90 web pages into a local

folder. In terms of approach for collecting datas tstudy followed similar steps as previous

studies (Chen, Bhowmick, & Nejdl, 2009). The foliog are the steps which were

completed to gather and collect data for pretest:

First, web crawlers were created on a web crawliog} server, and a folder on the
host was created to collect and gather informadioout the crawling. For example, if
a web crawler wanted to download page 1, firstaated a file under a folder which
was called:

C:\phd_data\wanted\group_X\pre_test

The X was replaced by the number of group type, 4. @here were two web
crawlers as indicated previously: an unwanted onkaavalid web crawler.

Second, the web crawler submitted a request tavétieserver to download a web
page.

Third, the web crawler stored the downloaded wedepato a file in an html format
with the following naming convention in the diregtalefined in step one.

IP address _ Port number _ date_ time stamp _ oltpu

Fourth, results were processed and stored in dasdédor further processing in the

data analysis step.
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Web crawler host Web Server

Figure 3 Request response process

The above steps were done twice because theretwm@ngeb crawlers for each
group.

After completing the pretest steps, the resultevegamined to make sure there were
no duplicated IP addresses and that the time osettvers did reflect the actual time when
the experiment was conducted. The downloaded pagesalso examined to make sure they
were not blank.

The treatment introduced in the posttest stepth@sovel five-factor identification
process which used pass key, date, user ageitndfumber of visits for the web
server/page (allowed each day). This treatmentis@usof changing web pages to check for
above values before rendering the content of welegal he steps for collecting posttest data
were:

¢ In order to make the pages download, first direesowere created. In addition to
creating the directories, the web crawler prograas aiso constructed although the

web crawler functionality was very similar to theefest step and essentially it was
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the same web crawler. A folder created on the vegisisted of the following format:
C:\phd_data\unwanted\group_X\post_test

The X was replaced by the number of group type, 2 @here were two web
crawlers as indicated previously; one was unwaatetithe other was a valid web
crawler.

After creating the directories for the posttesidiag step, the web crawler submitted
a request to the web server to download each wgé. pa

In addition to crawling, the results were downlodd#o an html file, and the file
name had the following naming convention in thectory, defined in step one, to be
able to identify each web page individually andidly.

IP address _ Port number _ date_ time stamp _ thtpu

Fourth, results were processed and stored in dasedor further processing in data

analysis step similar to the pretest step.

At the end of completing the posttest steps, theedtIP values were examined. In addition,

the key values were stored in the database toreetlsel values were not null or blank. Also,

the counts of total web pages were compared aghi@statabase to make sure they both

downloaded and stored 720 web pages each.

Data Analysis

After data collection, the data analysis was catgal. The data analysis is an

important aspect of any research because it is@ps of analyzing data systematically and

logically to describe, summarize, and evaluate.datthis study, the Binary Logistic

Regression Analysis, also known as Binary LR ans|ygas selected to analyze the data.

Logistic regression provides a mechanism to anadydiehotomous response variable where
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outputted data or the dependent variable is imariformat(Bewick, Cheek, & Ball, 2005).
All the data analysis and binary logistic regressieere done using IBM SPSS software.
There were three main reasons for choosing logisgoession for this study, and the
following paragraphs describe these reasons in ohetigl as it pertains to this study.

First, previous studies have used this approadhtas a proven mechanism given
the goal and limitations of this study (Salem, 20Q0reshi, 2006). Second, since the data
and measurements are dichotomous (binary formidwy onethods such as analysis of
variance (ANOVA) would not be a good approach iadtanother method such as logistic
regression is more suitable for this study becdosgstic function f (z) ranges between 0
and 1” and it is simple and popular to use inaasistudiegKleinbaum, & Klein, 2010).
Third, logistic regression analysis will confirm @fute the treatment effectiveness in
relation to the outcome or independent variablerms of probability. There are two main
groups under this study—the treatment/intervengicmup and the control group—and no
intervention is exposed to this second group. Therfunction of data analysis was to
compare these two groups by calculatingghalue. Observed significance level, or p-value,
“Iis the probability (assuming Hs true) of observing a value of the test statidtat is at
least as contradictory to the null hypothesis armgpsrtive of the alternative hypothesis, as
the actual one computed from the sample data” (lshe€;IBenson, & Sincich, 2001). Also,
the value of alphaof indicates that the significance level of the tgat set at .05 and the
confidence interval was at 95%. When the signifoealevel is set at .05, it means the finding
of a study only has a five percent chance of notdue and a 95% chance of being true.

In linear regression Yo + B1X + ¢, Y indicates the result or the dependent variable.

X is the independent variablg, is the intercept; is the slope, anelis the Model errors
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(Ramirez & Ramirez, 2009). Unlike linear regressioniltiple regression has multiple
independent variables, but the general functiorery similar to linear regression (McClave,
Benson, & Sincich, 2001). The logistic regressmdifferent from multiple/linear regression
because it deals with predicting the probabilityrofalue, but it is similar to multiple/linear
regression in a way because the general functiom i&to write the conditional expectation
of the dependent variable Y as a linear combinaXioim terms of regressing (Tuffery,
2011). The binary logistic regression is very santb logistic regression, but it deals with
only one binary dependent outcome of Y = 0 or 4, la@ow is the equation of logistic
regression (Sheather, 2009):

_ 1
1+expH B, + /XY

P(Y)

Where g, + 4, X will be calculated as the result of solving thea&epn, P is the probability

and exp is exponential function and Y is the dependariable. The calculation for the
binary logistic regression will be completed in SP$he following variables in the
equation, classification, and cross tabulationgsiill be produced, and the results will be
used to confirm or refute the hypotheses.

The classification table generated by logistic @sgions process and SPSS was
created to better understand the web crawler’'sesscor failure. In the classification table,
zero indicates success (because the web page wdswoloaded) and one indicates failure
(because web page was downloaded by web crawkgn)e b shows a sample classification

table.
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Table 5

Classification Table Example

Classification Table

Observed Predicted
success or Failure visits for valid Percentage
web crawler which attempted to Correct
download
.00 1.00
success or Failure visits for .00 #Ht #Ht Yot
valid web crawler which HH HH Ottt
Step 1 attempted to download 1.00
Overall Percentage Yottt

For example, if the overall percentage is 80, ihericates that 80 percent of web pages
were not downloaded by web crawlers. In additiothtoclassification table, the variables in
the equation table will be generated as part obthary logistic data analysis process. Table
6 is a sample of variables in the equation table:

Table 6

Variables in the Equation Example

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 0  Constant 1.386 791 3.075 1 .080 4.000

The most important aspect of the Table 6 informmatsothe Sig. which indicated tipevalue.

Analysis Tools
The IBM Statistical Product and Service Soluti(BBSS) version 18 was used for

this research, and a comprehensive data analysg bigary logistic regression was
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completed for the results of pretest and postéest,treatment groups and control groups
were compared. In addition to logistic regressiod @arious tables such as a pie chart, tables
about the number of pages downloaded and how esachdeformed for each group were
created.

Validation

Validity is in an important aspect of researchawese it addresses the “accuracy,
meaningfulness and credibility of the research ahale” (Leedy & Ormrod, 2005). This
study focuses on validity by making sure the cosioln and measures are acutely reflective
of the collected data in a meaningful way. Follogvare the list of validity threats along with
an explanation about how this research has attehptaddress those validities (Isaac &
Michael, 1981; Campbell & Stanley, 1973):

Face validity:In order to make sure this study’s experimenttastihas face validity,
multiple previous studies were examined to confinminstrument and measurements were
similar. The previous studies used Java and sessiamting as a way to measure and test
web crawlers’ visits (Lourenco & Belo, 2006; Fratali, 1999).

History: There are no specific events that could occur fmachthe participant or the
measurement between the pretest and posttest aradpare or a virus. So in order to make
sure malware or a virus do not impact the studi;raalware software and anti-virus
software will be used as a precaution prior to aftelr pretest and posttest.

Maturation: This study only uses webserver, web pages andgmyfor a short
period of time. So the subjects of this study wdt change over time because the subjects of

this study are web pages and web crawlers. Furthreyrthe webserver and web crawlers
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will not be running for days or months for each esment. So the performance,
measurements, and results should not be impacted.

Testing:Some studies may not have correct results or measnts because the
pretest process impacts the posttest processsilug uses two different servers, and on
each server 90 web pages will be tested for eamlpgn isolation to alleviate the pretest
impacting the posttest. The study does not planndhe experiments in parallel.

InstrumentationChanges in instrument, observers, and so on cartsuoes create
different results. However, the instrument for tigdy is consistent for all the tests and
groups, and it does not change because only Jpliaatpon, which uses sessions for
measuring the crawlers, is used.

Statistical Regressior8ome studies may accidently select subjects ovithdhls
because of having extreme scores or performanadg.céh impact the results because the
posttest results might show a great improvemerdilmxthe lowest score or subject was
selected. This research uses web pages which Breeptications of average web pages; the
web pages used and studied for this research lreatgons of typical web pages with some
html code text, images, videos, input box, seleat land table. So the web pages used are
not too content heavy with various multi-media comgnts, such as video clips on you tube,
and are not as simple as text web pages.

Selection:Selecting subjects for the study is very importatause if the selected
groups are not equal, then the results will be otgzh In other words, the data analysis,
hypothesis testing, and conclusion will be doneetdas wrong information. Since

nonrandomized control group pretest-posttest dasigalected for this study, the groups are
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controlled, and the web pages used for this stuelgame number in each group for the
pretest and posttest experiment.

Selection-Maturation Interactiorin some studies the selection may interact with
maturation, meaning that one can impact the otlr@nsexample, two groups, old and young,
might be trained on a tool but when tested, a yqaargon may perform better or worse as a
result of their age or experience. This resear¢hbeiconducted by using web pages with
similar characteristics and will be done during shene time period but not exactly at the
same time. So selection-maturation interaction moll influence this study.

Mortality: In some studies, the subject loses interest ag doewant to participate
any longer, and that would be a concern with cotmgeesearch. This study used web
pages and Java programs, and mortality does nbyt egeply for this investigation. However,
a backup of all the programs and web pages aréecréar traceability purposes.

Personnel
Only the researcher was responsible for colledtiegdata; however, an assistant and
recommendations from following committee memberseweeded:
e Dr. Ali Eydgahi, Ph.D., (Chair)
e Dr. Daniel Fields, Ph.D.,
e Dr. Huei Lee, Ph.D.,
e Dr. Alphonso Bellamy, Ph.D.
Budget

The cost for this research was very low sinceethaas no need to purchase data from

a vendor or organization, but a flash drive, newpaoter, SPSS software were needed as

depicted in the chart. The most expensive itemshisrresearch were computer and IBM

61



SPSS software. However, in order to even furtheimnze the cost for this research, SPSS
software from library computer labs were used,tbatestimated cost of SPSS is also
provided in the chart for the future researchdydtier estimate and plan the cost of similar

study.

MISC.

IBM SPSS

NEW COMPUTER

4GB FLASH DRIVE

S0 $100 $200  $300 $400  S$500 $600  S700 $800  $900

Figure 4 Budget
Timeline
The timeline in Table 9 was proposed to completegtudy. The duration and time
proposed for each task was an approximation oéxipected amount of time it would take to

complete each task.
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Table 9

Timeline

Task # Tasks Start date - Duration
1 Downloading the software and setup 5/20/2013 - one week
2 Execute experiment and analyze 6/1/2013 - four weeks
3 Completed the statistical steps 7/1/2013 - four weeks
4 Compile and review 8/19/2013 - two weeks
5 Organize and prepate last copy after review 9/1/2013 - three weeks
Summary

This chapter provided information about researdigiteand why the quasi-

experiment is selected for this study. The measamdsesearch settings were also

documented and explained. The population, samptesabjects were presented, along with

the justification about the approach taken for #tigly in terms of selecting samples. This

chapter also explained the human subject appraweakps along with data collection, data

analysis, personnel, budget, and timeline.
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Chapter 4. Results

Introduction

This chapter presents information about the residilt®llected data and data analysis.
First, summary information about the web crawlegtirn rate as it pertains to the results of
all collected data and five-factor identificatiorefest and posttest are provided. Second,
demographic characteristics of the sample are pteda@long with the results of pretest and
posttest analysis. Third, research questions/hgsethresults are presented with information
about how each hypothesis was rejected or nottegjdmased on statistical analysis outcome.
Also, this chapter categorized the results into tma&n groups, as was explained in Chapter
3. The first group targeted the unwanted web creybnd the second group included the
wanted web crawlers. However, each group then wladigided into pretest and posttest
subgroups, and the results are presented basé@ @netest and posttest. SPSS and Binary
Logistic Regression were used to create the resuttss chapter because of the nature of
dichotomous data and accurate processing of déga, data reliability information,
including data validity results and Cronbach's alptformation, are provided and explained
in this chapter. Last, this chapter provides rad¢charts and tables, but more detailed
information about the SPSS outputs are in the Agpxeh and B sections.
Web Crawler’'s Return Rate

This study used Java software/application to collata for this research, and the
results were gathered and documented. There wasriaey used for collecting data steps;
instead, multiple web crawlers were used to dowshleab pages. There were a total of 720
web pages on 10 computers and webservers as depiciable 10. Web crawlers were

hosted on a single server but attempted to go tapteucomputers, while each Apache web
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server hosted web pages on a local area netwoekw€b crawlers were categorized as
wanted and unwanted prior to pretest and posteetuin rate is typically used for studies
with surveys, and it is calculated based on thebmrmof completed samples divided by the
total sample size (Basarab, 2010). This study diduse any surveys, but the web crawlers’
download can be viewed in context of attempted doashof web pages. Following are the
information that was gathered for calculating ametrate. Among 720 web pages, only eight
did not download as result of error 404 (or webepagt available). So 712 web pages were
crawled without any web page errors; indicatingeay\good expected return rate. Therefore,
the return rate for pretest and posttest was 98&e<ghe total sample size was 720 and
crawled webpages with no error was 712.

Table 10

Web page coursgerver

Web Page
Counts Host /Server

72 | http://192.168.0.114:808(
72 | http://192.168.0.107:8080/
72 | http://192.168.0.113:808(
72 | http://192.168.0.100:8080/
72 | http://192.168.0.119:808(
72 | http://192.168.0.106:8080/
72 | http://192.168.0.126:8080/
72 | http://192.168.0.111:8080/
72 | http://192.168.0.128:8080/
72 | http://192.168.0.110:808(

~

~

~

~
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Demographic Characteristics of the Sample

The sample size used for this study was 720 wgba he web pages were crawled
by using two types of web crawlers, a wanted/goet wrawler and an unwanted/bad web
crawler. There were 90 web pages per each growglf9pages crawled per computer). The
total computers used for this study were 10, exolyd computer for hosting web crawler
application. The test types were categorized ttepte@nd posttest for each web page, and
two web crawlers were used to visit the web pagedepicted in Table 11. The groups were
categorized to Group 1, indicating treatment wasmtooduced, and Group 2, indicating that
the five-factor identification/treatment was intcmeéd only to posttest step. Table 11 contains
the total number of web pages which web crawldesrgited to download by test type, web

crawler type, and group type.

Table 11

Sample Demographic

Web Page Test Web Crawler

Count Type Type Group Type
90 pretest unwanted group_1

90 posttest | unwanted group_1

90 pretest unwanted group_2

90 posttest | unwanted group_2

90 pretest Wanted group_1

90 posttest | Wanted group_1

90 pretest Wanted group_2

90 posttest | Wanted group_2

The collected sample data involved using two walwters to download each web
page, and results were loaded into a database alitm@ download and formatted HTML

file. The main reasons for storing the resultsanin tocations were validity, reliability, and
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traceability. If a web crawler was able to downl@adeb page, then the message “This is the
content of a sample web pages. If this site islayga then web crawler was able to reach

this web page” was displayed, as depicted in Figure

Received values from web Server values
Type matched
crawler: values: 5
Pass kev: Al234 Al1234 true
2013-04-02

date: 2013-04-02 20 ;813 04-02 true
user agent Java'l.6.0_23 Java’l.6.0_23 true
ip: (the ip of clieat will be the ip of the 192.168.0.163 192.168.0.163 || true
webcawler server )

mmber of visits (happened| allowed) 3 2000 true

Formatted for database:

field pass_key| A1234 | A1234 |true

field _date|2013-04-02 20 |2013-04-02 20 ftrue
field user_agent|Java'l.6.0_23|Java'l.6.0_23 |true
field ip|192.168.0.163(192.168.0.163 [true
field_visit3 | 2000 | true

downloadtrue

Figure 5 Sample web page when web crawler was able to ldawn

On each web page the pass key, date, user ageadiRumber of visits for the web
server/page and web crawlers were displayed amecoed (if the values were available or
sent to web server). Also, a result table was diggd where five-factor identification keys
were used (see Figure 6). If the values were restgmted for pretest process, then the values

were set to false, indicating that a page was aygul by none of five-factor identifications.
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In addition to five-factor identification valuegrfnatted results were displayed and saved
too under the main table (see Figures 5 and 6) fdineatted values were required to be able
to process and store the results in the databaskafa analysis steps. On the other hand, if a
web crawler was prevented from visiting a pagen thenessage “did not allow web crawler
to view this page” was displayed as depicted iufad (in addition to the five-factor

identification and formatted values for database).

Ty Received values from web Server values
Ype crawler: values: matched ?
Pass keyv: 0 Al234asas false
9l _ )

date: 2013-04-02 20 :?13 10-26 false
user agent Java/1.6.0_23 Java/1.6.0_23 || true
ip: (the ip of client will be the ip of the 192.168.0.163 127.0.0.1 false
webcawler server )

mumber of visits (happened| allowed) 4 11 true

Formatted for database:

field pass_key| 0 | Al234asas [false

field date|2013-04-02 20 |2013-10-26 21 [false
field user_agent/Java'l.6.0_23|Java'l 6.0_23 |true
field ip|192.168.0.163|127.0.0.1 [false

field wisit|4 | 11 | true

download|false

Did not allow web crawler to view this page.

Figure 6 Sample web page when web crawler was preventédwaload.

Web crawlers were able to crawl to 720 web pagatsobly 623 web pages were
downloaded. It is important to mention that amorgv@b pages that web crawlers could not
download, only 8 were due to the web page not bauagable on the network. However,

those web pages were not excluded from the datgsiateps and results because on the
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Internet and larger networks, a similar outcomexisected. So from total of 97 web pages,
89 web pages were prevented by web server staaddition to those 8 web pages which

did not download due to not being available onsleer. In other words, 89 web pages were
not downloaded by web crawlers because the webatgntity did not match the access
keys, and download permission was denied. Howa@véerms of overall percentage of total
web pages for this study, 13.47% were prevented fitownloading. The majority of web
pages were downloaded, but some were preventeddeetize five-factorial identification
process prevented unwanted web crawlers from daainig web pages. On the other hand,

86.53% of total web pages were downloaded as dpintFigure 7.

Total Downloaded Pages for
All Groups (Pretest & Posttest)

B Pages Downloaded
B Pages Did Not Download

Figure 7Downloaded Pages

Notice the chart provided in Figure 7 includesnab pages, pretest groups, and
posttest groups for wanted and unwanted web crawpers. So in order to have more
detailed and deeper results, the following sectimitigprovide four separate groups for

which results are documented and explained in @moamprehensive way. The first group is
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about characteristics and results of unwanted wablers results for Group 1. The second
group will provide information about the resultsusfwanted web crawlers results for Group
2. The third group will provide information abouamted web crawlers results for Group 1
and the fourth group will elaborate about wanteth weawlers results for Group 2.
Unwanted Web Crawlers Results Group 1 (pretest-posst control group)

One of the main distinct characteristics of thisup was the lack of exposure to
treatment, and only unwanted web crawlers attemjoteldwnload the web pages. The
unwanted web crawler pages were downloaded by acvestder for Group 1 web pages.
Group 1 was not exposed to five-factor identificatbecause this was the control group.
Among 90 web pages for each group, the unwantedcvaetder group was able to access 89
web pages successfully, but one web page in thegbrgroup and one in the posttest group
were not downloaded due to the page not beingablail The pretest and posttest results
were very consistent; this was expected becausedhgages had no mechanism to prevent
the pages from accessing and downloading by wetderalhe results are provided in
Tables 12 and 13.

Table 12

Unwanted Web Crawlers Results, Group 1

Test Crawler Group
Count Type Type Type Downloaded
1 | pretest unwanted group_1 FALSE
89 | pretest unwanted group_1 TRUE
1 | posttest | unwanted group_1 FALSE
89 | posttest | unwanted group_1 TRUE
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Table 13

Validation of Five Factorial Keys for Wanted Web Crawlers, Group 1

PASSKEY | VISITED | DATE AGENT | TEST
COUNT | IP CHECK | CHECK CHECK CHECK CHECK | TYPE
89 FALSE FALSE FALSE FALSE FALSE | pretest
1 FALSE FALSE FALSE FALSE FALSE | pretest
89 FALSE FALSE FALSE FALSE FALSE | posttest
1 FALSE FALSE FALSE FALSE FALSE | posttest

Table 12 provides results about unwanted web crawésults in Group 1. The
counts, test type, crawler type, group type, andrdoad indicator are depicted in Table 12.
In addition to Table 12, a deeper level of demjpiovided in Table 13 in terms of what keys
and records actually passed or failed. Table 13atos1the results in the same format as
Table 12 in terms of number of rows for ease of garnson between two tables. The results
indicate that 90 web pages in the pretest ste@@neb pages in the posttest step did not
have the five-factor identification keys matcheddiese these keys were not even introduced
to this step, as indicated earlier.

Unwanted Web Crawlers Results, Group 2 (Pretest-ptiest Treatment Group)

This group has some differences from and simigarito the previous group when it
comes to the results and characteristics. Theviolip can be stated about the distinct
characteristics of this group. First, this group lkeaposure to treatment (although the
exposure was only limited to posttest process)o@cthis group was crawled by unwanted
web crawlers similar to the previous group. The ani®d web crawlers’ pages for Group 2
consisted of two steps with two results, the ptedad posttest steps, along with results for
each step. However, the results for this group werg similar to those of Group 1 but not

identical in terms of number of pages downloadedd@picted in Table 14, unwanted
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crawlers attempted to download and crawl to 90 paaies for the pretest and 90 web pages
for the posttest step. In terms of the number otessful downloads, only 89 web pages
were downloaded in the pretest group, but one vegje joid not download because of the
page not being available on the network. On therdtland, in the posttest group, 90 web
pages were crawled and 90 web pages did not dodinldee results were expected because
the five-factor identification was introduced tosptest step. The results for this treatment
group are depicted in Table 14:

Table 14

Unwanted Web Crawlers Rss@roup 2

Test Crawler Group
Count Type Type Type Downloaded
1 | pretest unwanted group_2 FALSE
89 | pretest unwanted group_2 TRUE
90 | posttest | unwanted group_2 FALSE

Table 15

Validation of Five Factorial Keys for Unwanted Wekawlers, Group 2

PASSKEY VISITED DATE AGENT | TEST
COUNT | IP CHECK | CHECK CHECK CHECK CHECK TYPE
89 FALSE FALSE FALSE FALSE FALSE | pretest
1 FALSE FALSE FALSE FALSE FALSE | pretest
90 FALSE FALSE TRUE FALSE TRUE posttest

Table 15 contains more detailed information abbatresults pertaining to Group 2
for unwanted web crawlers. The result of the ptetep for this group (including row two
with one count) indicates 90 web pages with falees for the IP check, passkey check,

visited check, date check, and agent check. Tise falues are acceptable, and they suggest
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that the values did not exist on the web page senve web crawler side in the pretest step.
On the other hand, in the posttest step, the seadte different as expected because the five-
factor identification was introduced during thisst The results for the posttest step of this
group indicate that IP check and passkey checknetua false value similar to the pretest
step. So three types of keys did not match, butedsheck and agent check did return a true
value, suggesting that the server keys and webleravkeys matched. Therefore, the main
differences between pretest and posttest res@ttharvalues for visited check and agent
check.

Wanted Web Crawlers Results Group 1 (Pretest-posttt Control Group)

The two previous groups were designed to captumgpkes for unwanted web
crawlers, but this group contained only the webegagrgeted for wanted web crawlers. This
group was not exposed to the five-factorial idecdiion treatment because this was a
controlled group. In this group, the results wegensimilar to Group 1 except that the type
of web crawler used for this step was differente Phetest result depicted in Table 16
indicates that only one web page did not downlead, 89 web pages were downloaded by
unwanted web crawlers. Also, the posttest reswaivsial similar results to pretest results
because only 89 web pages were downloaded, andidm®t download due to unavailable
web page error.

Table 16

Wanted Web Crawlers Res@Gioup 1

Test Crawler Group
Count Type Type Type Downloaded
1 | pretest wanted group_1 FALSE
89 | pretest wanted group_1 TRUE
1 | posttest | wanted group_1 FALSE
89 | posttest | wanted group_1 TRUE
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Table 17

Validation of Five Factorial Keys for Wanted Weta®@lers, Group 1

PASSKEY VISITED DATE AGENT | TEST
COUNT | IP CHECK | CHECK CHECK CHECK CHECK TYPE
89 FALSE FALSE FALSE FALSE FALSE | pretest
1 FALSE FALSE FALSE FALSE FALSE | pretest
89 FALSE FALSE FALSE FALSE FALSE | posttest
1 FALSE FALSE FALSE FALSE FALSE | posttest

The detailed or key level results for this group depicted in Table 17. The results
for this group indicate that the pretest and pestiesults were identical in terms of number
of counts and IP check, passkey check, visitediGidate check, and agent check values,
and the keys were all false, indicating that thielyrebt match. Also, there was no difference
between the pretest and posttest steps in terthe aésults of the keys as depicted in Table
17. The results suggest that all the web pagesws pne and three were downloaded by the
web crawler. However, the values for rows two amdr in Table 17 did not match the
crawler’s values because the web pages did notldednThe results did not exclude the
unavailable web pages because this kind of behaaioialso occur on the Internet and
World Wide Web. The results in Table 17 match thgeeted behavior because this group
had no exposure to five-factorial identification.

Wanted Web Crawlers Results Group 2 (Pretest-postst Treatment Group)

The sample Group 1 for wanted web crawler wasrpbdsed to any five-factor
identification process, so the main goal for ugimg group was to have sample web pages
for wanted web crawlers. The process of exposiegytbup to treatment was consistent with

previous groups in a way that the posttest was exfysed to treatment. The wanted web
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crawlers’ web pages had pretest and posttest sesintilar to those of previous groups, but
the process was different in terms of exposurdiverfactor identification. The pretest
process showed that the web crawler was able toldag most of the web pages since 89
web pages out of 90 web pages were downloadeagudlid not download because of
unavailable web page error. For the posttest iegihié outcome was identical in terms of the
number of web pages downloaded or not downloadeadtycrawler. Table 18 has more
information about count, test type, crawler typmup type, and downloaded results.

Table 18

Wanted Web Crawlers Results Group 2

Test Crawler Group
Count Type Type Type Downloaded
1 | pretest wanted group_2 FALSE
89 | pretest wanted group_2 TRUE
1 | posttest | wanted group_2 FALSE
89 | posttest | wanted group_2 TRUE
Table 19

Validation of Five Factorial Keys for Wad Web Crawlers, Group 2

PASSKEY VISITED DATE AGENT | TEST
COUNT | IP CHECK | CHECK CHECK CHECK CHECK TYPE
1 FALSE FALSE FALSE FALSE FALSE | pretest
89 FALSE FALSE FALSE FALSE FALSE | pretest
1 FALSE FALSE FALSE FALSE FALSE | posttest
89 TRUE TRUE TRUE TRUE TRUE posttest

The outcome of Group 2 for validation of five-factdentification keys is depicted in
Table 19. This group only contained web pages famted web crawlers, but unlike Group 1,
as indicated earlier, this group was exposed ®-iactor identification only during the
posttest step. The pretested results showed thatlbes for IP check, passkey check,
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visited check, and agent check were all false catthig that the keys did not match the server
side keys. The pretest group did not have fiveeliaictentification exposure, and it was
expected that the values would be false. On therdthnd, the posttest results indicated that
the values did match for Row Four in Table 19, anly one row did not match as indicated
in Row Three for the posttest step.
Classifications for Web Crawlers’ Results

One of the goals of this study was to determinethér the five-factor identification
process would prevent or allow downloading web pageen unwanted web crawler and
wanted web crawler types. However, before actualbluating the hypothesis, it is critical to
make sure that the processed data by SPSS isemicaflection of actual observed data. The
classification tables in this section were creasdhe result of binary logistic regression
output from SPSS. The classification tables in SB&Sct the percentage of correctly
predicted value of data based on observed valuelw8PSS processed, as indicated earlier.
This information is another indicator to make silne processed data by SPSS correctly
corresponds to observed data. The easiest wawdiatine classification tables in this section
is from right to left because the most useful infation is in the right-most columns. Also,
each classification table explains some of theavae for the dependent variable as depicted
in Tables 20 and 21. The classification tablesis $ection provide information about
observed and downloaded results for web crawlingess or failure processed along with
percentage information for success and failure, fothis section, two classification tables

were created because there were two types of vestiens.
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Table 20

Unwanted Web Crawlers Classification Results

Observed Predicted
downloaded Percentage
success failure Correct
success 89 0 100.0
downloaded
Step 1 failure 1 90 98.9
Overall Percentage 99.4

The classification results in Table 20 are abbatiunwanted web crawlers’

classification results, which highlight the numbésuccess and failure observed. This result

indicates that from 180 web pages, 89 web pages d@wvnloaded by web crawlers and 91

were not downloaded by the web crawlers. This metuthe comparison of control and

treatment groups for the unwanted web crawlers. dilg “Percentage Correct” column on

the right side of Table 18 is simply used to shawIsuccessfully SPSS was able to predict

the observed values against the observed valuesmbist important value for Table 20 is the

“Overall Percentage” information in the last rovhiah indicates 99.4% of successful

predicted values versus observed values.

Table 21

Wanted Web Crawlers Classification Results

Observed Predicted
downloaded Percentage
succeeded | failure Correct
success 178 0 100.0
downloaded
Step 0 failure 2 0 .0
Overall Percentage 98.9
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Table 21 provides information about the benof successes and failures of
downloads processed by SPSS; however, the maeretite between Tables 20 and 21 is the
type of web crawler used for the collected dataddition to the outcome differences, which
are reflected in each tablBuccesdicates that web crawler was able to downloadwkb
page, andailure means web crawler was prevented from downloadiwglapage. In Table
21, the wanted web crawlers attempted to downl@dwleb pages; 178 web pages were
downloaded successfully and two were not. The ingmbmumber for this table is the
“Overall Percentage” data, similar to Table 20.cAlthe actual values are different in two
tables because the value in Table 21 had 98.9%roéat predicted downloads versus what
the observed values were.

Data Reliability

Data validity was an important part of the datalgsis step, and in this section the
results of data validity are presented. The dalidityawas done for two groups of data
separately. The first group included data relatetthé wanted web crawlers’ download and
the result of keys’ success or failure. Also, aoselcgroup was used to measure unwanted
web crawlers as well as the wanted web crawlert@imcrease data validity, unwanted web
crawlers’ data download and the result of keystess or failure of download were also
captured and measured in this study. In additiws,dtudy used Cronbach’s alpha, which is a
typical test for various validity analysis for imbal reliability evaluation. It basically
“calculates the average of all possible split-nalifability coefficients. A computed alpha
coefficient will vary between 1 and 0” (Bryman & IB&003). The value 1 indicates a
perfect internal reliability, and value O indicatesinternal reliability (Bryman & Bell,

2003). “The figure 0.80 is typically employed asike of thumb to denote an acceptable
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level of internal reliability, though many writeagcept a slightly lower figure” (Bryman &
Bell, 2003). The results of Cronbach's alpha atidb#ity statistics are provided in Tables
12 and 13.

Table 12

Wanted Web Crawlers

Reliability Statistics

Cronbach's Cronbach's N of ltems
Alpha Alpha Based on
Standardized
Items
.989 .989 2

Cronbach's alpha for wanted web crawlers wasw8@&h is an acceptable number
because 1 indicates a very reliable data and @atek a very unreliable data. The concept of
Cronbach's alpha value is widely documented, arat wélues are acceptable and what
values are not are well documented based on the aic@-1 (Bryman & Bell, 2003). Table
13 provides reliability statistics information fonwanted web crawlers for this study.

Table 13

Unwanted Web Crawlers

Reliability Statistics

Cronbach's Cronbach's N of ltems
Alpha Alpha Based on
Standardized
Items
.994 .994 2
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Cronbach's alpha value for unwanted web crawle/@9isas depicted in Table 13. This value
is very similar to the wanted web crawlers’ valliee result for Cronbach'’s alpha value is
valid and acceptable since it is very close to@dlu
Research Questions/Hypotheses Results

In this section, the hypotheses are examined ealda&ed to determine whether each
hypothesis should be rejected or not rejected.dtwvere two groups of hypotheses for this
study, with two hypotheses in each group. The lyitagistic regression in SPSS was used to
calculate the P-value to see if introducing fivetéa identification had any significant effect
on the results for control group and treatment grimn unwanted web crawler and wanted
web crawlers. The results of SPSS analysis forlevaalculations are depicted in Table 22.

Table 22

P-values for Treatment/Intervention Group and Coh@roup

Type P-valug Conclusion
unwanted web crawler web

pages 0.000 Reject
wanted web crawler web pages 0.0990 not Reject

The following sections will provide further detadbout each hypothesis evaluation
and how results are used to reject or not rejextt bgpothesis based on a significant level as
it pertains to each type of web crawler. In théof@ing sections, the Group A section
contains information about wanted web crawlers, thedGroup B section provides

information about unwanted web crawlers.
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Hypotheses Group A
Group A hypothesis is designed only for wanted weawlers and web pages. The

two hypotheses in this group provide a frameworkefcaluation of five-factor identification
for web pages in Group 1 (control) and Group 2aftreent) for wanted web crawlers
accessing web pages. The hypotheses in Group preveled below, and the results are in
Table 23.
e Hg: There is no significant difference between treatteiervention group and control

group in terms of wanted/valid web crawlers visits.
e Hj: There is a significant difference between treatiiaervention group and control

group in terms of wanted/valid web crawlers visits.

Table 23

Outcome Hypotheses Group A

Hypotheses Group A Outcome
Ho Do not Reject

The results in Table 23 are based on Binary LagR&gression and the Omnibus
Test. The Omnibus Test is one of the precise statisnethods to determine if “there is a
difference between groups (two or more)” (Swansadditon, 2005). The outcome of
Binary Logistic Regression and the Omnibus Testcetdd the P-value of 0.097. The
calculated P-Value for wanted web crawlers excedided05 alpha level given the 95%
confidence interval. So the outcome of a hypothiesissuggests not rejecting, tds

depicted in Table 23.
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Hypotheses Group B
The Hypotheses in Group A focused on wanted waWwlers, but the Group B

hypotheses are different because they are designedwanted web crawlers. The two
hypotheses in this group went through a similacess in terms of evaluation of hypotheses.
There were two groups: Group 1 as the control a2 as the treatment group.
e Ho: There is no significant difference between treattreiervention group and control

group in terms of unwanted web crawlers’ visits.
e Hi: There is a significant difference between treatiigetrvention group and control

group in terms of unwanted web crawlers’ visits.

Table 24

Outcome Hypotheses Group B

Hypotheses Group B Outcome
Ho Rejected
Hi Do not Reject

The P-Values in Table 22 were calculated using SBiS&y Logistic Regression and the
Omnibus Test; also, additional information is pd®d in Appendices A and B. The results of
comparing the unwanted web crawler control grouptaeatment group suggest that there
was a significant change since the P-value wasless.05 alpha level, given the 95%
confidence interval. So the outcome of a hypothiesisis rejectindo in favor ofHs, as

depicted on Table 24.
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Summary

Detailed information about the research results pvasented in this chapter. The
information pertaining to crawlers’ return rateuks was provided. In addition, demographic
characteristics of the sample were described, @plds and graphs were presented. Also,
information about how each hypothesis in multipleups was evaluated based on the
statistical analysis results provided, along withivheach was rejected or not rejected, was
examined and explained. The results of binary tagregression were provided in addition
to explanation and interpretation of the resultthay pertained to wanted and unwanted web

crawlers.
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Chapter 5. Conclusion(s) and Discussion
Introduction

This chapter discusses conclusions based on tigtistd testing results and findings
about the hypothesis test’s outcome. In additimalifgs and overall study conclusions
pertaining to the five-factor identification prosess alefense mechanism against web
crawler’s intrusion will be explained in detaurthermore, the conclusion/discussion section
provides information about the implication of fifector identification of web crawlers in
terms of various areas on which future studies ne@dncentrate, based on the findings of
this research.

Conclusion(s) /Discussion

This research examined a novel method to prevamaated web crawlers while still
allowing valid web crawlers to access web pageanfitative measurements and binary
logistic regression were used to examine the factelr identification of web crawlers as a
defense mechanism against web crawler intrusioa.rébults discussed in Chapter 4
provided valuable informatioto the existing knowledge and resources that haea b
available for the community of engineers, develspET. specialists, and users by proposing
and investigating the use of this new five-facttanitification process to prevent unwanted
web crawlers’ intrusion.

A detailed data collection was completed by usmgtiple computers and web
servers along with web crawlers and web pages. sthdy examined 720 web pages hosted
on 10 servers, with each computer hosting its oadichted web server for web pages. The
web pages were categorized based on visiting waehler type. Each visiting web crawler

was categorized as valid or invalid prior to craglprocess. Pretest steps were completed
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and results were recorded for data analysis ske@sldition, the posttest was completed after
introducing thdive-factor identification. The results were colied and stored in data files
for traceability and validity; in addition, a dats® was used to store the resditse results
of web crawling were recorded based on succesalard of web crawlers to download a
web page. In additiomass key, date, user agent, IP, and number o$ ¥@sithe web
server/page (allowed each day) was recorded ds/gréactor identification keys. The two
types of web crawlers were broken in two separedaps for pretest and posttest steps. The
groups then were examined for two types of web l&anto see if usingwve-factor
identification would contribute to preventing unweah or wanted web crawlers from being
able to download web pages. The unwanted web crawlere labeled Group A, and
unwanted web crawlers were labeled Group B.

The statistics and outcomes of binary logistic @sgion show that by introducing
five-factor identificationmechanism which included pass key, date, usertaiemand
number of visits for the web server/page (allowadheday), there was a significant
difference between the treatment/intervention graxg control group, in terms of unwanted
web crawlers visits. This suggests that using faer identification contributes to
preventing unwanted web crawlers visiting and asiogsweb pages. The results and
findings of this novel solution are critical becauv&arious researchers have raised the need to
investigate how to identify web crawlers able teyant the unwanted web crawlers
(Stassopoulou & Dikaiakos, 2009; Doran & Gokhal#l D). Also, many well-known studies
have pointed out how web crawlers are misused byhical entities such as spammers and
how this misuse of web crawlers has created etHagal, and technical programming

challenges (Stassopoulou & Dikaiakos, 2009; DoraBdkhale, 2011).
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Therefore, this study attempted to address thielg@moand find a solution to some of
the earlier documented technical challenges tatigameb crawlers. In addition to
examining unwanted web crawlers and determining hewg five-factor identification may
prevent unwanted web crawlers, another group of pegjes were constructed, and a
dedicated web crawler was used to see how usiegfdietor identification may inadvertently
prevent valid web crawlers. The results and outcofi@nary logistic regression indicated
that there was no significant difference betweenttbatment/intervention group and the
control group in terms of wanted/valid web crawhgssts. This suggests that deploying and
using five-factor identification does not preveatig web crawlers from accessing or
downloading web pages. This finding is importartéhese simply preventing all web
crawlers from visiting web pages is not useful amltinot reduce web page visibility on
search engines such as Google, Bing, and Yahodédmyg able to perform selective
exclusion of robots or web crawlers can help bettanage web crawlers’ visits and work as
a gatekeeper to prevent unwanted web crawlersisigns for accessing and downloading
information from a website without obtaining persia from the owner.

In terms of success rate, the outcome of datlysisauggested that there was 99.4%
overall success rate for preventing unwanted watvlers, and there was a 98.9% success
rate for valid web crawlers being able to downlegb pages even after introducing the five-
factor identification (as depicted in Appendix AdaR). The overall percentages are also
valuable information in terms of confirmation o&thindings of this study about the use of
five-factor identification to prevent unwanted watawlers but still allow valid web crawlers
to download web pages. The results of this studycampared to proposed solutions of some

of the earlier studies, then they suggest theftaotor identification is a very good solution to
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prevent unwanted web crawlers from accessing wgb9waithout impacting valid web
crawlers because the solution provided in thisysadtiresses some of the weaknesses of
earlier proposed solutions. One of the well-knowtutsons to prevent web crawlers and
robots is CAPTCHA, but other researchers have pdiout that CAPTCHA will not be able
to protect web crawlers in the near future (VoryrB] & Langford, 2004). The idea behind
CAPTCHA was relatively simple because “colorful impea with distorted text in them at the
bottom of Web” pages or sites are displayed aloitly t&xt box (Von, Blum, & Langford,
2004, p. 56). A user would attempt to type thoseodied characters into a textbox prior to
entering a website. This task can be simple fortmpesple who are not visually impaired,
but it can be difficult for those who may have w@isiproblems or hearing problems because
some sites provide this mechanism in an audio wer$iresenting a distorted image to
humans can easily impact user experience and atik@navith websites because it is a
tedious task for a user to enter some charactersaitextbox based on some distorted image;
this can discourage some users from even wantigg to a website. So one of the main
drawbacks of CAPTCHA is users’ experience, and soraeavith vision disability will
experience challenges. However, five-factor idédtion does not impact users’ experience,
and the process is invisible to them. This is aifmigrovement compared to CAPTCHA
because users will not have to change anything \eheessing a web page, but five-factor
identification will still keep the unwanted web wiars away.

Another mechanism proposed by earlier researchaalled Clickstream, which is
about tracking of user clicks per link, images aottons (Wang & Lee, 2011). If a web
crawler is on a web page, then it attempts to doashland crawl to all links on a web page.

Therefore, a program on webserver can identify wdred web crawler has entered a web
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page. This mechanism works well; however, the d@advantage is that the mechanism
identifies a web crawler after it actually has aim access to a web crawler to download its
content, which is too late. Of course, if a webndea is identified the first time, then it can
be prevented from entering a web page during s aéempt, but even that becomes
difficult because web crawlers may not keep theesraddress during multiple crawling
sessions. Unlike the Clickstream process, fivesfaictentification is a more proactive
mechanism because it prevents unwanted web crafmd@nseven accessing the content of
web pages.crawler before any downloading occus Alve-factor identification does not
rely on any Clickstream patterns to identify a hama. a web crawler; instead, passkeys are
defined between valid web crawlers and a web sigtilg web pages, and if any of the five-
factor identification keys do not match, then a wedwler will not be allowed to enter a web
page.

Another proposed solution by previous researclitobpts Exclusion Protocol, which
uses Robot.txt, is an optional protocol becaudedts not enforce intended requirements and
it cannot keep the integrity of the web host oveewhen it comes to visibility and access
permission of web page. The permission or contecgss of the web page is defined in a
text file based on Robots Exclusion Protocol, dnsl valid only if a web crawler decides to
follow those guidelines. When it comes to Robotsl&sion Protocol, there are simply no
mechanisms to enforce permissions. This problelacsfof enforcement has been well
documented by previous researchers, and variodgestahow that this protocol is not
enforced and is ineffective (Sun, Zhuang, & Gig30)7; Kolay, D’Alberto, Dasdan, &
Bhattacharjee, 2008). However, five-factor idenétion is based on enforcing key validation

and forcing web crawlers to provide identificatjomor to entering a web page. Requiring
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web crawlers to provide identity is a great improeat over Robots Exclusion Protocol,
which lacks prevention mechanism enforcement wheomes to granting access to a web
crawler to visit a web page.

Last, the five-factor identification is not meaotreplace all previous proposed
solutions such as CAPTCHA but is rather a solutcoaddress some of the weaknesses and
drawbacks of previous solutions. So, in short filefactor identification can be used along
with CAPTCHA or other existing protocols to managel prevent unwanted web crawlers
from accessing, downloading, and consuming welesgrkesources. So the outcome of this
study should help fill some of the existing gapgiiavious solutions such as being able to
prevent unwanted web crawlers selectively withaytacting valid or acceptable crawlers
such as search engine robots and crawlers to asedsgages.

Recommendations

The findings and results of this study providetear mechanism to better prevent and
manage unwanted web crawlers, but there are atibus paths which were outside of the
scope of this study, and it still needs deeperagpibn and examination. The following are
the recommendations for future studies.

First, this study used only a local area netwoitk W20 web pages to test and
implement the five-factor identification mechanisisnore comprehensive exploration is
recommended to explore and implement the five-fadintification mechanism over the
World Wide Web on multiple web sites with greatambers of web pages and web servers.

Second, this study only examined the effect aittreent by comparing the pretest and
posttest results for unwanted and wanted web crawbeit there was no deep or

comprehensive examination of the five-factor idigsdtion keys in terms of how keys
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interact with each other to increase or decreadermpgance. Exploring how to provide a
deeper understanding of most influential keys ana the keys can increase or decrease the
web crawler’s access and download is suggestedatiaes studies.

Third, the proposed five-factor identification pess only examined the effect of
using this mechanism versus web pages and sehatredve no web crawlers’ management
mechanism. A more comprehensive study for futurekeroould be considered in terms of
comparing the five-factor identification againstreoother existing solutions such as
Clickstream identification and prevention of webwlers. This can contribute to the field of
software security and web crawler management bedaaan provide valuable information
about the level of effectiveness between usesseffctor identification and previous
proposed solutions.

Fourth, this study focused on the use of fivedadentification and implementing
keys on the server side and web crawlers thanéeeeisted in obtaining permission and
access. However, the handshake or setting up dfetywere manual processes, meaning
the keys had to be created ahead of the web crgptiocess or the web crawler would not
have any access to a given web page or site. Agfstudy is needed to provide a solution to
automat this handshake and validation ahead ofitistead of a manual key setup process.

This study provided a novel mechanism as a waydwent unwanted web crawlers.
However, the field of web crawlers and web secusiily needs further research, and the
suggested recommendations in this section can wepand enable better solutions to
prevent unwanted web crawlers without preventirguéilid web crawlers such as search

engine bots to still access web pages for indeginmgoses or any other critical tasks
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Summary

In this chapter, conclusions and discussions wereiged based on the findings and
results of this research. The conclusions and dgouns section provided information about
how findings of this study are compared to theditere of prior research pertaining to web
crawlers. Also, drawbacks and strengths of fiveeaientification were examined and
compared to various existing mechanisms to manadgeevent unwanted web crawlers
such as CAPTCHA and Clickstream from accessing peges. Furthermore,
recommendations were provided to help future warks studies navigate, improve, and
concentrate on specific areas of web security agldl avawlers’ identification and

management mechanisms.
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APPENDIX A: Binary Logistic Regression Results - Uwanted Web Crawlers

Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 238.522 1 .000
Step1l Block 238.522 1 .000
Model 238.522 1 .000
Model Summary
Step -2 Log likelihood | Cox & Snell R Nagelkerke R
Square Square
1 10.988% 734 .979

a. Estimation terminated at iteration number 20 because

maximum iterations has been reached. Final solution cannot be

found.
Classification Table®
Observed Predicted
downloaded Percentage
success failure Correct
success 89 0 100.0
downloaded
Step 1 failure 1 90 98.9
Overall Percentage 99.4
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APPENDIX B: Binary Logistic Regression Results - wated Web Crawlers

Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step 2.750 1 .097
Step1l  Block 2.750 1 .097
Model 2.750 1 .097
Model Summary
Step -2 Log likelihood | Cox & Snell R Nagelkerke R
Square Square
1 19.227° .015 132

a. Estimation terminated at iteration number 20 because

maximum iterations has been reached. Final solution cannot be

found.
Classification Table®
Observed Predicted
downloaded Percentage
success failure Correct
success 178 0 100.0
downloaded
Step 1 failure 2 0 .0
Overall Percentage 98.9

a. The cut value is .500
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