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Virtual Infrastructure Approach for SADU Implementa tion
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Abstract: This paper proposes a new way of structuring thmeual infrastructure in terms of
knowledge acquisition for SADU implementation. Tigh virtualization, the hardware infrastructure
becomes a service, virtual machines become predmminithin the infrastructure and their way of
functioning can be affected by certain malfunctidBADU supports human diagnostician in order to
provide possible solutions to the raised issuesirtvalized IT infrastructure consists of layerstth
virtualized the used hardware components. Basddyans membership we propose a new approach
to structuring the virtual infrastructure. This apgch has fundamentally changed the architecture at
the layer levels, increasing the security and abdity of resources. Grouping layers depending on
membership or type (hardware, virtual infrastrugfigoftware) around the concept of stack led to a
separation of intelligent agents’ responsibility kmowledge acquisition and fault diagnosis, allogvi

a better understanding of the field, reflected byadoping a new ontology.
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1. Introduction

Allowing the more efficient use of the availableoarces, which is stated and by
the community of the IT specialists, the virtualiaa is one of the major benefits
brought to an organization. Also, the continuoupriovement of the DataCenter
architecture has as main purpose to reduce thatpgrcosts.

Today, many organizations have already in coursenpfementation or take into
considerations the virtualization projects duehe immediate benefit represented
by the reduction of capital costs and decreasihgosts related to real estates and
power consumption.

The IT managers thus have the possibility of distihg the hardware resources,
for the operating systems and applications basetinwesharing, by using special
products and services of virtualization. In thisses can significantly increase the
use and efficiency of servers, network equipments storage devices, reducing
the total number of physical devices required, ttaek space necessary for their
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physical location and of course the requirement pbfysical equipment ¢
management. Also, referring to saving the operatiarosts, te virtualization
brings many benefits due to the unique managememsote, accessible fro
anywhere.

Like any transitions, a virtualization project iisdly to have a major impact on t
organizational structure and responsibilities afsthinvolvec

The virtualization allows the implementation of sofie without modifying th
operating system or the file system concomitantiy whe significantly reductio
of the conflicts between application, thus allowihg use of a single applicati
on multiple versions of the operating system. In other wordssoaling tc
VMware, the applications are more easily secureghlemented, updated and
the case of its nofunctionality, to come back at the previous step itst
modification (rollback).

2. Virtualization and Cloud Computing

The system virtualization and cloud computing aighly debated topics in tt
recent period which lead towards numerous stragegipiite different. Th
virtualization involves the transformation of a ruen of hardwarcomponents an
network devices in software and it's uploading ostrang hardware platform,
other words, the services offered by a virtualizeardware component a
abstracted from the physical compon

The virtualization is applied to servers, age media, network and desktops
that most of the discussions concerning the viizatibn and cloud highlight tr
unlimited access at the processing resources,ggtcgiad in the network at tl
network bandwidth. Concretely, the virtualizationdaclold computing cannc
exist without a DataCenter and the physical ressutbat it stores. The sen
consolidation is the next step in the restructuriighe architecture, achievat
only through the virtualization of the availableygltal resources (s Figure 1)
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Figure 1. Types of server virtualization(Postolache F. et al., 2010)



ACTA UNIVERSITATIS DANUBIUS Vol 7, No./2011

In the case study concerning the virtualizationthef informatics system subject
testing consists of three DataCenters, connected veduncnt fiber optic ring. Ir
the main DataCenter we have BM Blade Center E, which consists of three ||
HS blade servers, each one equipped with two Xewsxd@ore and 32 G RANV
The data storage is made on a Storage Area NetiBiviKDS3400 redundar
linked by Blade Center through optic fiber, which consadtfive hard drives, thre
hard drives of 750 GB and two of 1~

It was preceded to the virtualization of networkrvers and of an informati
laboratory consisting of 32 computers, thus formin@lowd. On the other han
the cloud computing and server virtualization istwmal completing due to tF
following reasons:

« both require a robust physical infrastructure, irgyheavily on the network ar
involving a rethinking of the traditioninfrastructure

¢ cloud computing services are implemented afteriag Center is virtualize:
in other words, only the virtualization layer supisdhe Cloud architectu

e The cloud computing adds a new layer of virtualmatetween the final us
and he entire IT infrastructur

In our approach we emphasize especially the mddbakovirtualized
infrastructure, the DataCenter server’s consokaesind therefore on the virtL
machines and the installed applications on t

3. IT Infrastructure Virtualization

Allowing the more efficient use of the availableswoarces, which is stated by t
IT specialists’ Community, the virtualization isewf the major benefits broug
to an organization. Also, the continuous improvemerd the DataCente
architecture has as main purpose to reduce the opgratists. The concern
hardware layers (Figure 2.) in a common virtuaiaratesign are: storage, serv
and networks they serve.

’ Retea DataCenter (DataCenter network)

’ Servere (Servers)

Spatiu de stocare (Storage)

[ Retele spatiu de stocare (Storage networks)

Figure 2. Infrastructure hardware layers
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To swceed all these things that the virtualization peems, it is necessary to ha
an infrastructure that really can support the wilization of each component a
hence of the DataCenter (Figure

Here we mention that not any application requimebenefits by the advantages
installing virtualized environments and that is wityis necessary that o
infrastructure to provide some flexibility to suppdoth the installation of th
applications both on dedicated hardware and onalided hardwar

A

i Servere (Servers) I

| Abstractizare DataCenter (DataCentar

Rj i

i Abstraciizare servere (Server virfualizationj

Figure 3. Layers virtualization

According to VMware, a virtualized IT infrastructurconsists of layers whic
virtualize the used hardware compone
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Figure 4. IT infrastructure virtualization(VMware)

Initially, the IT infrastructure was structured aoding to Figure 4, having tt
following layers:

e Users The DataCenter supplies applications to the usemmected with th
help of any fixed or mobile devices that allow tkimtebooks, traditional ¢
virtual desktops, tablet PCs, smart phones, PO83,

» User networks This generally, is optimized toduce the cost at the expense
performance, therefore, the connection at DataCdhteugh the network
must be made regardless of the client type andhefimstrument used -
connect.

* Operating system and application (OS& Apps). At the level of theperating
system the accent is directed towards the manadesheasources allocated
the application, the transfer rate towards HDD{tmnumber of processes tl
are in the background and the number of clientsheoted simultaneously. /
this leve| the functionality of the application is the mastportant objective
that must be pursued carefu

« DataCenter virtualization. It is mainly made to benefit as much as possib
the maximum capacity of the available resources antl of the advantac
offered by the layer of virtualization in the rétet between clients ar
DataCenter.
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» DataCenter Network. Require a secure and powerful network to supgat
mobility of applications between them, provided speed connectivity within
the network.

» Server virtualization. It is the software layer installed on the hardwar
platform, which is necessary to provide serviced gnsure the management of
physical resources and of servers that goes iet@dimpound of the virtualized
infrastructure or of the cloud computing.

» The servers Hosting on physical platforms, powerful of thetwal servers is a
condition imposed because the servers’ consolidasimot justified if we have
few virtual machines per platform.

» Storage virtualization. It is necessary when the operations mustn’'t be
interrupted by an upgrade or a replacement of ragéodevice.

» Storage network To support the mobility of the virtual machineyaserver
must have shared the storage space and to hawuadent connection with
SAN. The redundancy requires that every DataCetutehave at least two
physical SAN’s separated.

» Storage It is vital that the storage system to be capéblsupport any type of
application due to the fact that each manageri@libs own strategy.

» Administration . It requires the coordination of the behavioumifrbtAN and
SAN whether the traffic is intersecting.

The management of the available layers’ resousgbsther there are hardware or
software, are made with a separate interfaces (&ig) which, from a single
console, allow the management, monitoring and gondition of resources easily
available.

4. Implementation of Proposed Model

In the conducted study, we propose a new visioth@traditional model based on
the experience of debugging / using virtual syst@msrder to ensure a resource
and knowledge management for effective fault diagnoThe virtualized IT
infrastructure, structured according to the progdoapproach also allows us to
deepen know and understand the virtualization dojritd components and their
relationships.

Compared to the virtualized model suggested bydeéweloper, within the existent
infrastructure we have made a combination of thgerk that virtualizes the
physical components (it does not mean that we coenkiie software with the
hardware components) and a unification of the Eymncerning the networks
from DataCenter (the storage and physical networktlie IP traffic), with the
57



ACTA UNIVERSITATIS DANUBIUS Vol 7, No./2011

observation that we did not combine the networkises (Figure 5). We mentic
that thenew model of virtualized infrastructure not exclugigy layers from th
previous model.
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Figure 5. Virtualized IT infrastructure approach

This new approach, where some layers are combpredents of course separa
interfacesof administration for management, monitoring andfiguration of
services (LAN and SAN). Similarly, the interfaces ttorage and servers rem
independent.

Initially implemented in 2008, May, this approackshfundamentally changed t
architecture at AN and SAN level, materialized through the incread security
and availability of resources, and of economicdilyreducing cost

Tested IT system consists of three DataCentergyemed via a redundant optis
fiber ring. The main DataCenter (B)ve an IBM Blade Center E, which consi
of three IBM HS blade servers, each equipped witlh QQuad Core Xeo
processors and 32 G RAM. Storage of data is peddran an IBM DS3400 SA|
(having three hard drives of 750GB) with a redurtdérer connectionDataCente
(C) has two IBM HS servers and one IBM DS3400 SAthwwo 1TB HDD. We
virtualized the physical networks, servers andagierfrom DataCenters and a
an IT laboratory consisting of 32 computers, forgnanCloud (Figure €
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Figure 6. Implemented Model

The proposed model requires in exchange the remaivahe separation lay
between SAN’s and involves the combination of whiate once two independe
physical networks of storage into one netw

Involving a rethinkilg of traditional infrastructure, cloud computingdaservel
virtualization complement each other because betjuire a robust physic
infrastructure, heavily based on netw

In conclusion, the assumed approach in terms oéré&aynembership or tyg
(hadware, software, etc.) based on stack concept teda tseparation ¢
responsibility of the intelligent agents during kriedge acquisition process 1
fault diagnosis and allowed a better understandfngrtualization field

5. Model Characterization

Themodel signalized possible problems, which we caetrifeve do not provid:
redundancy at the level of layers. During the threars since the implementatic
the model confirmed certain advantages highlightmgxchange and the risks
which it may besubjectec

Advantages

e Cost Regardless of the economic condition of the siftecture owner, w
have the certain advantage of a low cost becaud®bbn &“single cabl” we
will have all traffic. Because the equipments ubgdLAN and SAN becom
common the management if equipments is more convenieatling to ar
easier monitoring of the traff
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» Infrastructure administration . Using the unique administrative console met in
the case of the traditional architecture (multipieerfaces of administration,
travel time, ensuring the functionality and cortfliesolution, etc.)

« Server Consolidation There is an increased utilization of existingduveare
resources along with a significant decrease imtiveber of physical servers.

* Availability of resource. It is the strength of the approach because we can
always have a certain resource which is initiallpcated to another virtual
machine. Here we refer to all the generalized maysiesources (disk, network,
memory, processor, etc) of which we have withinittieastructure.

» Testing new solutions Due to limited time and the ease of creating new
servers, premises quickly creates an enabling emvient for testing new
software, updates, patches, etc.

» Security. The techniques and instruments of hackers arelyn@esigned for IP
or intranet because of that they do not work arttiéncase of Fiber Chanel San.
The existence of a layer of separation between &Adl the sources of threat
from the IP networks make the attack techniquedesse Physically it is
impossible to separate this networks, in exchahge administration it can be
done separately.

» Green infrastructure. According to VMware, for each virtualized sergaves
the equivalent of about 7KW/h or 4 tons of carb@xide/year.

Disadvantages

* 1/O constraints. This is an impediment in terms of information nsport
because a small number of | / O devices servingaeasing number of virtual
machines.

* LAN or SAN configuration. A possible disadvantage it could be, in the
proposed model, the moment of intervention in th&NL or SAN
configurations. Due to merging the blocks, if wdemene in LAN, there
implicitly occurring changes and in SAN and vicesge Due to the fact that
physical it is impossible to separate these netsjdthey can be administered
separately and it is possible that this thing téeaf the operational and
maintenance procedures of the infrastructure.

» Application Functionality . Another reason that it is possible to meet i$ tiod
all the applications will work in the proposed mbd®ossible delays may occur
in the process of installation and accessing theraimg system implicitly of
the applications supported by it.

For example, we met some difficulties in the momehtinstalling Microsoft
Windows Server 2003, Standard Edition (32 — bit) the virtual machine
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win2003srv. These were small but were manifestedrbincrease of the response
time to requests and delays in the feedback oficaifns.

Here, too, may intervene and the limitations atalvhére subjected the complex
virtualized systems, starting from the 1/O consitsi storage capacity, their
management and spreading but continuing with tlea@oic ones, fear of new,
institutional resistance and continuous technoldgicelopment.

6. Conclusion

Due to the current economic circumstances but,arttie problems imposed by
the security of the informatics systems, the coriggamave now started to use
virtualization technologies to better protect thaiost valuable assets: data stored.
Reducing the costs involved by the investments andivare, software and by
granting the licenses as well as and reducing tiligyubills, minimizing the
downtime of non-functionality of equipments and afmplification and
rationalization of the management processes aretbgs of which we can benefit
through virtualization. This technology changes tiey in which a DataCenter
operates, is managed and administered. For exarbpfere implementing the
virtualization, it was known at all times which afee most used applications, on
what physical machines are installed, how muchhef machine’s resources are
used, which are the moments of maximum loading, etc

Thanks to virtualization, this traditional connectibetween hardware and software
is broken, and this creates a better perspectineetning the functionality and
solving conflicts. Due to the cyclical profile opplications, the administrators
have a global overview on the system, knowing ttay wf operation of it and
which are the applications and moments that slowdtive performance of the
system. The strength is the management of theeewititual informatics system
using a single console.

The IT departments involved in projects of servemisolidation are aware by the
possibilities of reducing the number and types @fvers that support different
applications, which ultimately leads to significaatlvings of the companies’ costs.

Once with the growth and development of the compang increasing and the
necessities. Of course, we always hit with new lgmls and obstacles, therefore
we must take into account that it is possible thanapplication that we today

virtualized it may have to be moved back on a ptalsenvironment, as a result of
the necessity of more computing power or due toespriority processes. We must
analyze in detail with what instruments we opefatemigrating the machines and
applications at a virtual environment, ensuring tha selection was correct in the
case in which we go back on a physical server ajrate the application on

different virtual machines installed on differenartiware machines. Also, the
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security strategy of the DataCenter must take imtoount both the physical
devices and of the virtual devices.

The virtualization also has an impact on physiadraistructure due to the
computing power necessary to the physical devibhas support multiple virtual
machines, and some capacity of the network to fgattse transfer requests
between the virtual and physical machines.

The main contribution that results from this paggerelated on how grouping
layers around the stack concept in order to compasie virtualized infrastructure.
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