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Machine Learning has been one of the hottest trends for the last ten years. Supervised classification 

as a sub-field of machine learning, is increasingly gaining popularity among researchers due to its 
versatility and power of application at any field where data is available. Among the most common 
examples of supervised learning we can find: micro-array problem classification, cancer diagnosis and 
network intruder detection. Supervised classification is a central issue in machine learning and consists 
on finding a classification function l :D → v(c) that is able to classify an arbitrary instance with 
unknown class from v(c)  C. l is built from analyzing the relation between instances in D. The 
performance of supervised classifiers is often measured in three directions: efficiency, representation 
complexity and accuracy. The efficiency refers to the time required to learn the classification function 
l; while the representation complexity often refers to the number of bits used to represent the 
classification function. All these three factors can be strongly affected when there exist features in D 
that do not contain useful information to predict the class variable. Feature selection methods are able 
to identify and remove unneeded, irrelevant and redundant features from data that do not contribute to 
the improvement of the accuracy of a predictive model. Feature selection allows us to build models as 
good or with better accuracy whilst requiring less data. The process of selecting features is composed 
of two basic components: an evaluation function and a search engine. The evaluation function is a 
metric that evaluates quantitatively how good are a set of features to discriminate among class labels. 
On the other hand, the search engine is in charge of generating all the potential sets to be evaluated. 
Feature selection algorithms can be divided into three broad categories: wrapper, filter and embedded 
methods. To evaluate a feature set F, wrapper methods use some accuracy score of a classifier after 
being trained in the dataset projected by F. Wrapper methods are very low in efficiency since training 
and testing the inferred function is required for each evaluation. Conversely, filters make use of 
explanatory analysis on data to assign a score to each feature set. Filters are usually less 
computationally expensive than wrappers, but they output a feature set that is not tuned to a specific 
type of predictive model. Embedded methods learn which features best contribute to the accuracy of 
the model while the model is being created. The most common type of embedded feature selection 
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methods are regularization or penalization methods. Filter-based feature selection can be also 
classified as: feature ranking, pairwise evaluation and consistency-based algorithms. The feature 
ranking methods evaluate relevance of individual features using statistical measures. That is, features 
are ranked using their individual relevance score and then the top features are selected. Although the 
ranking feature algorithms are usually simple and fast, they have two serious drawbacks that may 
affect the performance of super- vised classifiers. First, redundant features are likely to be selected. 
Second, they usually can not detect interacting features. Oppositely to the feature ranking algorithms, 
pairwise  

evaluation methods can detect and eliminate relevant features, but also are able to remove 
redundant features by computing the correlation between features. Consistency-based algorithms can 
detect interacting features by collectively evaluating relevance (correlation) of a feature set to the class. 
Although exhaustive search of all possible feature sets is computationally too expensive, the result can 
be expected to be accurate. In this paper, we propose several feature selection algorithms for high-
dimensional data that can efficiently find very accurate solutions when compared with other 
benchmarking algorithms. Our contribution is as follows.  

• We first, propose four new feature selection algorithms based on consistency mea- sures, which 
are improvements of the current state-of-the-art algorithms: Steepest-Descent-Consistency-
Constrained (SDCC), the Linear-Consistency-Constrained (LCC), Super Linear-Consistency 
Constrained (SLCC), respectively.  

• Second, we propose a rule-based feature selection algorithm, namely, Probabilis- tic Attribute 
Value Integration for Class Distinction (PAVICD), which can detect interacting features and is 
extremely fast.  

• Third, we propose a new version of the pairwise-evaluation-based algorithms, the Fast 
Correlation based Filter (FCBF) and the Correlation-based Feature Selection (CFS).  

• Lastly, we propose an improvement of the hybrid feature selection algorithm, namely Genetic 
Bee Colony for Feature Selection (GBC).  

All the proposed algorithms are tested in terms of accuracy, number of selected features and 
running time required. Results of the experiments in high-dimensional data exhibits that in most of the 
datasets our proposed algorithms are faster and more accurate than the original algorithms.  

 
 
 
 
 
 
 



Adrian Pino Angulo  

 

SDCC
FSDCC 

LCC
 (simulated annealing) SA-based LCC

MRMR CFS
MRMR+ CFS+

GBC GBC+

Best Student Paper Award
 

60

 

 


