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Abstract—Recent work has addressed the impact of link for any unexpected change for each possible path is costly.
burstiness as a local phenomenon. To achieve better end-to- Qur target is to measure not only the delay cost of retrans-
end performance in a mission-critical application of wireless | iccions needed along any bursty link, but also its impact

sensor networks, such as the infrastructure surveillance syste, . .
the routing faces three issues in message delivery: whether With other factors on the end-to-end delay performanceikeni

this link burstiness has any mutual impact with other delay anycasting [2], [4] to focus on the local 1-hop solution, our
factors, whether a failed transmission is worthy to retry, how work aims to the accurate information for the entire path and
the number of retrials is determined so that the delay cost can jts use to reduce the end-to-end delay. Unlike [1], [5] that
be calculated for the use of an alternative path. In this paper, |glies on a tree-based global information model, we focus on

we provide a fully distributed solution with a hew measurement. th . uti . fully distributed . d
Our routing uses this reference information to select a relatively € generic solution in a fully distributed manner, in oraer

better successor candidate in each 1-hop advance. Our analytica t0 achieve a reliable solution for the global optimization i
and experimental results show the effectiveness of this approa  reducing the end-to-end delay. It is required to deternape
in reducing the end-to-end delay, even though many unexpected whether this transmission block has mutual impact with othe
changes of link quality or node availability occur. factors, such as the CWT and deployed holes (also called local
minima), to defer the routind)) whether a failed transmission
is worthy enough to retry in terms of the end-to-end delay
In many applications, WSNs are deployed to monitor theerformance, anad) how many retransmissions are needed.
impact of the forces of nature on the infrastructure safetfhe challenge to implement the global optimization on emd-t
e.g. bridge collapse detection [6]. It is very important foe end performance in an “everyone model” teserynode needs
routing to send surveillance results without any unneegssahe delay information oéll possible paths tanydestination in
delay, which can be caused by extra transmissions in a detthi# entire network, afteeachdynamic change of link quality
or an unexpected wait for the availability of the relay sssoe or node availability occurs. Our approach breaks through th
and the corresponding link connection. above measurement barriers of cost and inconsistency, and
To reduce the waiting time in the neighbor synchronizatioachieve reliable and quick routing in the networks that are
recent systems have adopted the asynchronous sleep-wadede to unpredictable errors and interrupts.
scheme [12]. By obtaining the pseudo-random seed and th@ur contributions are fourfold: First, we conduct a com-
last active slot of the receiver, a node sending the messagehensivestudy of delay to avoid wasting any unnecessary
can easily forecast the waiting time until the next activeeti time on the detour by the deployment holes, the CWT in the
of the receiver, i.e., theycle waiting timgCWT). The delay asynchronous sleep-wake scheme, and retransmission® by th
accumulated along any selected path is determined by ngt olihk burstiness. This is the first attempt to study the local
the hop distance, but also the CWT at each hop. description of the global impact of link burstiness as wall a
However, to precisely measure the accumulated delay ather local phenomena on the end-to-end performance. Sec-
all possible succeeding paths for the routing decision & tlond, we providea new measurementat each node, inferring
real deployed detection system is not easy. The structute dahe minimum delay-cost of any path passing through it. The
materials (of the bridge) also affect the signal transmaissiinformation update is irrelevant to the position of the seur
and its quality. The fading, reflection, and interference band the destination in routing, so the information can ba-rel
come more complicated and cause link burstiness [13]. Ttieely stable, avoidinghe costin existing models. We achieve
unpredictable link quality can affect any possible path dor the the simplicity of structure regularity and the preaisif
given routing and force a new decision to be made. The ETXiinimum-delay-path description by balancing out the magti
like accumulation in the heuristic manner (e.g., [1], [SJlw flexibility. Third, we provide our new routings based on
have cost and consistency problems in the reconstructibnsour delay measurement. One uses a light-weight information
inconsistent information is used in the selection, theingut collection process for the retransmission reservatiod, tae
may easily be trapped in a dead zone (sometimes calledther is based on the complete measurement of link quality.
“dead spot”) along its relay path. Maintaining the inforinat The routing forwarding prefers to a neighbor with a reldtive

I. INTRODUCTION



C(S ,u l):l 7 quadrant Il | quadrant |
: — : : : . time T T T T T T T T T Z2(u) | Zi(u)
q s e /slot u
: A - T R R quadrant Il quadrant IV
ul u3 (% ic(uld)=3 z3w) | za@)

ul_ Jactive SRy || ®
: i i | : A : i ] other sink(s)/p
S U d [ Ack T )
elapsed destination
(a) (b) time > t ?ink d
cycle |
: swaiting c(s,u2)=1 : : : : © time )
: fsu2)ih : : L c(u2,u3)=1 U 1w - 11
; ; ; ‘ t(u2,u3) Db Tous,dy=1
: ; data
us_ active : : 1 active °9A“di” Fig. 2. (a) Link quality measured by the extended CPDF, (b)nitifn of
g : : : : : 1 1 ‘ A} . ‘ request zones, and (c) its use to determine measureiient

(c)
. o . wake-up time, and metric values. Each node can predict the
Fig. 1. Samples of emergency reporting in our duty cycle systajnlLink . .
connections, (b) data retransmission, and (c) cycle waiing transmission N€Xt appearance of |t§ neighbors. .
time in hop advances. Our alert message is attached with the beacon message and
will advance one-hop in each cycle. When a nadeonfirms
the availability of every neighbar € n(u), the quality of link
. . . . {4y v can also be ensured for message delivery. A link with
higher measurement value and will adopt its succeeding pa . . . .
a_string of consecutive successes or failures has a rdiative

Such a routing has the ability of self-adjustment and cQlable quality for the successor selection in the upconetayr

still be effective, when the information in many nodes is nat, . . : : ;
. is selection will be attached with that routing message.
up-to-date and the corresponding update propagates bead- .
hen the current node can receive the acknowledgement

head with the routing forwarding. This approach mitigtite from that selected successar,has accomplished the mes-

impact of inconsistencyin existing models against the IinkSa e relav and will schedule back 1o its original sleep-wake
burstiness and other dynamics in the networks. Fourth, wad y 9 P

p " ; : ies REGUENCE. Otherwise, a retransmission is needed at the next
focus on an “everyone” model, in which each node applies the

same generic process in a fully distributed manner, in ord??tlve time of that selected successor, unless the qudlity o

) ; . e corresponding link is too poor indicated by our metric
to achievea reliable solution of end-to-end performance vs. . .

o ) evaluation. In such a case, a backup successor of a rejativel
dynamic link burstiness.

Due to the limited space here, all the proofs are omitted b@l h quality .WIH b.e. selected in the *first awaken™ mode, in
the details can be found in [7] der to avoid waiting tgo ang.
Samples are shown in Figure 1. Along the path u; —
d, the sources prepares the report during its active slot and
sends it out immediately in the next slot. In the well known
A. Network model “first—aw_aken" strategy t_hat _is adc_)pted in anycasting [B]sF
node will keep beaconing its neighbors slot by slot until a

A WSN can be represented by a simple undirected gragBighbor, sayu; in Figure 1 (b), successfully receives the
G = (V,E), whereV is a set of vertices (nodes) ard is jnformation and becomes the successor for forwarding. Due
a set of undirected edged/(u) denotes the set of neighborsyy the burstiness of linki; — d, the relay ofu; requires 3
that can communicate with node n(u) (C N(u)) denotes trials. After the links — u; becomes unstable, the sourge
the set of neighbors that are currently awakened witinder i, Figure 1 (c) can select the path— us — us — d and can
the duty cycle model. Each nodehas the locatior{z., y.), expectu, to wake up in its own schedule after a number of
simply denoted by.(u). s(zs,ys) andd(z4, ya) are the source sjots ¢(s, u,). This nodes will hold the report and switch
node and the destination sink, respectively. to sleep mode, allowing other nodes in its neighborhood to

Data can report to sinks which are set in safe areas and@finmunicate. Aftet (s, uy), s will wake up to continue the
not have power inefficiency issues. We keep them awakenecttimmunication withu,. When the expected successor misses
provide complete coverage constantly. Other nodes iniele its scheduled time or the transmission fails because ofirtke |
deployed area will periodically go to sleep in a cycle with apurstiness, the relay will be tried in our retransmissioaggh
average length of. Each time a node wakes up, it initiates a first, and then the anycasting backup phase will be applied.
beaconing process to connect nodes within its communitatio o _ _
range, in order to monitor any unexpected change in the Measurement and prediction of link quality
topology. When a neighbor receives this beacon message To estimate the delay cost in the retransmission, we need
(v € n(w)), it will respond tou and share the information, to concisely describe the link behavior and predict the ssgc
including the seed of the pseudo random sequence, the lafsits upcoming utilization. The conditional packet deliye
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function (CPDF) [11], [14] provides a succinct way to de- 2) Update phase In case any node: observes a change of

scribe the durations of packet delivery correlations. Im ou
measurement, the CPDffu, v) is extended to the description
of the number of transmissions needed to send a packet along
the directional linku — wv, given k consecutive successes

schedule, link quality, or availability of neighbor node in its
record ¢, ¢, or n respectively), Eq. (2) is applied to update
the status ofu. Any change ofM (u) will trigger the update
phase of its neighbors. Then, Eq. (1) will be applied to achieve
a stable value.

(for £k > 0) or failures (for k < 0), simply denoted by
cuw(k). Sample of our link quality measurement from the
real deployment environment is shown in Figure 2 (a). Aftex. |nitialization phase

45 consecutive successesdd appearance in(u, ), we have According to different types of forwarding zones, our metri
c(u1,d) = ¢y, a(45) = 3, which helps the routing to reserve a 9 yp 9 ’

S s . s a 4-tuple. Permanently awakened sinks set their fixecegalu
total of 3 transmissions (2 are for retransmissions) to del|v% (1, 1, 1, 1, in which “1” indicates that they can receive
the data along the linki, — d. Since sinkd stays awake, the n,1es,sa, e7immediatel without any dela >(l)ther nodes set
the transmission is expected to finish in 3 slots. When 9 y y Y-

an H H whn 1 H H
intermediate relay node is the target of a retransmissisn, ;’T:“;g?r\]/g;febli?’ag’ 3n|21 ’oilr\;nwgtlatlzg (c))r (grr] dﬁ)sénggatez;]e
next wake-up is expected aftgr slots on average. The total y ay o).

delay cost in the relay froma to v is ¢(u,v) x c(u,v) slots Then, node will update itsM; (u) (€ [0, 1],1 < i < 4) with:
(i.e., B x c(u,v) on average). M;(u) = max{M/(u),
MAaXye N (u)nZ: (u) |

1 1)
t(u,v)Xe(u,v)+ Ml.l(,u) }

C. Anycasting

As described in LAR scheme 1 in [10], the selection of th@here M (u) is the original value before the update af; (u),
forwarding successor can be limited within the quadrang (sand the selected link—v is called thekey linkof v for M;(u).
Figure 2 (b)) in order to achieve a simple structure regilari Note thatv is the joint node to connect the key links @fand
Our routing delivers the alert message to the nearest &l@ilay. M;(u) is constituted along a sequence of connected key
sink. Thus, a neighbor with the best end-to-end performaniaeks from the sink. Such a sequence of links is also called th
in the request zone will be used as the forwarding successeference pattof u, which is the best path from to the sink
in our relay (see Figure 2 (c)). Quadrants I, Il, Ill, and IVin Z;(u), according to the definition in Eq. (1). The following
are of types 1, 2, 3, and 4 request zones, denotedby) theorems prove the properties of alf-information.

(1 < < 4). Algorithm 1 shows the details. i i
Theorem 1.If any types forwarding from node: cannot avoid

Algorithm 1 (NR - Routing under LAR scheme-1 [10] without usingthe detour(s)u has a constant valud/;(u) = 0.
any guide information): Determine the successor of noiecluding ] ] )
nodes) with respect ton(u) C N (u) under anycasting scheme [2]. Theorem 2.The information updated by Eq. (1) will converge.
1) Ifden(u),v=d. L. L
2; Determi(ne) all four request zon, (u) (1 < k < 4). Theorem 3. M;(u) > MJ.'(U) (1 <1i,j < 4)indicates a better
3) Determine the target sink and the corresponding request zdtth fromu to the sink inZ;(u) (rather than the one fron
Z;(u) at the sources and keep the forwarding in typezones to the sink inZ;(v)) in terms of the end-to-end delay.
in the rest of routing.
4) Selectv € n(u) N Zi(u) whenevern(u) N Z(u) # .

In the sample case in Figuredjs the sink and\/; (d) = 1.
As shown in Figure 1 (b)t(u1,d) = 1 andc¢(uy,d) = 3. We
have: M (u1) = 377 = 1 = 0.25. Becauset(us,d) = 1

I1l. M EASUREMENT OFEND-TO-END DELAY and c(ug,d) = 1, we have:M;(u3) = %m = % = 0.5.

Our M information describes the minimal delay of a type-Beclause(“% uz) = 4 andc(ug, ug) = 1, we have:M (uz) =
forwarding and its succeeding path from a nade its nearest 1xi+ . — g+ Sources has two choicess; and its succeeding
sink in Z;(u). Such reference information can be normalizeBaths—u; —d, andu; and its succeeding path-uz —uz—d. In
into a single values [0,1]. The higher value it has, the fasteour measurement, the elapsed time along the pathi; —d
the routing process will be to the target sink. The informati can be estimated as 5 slots, u1) x c(s,u1) + 35y =
constitution has two phases: thtialization phases applied 1 x 1 + ﬁ = 5 which is better than 8 slots along path
during the network initialization of the deployment, tygdate s —uo —us — d: t(s, ua) X c(s, u2) + m =2x1+ % =38.
phaseis applied when any node and/or link malfunctiomithoughwu; — d has link burstiness, our information indicates
occurs. In the following, we will discuss the details of thighat this link and the corresponding path is worthy to try. Whe
measurement in Algorithm 2. The resultant value is used ligik s —u; becomes unstabl€s, u;) = 5, the paths —u; —d
each node to determine the successor in the forwarding. requires more elapsed time (i.6.x 1 + ~1- = 9 slots). It

0.25
indicates a new path — us — ug — d.

Algorithm 2 (End-to-end delay measurement).

1) Initialization phase: Each permanently awakened sinksets B, Update phase

M(u) to a fixed (1, 1, 1, 1. Every other nodes sets a . ) . . .
changeablg0, 0, 0, 0. Then, each node will have a stable The following explains the effectiveness of our informatio

status by applying Eq. (1) with the beaconing scheme. when it converges after any of network dynamics occurs.



Firstly, when any node or its link changes the status (causeel consistent to the network configuration and can infer the
by node failure, signal fading, energy depletion, etc) aaitsf neighbor selection more precisely.
to relay the message, this will incur the failure in the bedeg Firstly, our routing, simply denoted by FR, adopts the
process. This node will disappear from the corresponding M-information that is collected in a light-weight evaluatio
set in its neighbors. Secondly, using a link that has changpcess. By Monte Calro experiments in the real deployment
its quality (by reflection, interference, etc) may change ttsystem, we observed that up to 30% of the retransmissions are
number of required retransmissions and affects the emhto- needed for a single link on average. Therefore, we set each
delay performance. Such a change can be detected by the béa-v) a fixed value £ 1+ 30% = 1.3). Such information
coning process and be described with the CPDF measuremmainly interprets the delay impact of deployment holes and
c. Thirdly, when any node: changes its schedule of activeCWTs only (by values of. and¢ respectively). The retrans-
time, every 1-hop neighbor will also change its CW(D, ). mission reservation in thé/ evaluation does not infer the

When a nodeu detects any of the above changesnine, exact link quality of each hop, causing the selection of a

or t, it will re-calculate itsM; (u) (1 <1 < 4) with: successor incorrect. Therefore, a more accurate resanviati
M B 1 needed for our information-based routing.
i(u) = maXvEN(u)ﬂZi(u){t(u,U)XC(u"U)‘Fﬁ} @) Secondly, we extend FR with the CPDF measurement

that is maintained up to date. This routing is simply denoted

by DR. The integration of our CPDF measurement (of link

guality) with the measurement of other delay factors in DR
rovides an accurate end-to-end delay evaluation. Cordpare

with FR, we expect DR to achieve a better performance and

% illustrate the value of our consideration of link bursts

in the routing with the critical time constraint.

The samples of successor selection that have been demon-
strated in the previous section can easily be implemented in
Corollary 1: Scalable information update for link bursti-  our DR routing with the complet@/-information. The details
ness.When no node changes its wake-up schedule, the prétour M-information-based routing are shown in Algorithm 3.
ability of the update ofM; at each nodeu, say P;(i), is The followings prove the effectiveness 8f information for
proportional to the number of nodes that are affected by linkur routings in the unstable deployment environment.
burstiness.

If the new value is differentX/;(u) # M!(u)), a notification
will be sent to all of its neighbors the next time appears
in their n set. This will trigger the re-calculation among the
until no node in the networks needs to update Mevalue.
Then, each node will continue to apply Eq. (1) until th
evaluation process converges. The following corollariex@
the properties of this information in any unstable envirenin
where updates are always needed.

Algorithm 3 (Routing base onM-information): Determine the
Corollary 2: Scalable information update for schedule successor of node (including nodes) with respect toN (u) [10].
optimization. Whenk nodes need to change their wake-up 1) Apply steps 1) and 2) of Algorithm 1.
schedule to mitigate the impact of interference or reflegtio 2) Transmission phase Selectv € N(u) wherew has the best

- H H 1
the probability of the update of/; at each node:, say P, (i), end-to-end performance, indicatedgy, v) x c(u, v) +
is proportional to+/k.

My (v)
(1 < k < 4) and determine the corresponding type of greedy
forwarding, say type- After v is selected, wait(u, v) X c(u, v)

until it appears im(u) (with ¢(u,v) — 1 retransmissions as
IV. ROUTING PROTOCOL reserved).

: : : : 3) Backup phase If v miss the contact at the expected time,
Based on theM information, our proposed routing will switches to anycasting mode:; that iswaits until n(u) # ¢

have two phases: first, select the successor with the best ang selects backup successoe n(u) N Zx(u) with the best

performance estimation according to thevalue, wait for its performance indicated bi(u, v) x ¢(u, v) + m preferred

wake-up, and transmit/retransmit the report; second, when to the selection inZ; (u).

quality of links along the selected path becomes poorer than

the expectation afteb/ is newly updated, a backup successor

in currentn set with a relatively larged/ value is selected in Corollary 3: Scalability of DR and FR routings. Regardless

the anycasting strategy to avoid waiting too long. how the sinks can be deployed, the probability that the wgpdat
The optimization of the end-to-end delay in the global vie®f M can cause the change of successor selection Fsajs

is achieved by gradually approaching the sink, guided by tR&portional to the impact of the link burstiness;) and/or

reference path of each intermediate node (via selecting thét of the schedule changé’().

successor with the largedtf value). Note that the reference

path that was selected early does not necessarily contain th

one selected later due to the information update by those onin this paper, we use the experiment results from a custom

going changes of the node schedule and link quality durirsgmulator to demonstrate the substantial improvement of ou

the routing process. We adopt an optimistic manner: theeclognformation-based routings (FR & DR) in terms of the number

the routing approaches the destination, the fewer linke haof required slots (i.e., end-to-end delay performancejn-co

burstiness to defer the message delivery. That is, our &tialu pared with the hop-distance-based greedy forwarding mguti

M value referred to in the latter routing phase will more lkelwith retransmission (denoted by NR in this paper). We also

V. SIMULATION
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show that the cost and the impact of inconsistency under taed DR, are conducted, and are compared to NR. For each
network dynamics can be controlled in an acceptable ramgerbuting, more than 100 cases are tested vs. dynamic changes
this way, we show that our information model is cost-effexti of node availability, node schedule, and link quality.
to achieve the routing with the minimum delay. . .

A. Information construction

This simulator emulates the network topology and link inf . q . | simplici
quality of the real deployment for bridge collapse detattio Our M—m ormation, oue to its stru_ctura simplicity, can
The bridge is as long as 600 yards and requires a to constituted by reusing the beaconing process. Other com-
of 200 sensors (e.g., DEVISER/MEMSIC LOTUS equippeautational overhead, such as the maintenance of the CPDF
with 802.15.4 wireless communication) to cover the reqbiréjata’ can t:e contr(_)IIfed '”t‘? each r;oclale’s ofl;-lln_e aCt'\gmyl’J\lS’
surveillance. Each sensor node is bound on the surface of 'i‘ﬂ% CﬂSt ohourM-ln o_rr_natlon hmo_ €l can fe_ 'gnorec. ext_,
bridge. The sinks are settled at a safe place near to theebri show how we mitigate the impact of inconsistency in
abutment in order to permanently provide a complete a ormation updates. In our S|ml_JIat|on, we test the prolug_b|
constant coverage so that any incoming safety alert mess a bnode fneﬁds to u.pdart]e Its ir(neasurer:nzn': evalg;atlo? ﬁy
can be received. After a sensor detects a vibration in tﬁenIL_Jm _err:) ¢ angeks 'Il'nh't € WT _euph s¢ el ude anhor n
dangerous range, a report will be initiated and be sent ta)anyqua'ty In the network. This result Is the only data that we
the sinks. However, due to the bridge structure and mad;eriaﬁO”eCted_ f_r<_)m the de_ployme_nfc and can directly be related 1o
the neighborhood of each relay node is irregular and urestadf*€ POssibility of routing decision change.

which increases the difficulty of analyzing the impact oklin F19ure 3 (&) shows that upon the changedef 100 nodes,
burstiness on the end-to-end performance. no more than 40 additional nodes (20% of the total) need to

. ) , update theirM/-evaluation. It also shows that the more nodes
We implement the network moneI with = 10 (i.e., 10% change, the less additional updates occur.
duty cycle _at each_ node) and simulate events_ to cause th%igure 3 (b) shows the probability that any intermediate
change of link quality and/or wakeup schedule in up to 50%,4e 410ng a selected path needs to changg/itsalue when
of the nodes (i.e., 100 nodes is the maximum). Those Chan%%?tain numbers of node$ ¢ 100 nodes) change their link
will be recordgd by the CPDF measuremgnt _and furth‘:‘rmotﬁﬁality. From Figure 3 (b), we observe that the effect of link
affect ourM—mformapon. Each node: mgmtams the Iategt burstiness on routing can be controlled as we have shown in
100 n(u) records at its regular wake-up time and determ'”%orollary 1. Figure 3 (c) shows the changes by the wakeup

the latest sequence of consecutive successes/failures- of Lhedule to verify the result in Corollary 2. We observed tha
ery neighborv € N(u). u also maintains a CPDF array routing cases can use consistéhinformation.

Eu»v[_lgo"loo] Jf’r UH The”’c(“7“]2 ﬁan be galculat_ed and  £rom the above experimental results, the chance of propaga-
e used to predict the success of the next beaconing pro&;f? to change the forwarding type in a routing can be ignored
a

betwlee_n ther?e two nodes ffqlr our FI)IR _routmgh. The afct tis, the delay of the information update and the impact of
result, i.e., the success or failure, will trigger the ugdal the inconsistency problem can be ignored.
both the sequence record and the CPDF array. In FR routing,

c(u,v) is set by a fixed value 1.3, i.e., the average number Bf Routing performance

retransmissions per link in the system. It may not be aceurat For each NR reporting case that will eventually end with a
to describe the character of each link, but it has a lightiifierent number of hops from 5 to 28, we count the elapsed
weight information collection process that lowers the aufst time of the corresponding FR and DR routings in terms of the
maintaining the CPDF data (i.e., sequence and array).  pumber of slots. Figure 4 shows the comparison of the end-
We simulate the vibration of the bridge to initiate thé¢o-end delay performance between all routings NR, FR, and
reporting process. From the source node, our routings, ERR. Compared with the NR routing, ot -information-based



the percentage of a received packet over a period of time
and ignores thaunderlying distribution of the lossesShort
periods of reception failure will trigger the need for more
retransmissions.

time siols

VIl. CONCLUSION

In this paper, we provide a cost-effective method to deliver
the safety alert message quickly in the WSN application fer th
bridge collapse detection, which has a critical time caistr
The key is to predict the elapsed time of retransmissions tha
are caused by link burstiness as well as other delay factors,
such as local minima and CWT in the duty cycle systems, and
to analyze its impact on the end-to-end delay of the routing

routing, even when it uses a light-weight evaluation predes Process in the generic mode in a fully distributed manner. Ou
the FR routing, will sav€0% of the time when delivering the routing is implemented in the decisions at each intermediat
message. When the completé-information is used in DR hode and the information is constituted by exchanges among

routing, anotheb0% reduction can be achieved. 1-h0p rIEighborhOOd in the local. This prOVideS a reliable
solution to mitigate the impact of any sudden change of

node availability, CWT, or link quality, in a global view. The

Fig. 4. Elapsed time of different routings: NR, FR, and DR.

VI. RELATED WORK

The existing delay-sensitive routings applicable to dukg.lbstantial improvement in our approach on the end-to-end
A

cycle systems have mainly focused on anycasting [2]: Eal

lay performance has been analyzed and demonstrated by

node uses a broadcast address to send the packet. All actie €xperimental results in a custom simulation.

(listening) 1-hop neighbors that successfully receivei$ th
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of the relay, based on how close they are to the destinati
However, most of the successor candidates neighboringein
geographic topology may not wake up and such a non-waiting
forwarding will experience the local minimum, causing the

detours in the parameter routing phase. The success in [2]
[12] cannot be repeated because their assumption that tiee ng,,
density is high enough to have an awakened neighbor in greedy
forwarding is too ideal for duty cycle systems. (3]

In [9], the dynamic programming (DP) is applied to de-
termine the minimal end-to-end delay. To achieve a scalable
solution in the networks where each node can change its wake-
up schedule and the CWT for neighbors, a localized referent
information model is provided in [8] to guide each 1-hop[s]
advance in a direction with relatively less delay.

All existing routing schemes ignore the temporal propertie[7
of wireless links in real environments [3]. An unstable Link
and its burstiness can be caused by many factors such as atten
uation, interference, noise, and motion. Without any aateur (8]
information of link quality, the geographic greedy routimgy
select a node whose succeeding links are all too bursty to
successfully relay any message. A local minima occurs ev A
when the nodes are deployed in a high density of distribution
in the duty cycle system. (10]

Many measurements (e.g., [5], [13]) of link quality rely[ll]
on the simple Monte Carlo experiments and cannot predict
the transmission successes for the routing selection. ®he cl12]
ditional packet delivery function (CPDF) [11], [14] proes
a succinct way to describe the durations of packet delivepg]
correlations. When the transmission consistently fails sor i
successful in a certain period of time as in the past, tqﬁ]
model can be effective to estimate the link quality for the
routing. However, as indicated in [3], this reception rade i
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