
weive
R c i

monocE  la co L 
& la bol

G
T

R
A

C
C

E 
 E

D
IT

IO
N

 
20

09
 V

ol
.  

13
 N

o.
2

Global & Local
Economic Review

TRACCE  EDITION

900213 No. 2 Volume

Ennio Forte, Lucio Siviero, Lidia Carleo
From fare standardization to functional
unification of urban transport with reference
to the logistic functionality of service

Pasquale Sarnacchiano, Antonello D’Ambra
Cumulative correspondence analysis as a tool for
optimizing factor setting in public transport

Tonio Di Battista, Tonino Sclocco
Sampling design for local public transport assessment

 Michele Gallo, Enrico Ciavolino
Multivariate statistical approaches for customer
satisfaction into the transportation sector

 Michele Gallo, Antonello D’Ambra, Ida Camminatiello
The evaluation of passenger satisfaction in the
local public transport: a strategy for data analysis

Cristina Bernini, Alessandro Lubisco
Modelling dynamic customer satisfaction
in urban public transportation

Pietro Rostirolla, Oriana Romano
Taxi service and sustainable mobility: a people
satisfaction survey

 Antonio Lucadamo, Luigi D’Ambra, Francesca Pagliara
Multinomial logit models: multicollinearity and its
consequences on parameter estimation and on independence
from irrelevant alternatives tests

Luisa Scaccia
Ramdom parameters logit models applied to public
transport demand

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Università degli Studi di Napoli L'Orientale: CINECA IRIS

https://core.ac.uk/display/267978969?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


POLICY FOR THE SUBMISSION OF MANUSCRIPTS TO BE 
PUBLISHED IN THE GLOBAL & LOCAL ECONOMIC  REVIEW

1. PRELIMINARY INSTRUCTIONS
For a manuscript to be accepted for publication in the Review, authors are required to 

abide by  the following publication rules. In particular, authors must state that:
• the manuscript, or relevant parts of the manuscripts, was not previously pu-

blished;
• the manuscript is not simultaneously under review by any other journal;
• the manuscript will be not submitted elsewhere before the final outcome of 

peer-reviewing process by the Scientific Board. 

2. MANUSCRIPTS SUBMISSION
Manuscripts must be sent to the Scientific Board by e-mail attachment to gler@
fondazionepescarabruzzo.it. Papers, which must be submitted in printable formats, 
should include the manuscript text, footnotes, a bibliography, an abstract (both in 
Italian and in English) not longer than 300 words in length and the JEL code (avai-
lable on http://www.aeaweb.org/journal/elclasjn.html). 
Manuscripts written in English are also publishable, but it is the author’s responsibi-
lity to ensure that papers are written in clear and comprehensible English, especially 
if they do not adhere to linguistic standards. 
Institutional affiliation, telephone number and the e-mail address of the author (or 
the corresponding author in case of multiple authorship) should be placed on the 
first page of the manuscript. 
All manuscripts should follow the format specified in the section “Instructions for 
authors”, available on the Review website www.gler.it.

3. REVIEWING PROCESS
The manuscript is reviewed by the Scientific Board and, if judged suitable for 

publication in the Review, is then sent to three referees for a rigorous blind 
peer-reviewing process.

• The initial decision by the Scientific Board takes 2 weeks.
• Authors will be informed of the review decision and all relevant comments by 

the three referees within approximately a month.
Based on the referee’s recommendations, the Scientific Board then decides whether 
the paper should be accepted as it is, revised or rejected. In any case, authors will 
be provided with a feedback.
In case of acceptance by the Scientific Board, the publication process will begin by 
assigning the manuscript to a number and a year of the Review.
Proof corrections and the printing process takes approximately a month. 

4. MISCELLANEOUS
Authors submitting manuscripts to the Review are expected to be available for 
contributing as referees, in the event they would be so requested.
The articles published on Global & Local Economic Review will be listed in the 
ECONLIT and E-JEL bibliographies.



1All right reserved

Editorial Offices:  Corso Umberto  I ,  n .  83  -  65122 Pescara
Tel .  +39 0854219109 –  Fax +39 0854219380

Website:  www.gler.it
E-mail: gler@fondazionepescarabruzzo.it

Global & Local
Economic Review

EDITORIAL BOARD

NICOLA ACOCELLA, “La Sapienza” University of Rome
MARIO ARCELLI V, L.U.I.S.S. University of Rome

PIERLUIGI CIOCCA, “Luigi Einaudi Foundation” of Turin
ALBERTO QUADRIO CURZIO, “Cattolica del Sacro Cuore” University of Milan

GIUSEPPE DE RITA, President of CENSIS Foundation
MAURO GALLEGATI, University of Ancona

ADRIANO GIANNOLA, “Federico II” University of  Naples
GIANANDREA GOISIS, University of  Milan

GALEAZZO IMPICCIATORE, “La Sapienza” University of Rome
PAOLO LEGRENZI, “IUAV” University of Venice

NICOLA MATTOSCIO, University of  Chieti-Pescara
LUIGI PAGANETTO, “Tor Vergata” University of Rome

GUIDO PAGGI, “S. Pio V” University of Rome
VINCENZO PATRIZI, University of  Florence

MARIA PAOLA POTESTIO, “Roma Tre” University of Rome
GIAN CESARE ROMAGNOLI, “Roma Tre” University of Rome

ALDO ROMANO, “e-Business Management School ISUFI” University of Lecce
PIER LUIGI SACCO, “IUAV” University of Venice

DOMINICK SALVATORE, “Fordham” University of New York
PASQUALE LUCIO SCANDIZZO, “Tor Vergata” University of Rome

GIULIANO SEGRE, University of Venice
JOSEPH STIGLITZ, Nobel Prize-winning economist, “Columbia” University of New York

KUMARASWAMY VELA VELUPILLAI , University of Trento
MAURIZIO VICHI, “La Sapienza” University of Rome

STEFANO ZAMAGNI, University of Bologna
STEFANO ZAMBELLI, University of Trento

Editing and revising
DONATELLA FURIA
ALINA CASTAGNA

ISSN (print) 1722-4241      ISSN (online) 1974-5125

Aut. Trib. PE n. 7 del 14.7.1999, No. 2/2009
Editor

Nicola Mattoscio

«Global & Local Economic Review» is included in JEL on CD, e-JEL and Econlit,
the electronic indexing and abstracting service

of the American Economic Association





Tracce Edition

Global & Local
Economic Review
Volume 13 No. 2 2009 

SOMMARIO

 Ennio Forte, Lucio Siviero, Lidia Carleo
From fare standardization to functional
unification of urban transport with reference
to the logistic functionality of service  Pag. 5
 Pasquale Sarnacchiano, Antonello D’Ambra
Cumulative correspondence analysis as a tool for
optimizing factor setting in public transport “ 29
 Tonio Di Battista, Tonino Sclocco
Sampling design for local public transport assessment “ 43
 Michele Gallo, Enrico Ciavolino
Multivariate statistical approaches for customer
satisfaction into the transportation sector “ 55
 Michele Gallo, Antonello D’Ambra, Ida Camminatiello
The evaluation of passenger satisfaction in the
local public transport: a strategy for data analysis “ 71
 Cristina Bernini, Alessandro Lubisco
Modelling dynamic customer satisfaction
in urban public transportation “ 87
 Pietro Rostirolla, Oriana Romano
Taxi service and sustainable mobility: a people
satisfaction survey “ 109
 Antonio Lucadamo, Luigi D’Ambra, Francesca Pagliara
Multinomial logit models: multicollinearity and its
consequences on parameter estimation and on
independence from irrelevant alternatives tests “ 125
 Luisa Scaccia
Ramdom parameters logit models applied to public
transport demand “ 147



55

1 “L’Orientale” University of Naples - mgallo@unior.it

Abstract: 
The aim of this paper is to study the effect of the dimensions of the 

transportation service on the Passenger Satisfaction (PS) taking into 
account the spatial effect due to the interaction across spatial units and 
spatial heterogeneity. The relationships between the service dimensions 
and PS are formalized by a Structural Equation Model (SEM) based on 
the Partial Least Squares (PLS) estimation method which includes the 
spatial effects in the measurement model. Moreover, in order to get a 
‘true’ measure of satisfaction, the rating scale model is proposed.

JEL CLASSIFICATION: C13; C51 

KEYWORDS: Latent trait; Rating Scale Model; Spatial Structural 
Equation Models; Partial Least Squares

1. Introduction

The customer satisfaction survey gives important sources of in-
formation for quality assurance in many economic sectors, where the 
customer satisfaction is a vital concern for companies and organizations 
in their efforts to improve service quality, and maintenance of customer 
loyalty. However, customer satisfaction cannot be measured by simple 
statistical tools. It is a result of a latent complex information process 
summarized in a multiple-items questionnaire, in which one set of 
alternative responses is used for estimating probabilities of responses. 
For this reason, in the analysis of multi-item data the multidimensional 
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nature of customer satisfaction and the different nature of the data 
should be considered (Gallo, 2007). In the public transport sector, the 
measurement of customer satisfaction (hereafter referred as passenger 
satisfaction) might be influenced not only by the particular features of 
the transport sector, but also by some spatial effects attributable to the 
territorial dislocation of stations.

Consider the spatial effect into passenger satisfaction model present 
two reasons. First it is expected that the spatial effect of socio-demo-
graphic, economic or regional activity may be an important aspect of a 
modeling problem. Second one the observations associated with spatial 
units might reflect measurement error (Le Sage, 1999). 

Following Papalia et al. (2008) and Ciavolino et al. (2009) a new strat-
egy which accounts for the spatial effect into PS analysis is proposed, 
including, as in a unique process of analysis, the Rating Scale Model 
(Gallo, 2009).

The paper framework is based on three steps. First, a particular ver-
sion of Rasch Analysis called  rating scale model (Andrich, 1978) is used 
to get a ‘true’ measure of satisfaction. Second differential item function-
ing and the spatial dimension is used to build the structural equation 
model. Latter partial least squares algorithm is proposed to estimate 
which component has more influence on the passenger satisfaction. 

2. Theory

The Rating Scale model and the PLS are presented in the next sections, 
in order to show the potentialities and the main characteristics of both 
of them in the framework of the Passenger Satisfaction.

2.1 Rating Scale Model (RASCH ANALYSIS)

More latent trait models could be used to measure passenger satisfac-
tion, but Rasch models are distinguished from others by a fundamental 
statistical characteristic - subject sum score is a ‘sufficient statistic’ for 
the underlying unidimensional latent trait (Wright and Linacre, 1989). 
The model is based on the simple idea that passengers who have a high 
total score on an item are more satisfied overall than passengers with 

Multivariate statistical approaches for the customer...
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low scores. Likewise, items that receive lower ratings are more difficult 
to endorse than items that receive higher ratings. This way, on a single 
continuum of interest, it is possible to clearly identify which items are 
more difficult to generate satisfaction and which passengers are more 
satisfied than others. 

When all items present the same set of alternatives, it seems reason-
able to expect that the relative difficulties of the steps between categories 
should not vary from item to item. For these kinds of questionnaires 
the rating scale  is the more appropriate version of Rasch models. Rat-
ing Scale Model – within a probabilistic framework – converts ordinal 
raw-score data, such as the scale strong dissatisfaction / dissatisfaction 
/ satisfaction / strong satisfaction, into an interval-based measure, the 
log-odd metric or logit. Let )(sijP  be passenger i’s probability of scoring 
s on item j, the rating scale model can be written:

sji

sji

sij
P

exp1
exp

)(

   
         (1)

where j is the difficulty for item j to generate satisfaction, xi is the 
attitude of the i-th passenger to be satisfied, and 

s
 is the threshold 

parameter associated with the transition between response categories 
s-1 to s. 

To estimate these parameters, the “Joint Maximum Likelihood Esti-
mation” algorithm is used in this paper (Wright et al., 1969). This method 
is more flexible and it is independent from specific passenger and item 
distributional forms. Moreover the logits measure ( ) ( )ln 1

ij s ij s
P P  

of the items, passengers and rating scale categories, convert ordinal raw 
scores into linear interval measures. 

One important part of the item analysis is to examine Differential 
Item Functioning (DIF) in the items. DIF refers to differences in item 
functioning after groups have been matched with respect to ability or 
attribute that the item purportedly measures. Where DIF shows a dif-
ference between the groups of passengers, it does not mean that there 
exists measurement bias since it might be a real difference in satisfaction 
level. In these cases, DIF measure can be used instead of the passenger 
one to study the different level of satisfaction between the groups. 
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2.2 Spatial Structural Equation Model (S-SEM)

The Partial Least Squares (PLS) estimation method was first formal-
ized by Herman Wold (1966, 1973), for the use in multivariate analysis. 
The application in Structural Equation Modelling (SEM) was again 
developed by Wold (1975) and the main references on the PLS algo-
rithm are Wold (1982, 1985). The main idea of PLS for the SEMs is an 
iterative combination of path analysis to give a measure of the relation-
ships among the theoretical constructs (Structural Model or Inner Model, 
equation 2), then factorial analysis for measuring the latent construct 
(Measurement Model or Outer Model, equation 3):

     
     

         (2)

              (3)

In the Structural Model, equation (2),  is the vector of the m latent 
variables and  is the path coefficients matrix, with zeros on its di-
agonal representing the causal effect among the latent variables. The 
Measurement Model, equation (3), contains the x vector of the q manifest 
variables and the coefficient matrices  of the relationships between 
the latent constructs and the observed variables. The vectors  and  are 
the structural and the measurement error vectors and the  and  are 
respectively the diagonal matrix variance of the structural error term  
and the measurement error term .

Since we are observing H different units located in different positions, 
we have to take into account the effects which the geographic position 
can generate into the model. Spatial structures are generally associated 
to: a) Absolute location effects which are relevant to evaluate - for each 
observation - the impact of being located at a particular point in space, 
and to b) Relative location effects that consider relevant the position 
of an observation relative to other observations. The first effect called 
spatial heterogeneity assumes that each observation can have its own 
characteristic for the phenomenon under investigation. Moreover, in 
the latter case, it is assumed that the value observed in a sample in a 
specific location h can be affected by the value observed in another 

Multivariate statistical approaches for the customer...
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location k, with h k. This effect, called spatial dependence, is due to the 
spatial interaction between contiguous observations.

The SEM formulation is therefore extended to take into account the 
spatial heterogeneity and the spatial dependence. The spatial unobserved 
heterogeneity among spatial observations is allowed by introducing fixed 
effects in the measurement model (Bernardini Papalia 2006, 2008a,b). We 
proceed by including an individual specific “dummy variable” to capture 
unobserved heterogeneity for each spatial observation h (h=1,…, H).

For the spatial dependence, we focus on one of the widely used ap-
proaches (called spatial LAG model) where the spatial correlation pertains 
to the dependent variable. In this context, it is assumed interdependence 
of latent variables across areas. This assumption may be formalized 
by including a spatial lag variable into the measurement model which 
represent the relationship between the manifest and latent variables. In 
doing this, a spatial weights matrix W of non-stochastic time constant 
weights has to be specified. This is a (H×H) matrix in which the rows 
and columns correspond to the cross-sectional locations. 

An element whk of the matrix expresses the prior strength of the 
interaction between location h (in the row of the matrix) and location 
k (columns). This can be interpreted as the presence and strength of 
a link between nodes in a network representation that matches the 
spatial weights structure. In most applications, the choice is driven by 
geographic criteria, such as contiguity (sharing a common border) or 
distance, including nearest neighbor distance (Anselin 1988; LesageLesage 
and Pace 2004).).

More specifically, using the equation (3), the set of latent exogenous 
variables  is enlarged to include: (i) Spatial Lag variable (4), that is the 
first-order contiguity spatially lagged dependent variable; the fixed ef-
fect, that is the location dummy reported in equations (5); (iii) the set of 
q exogenous manifest variables XH,q.

, ,1
x

H H H
Spatial Lagw W x   (4)

,
s

H H
Dummy Spaced I    (5)

To take into account the spatial lag variable and the fixed effect, the 
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manifest variables of the equation (3) are rewritten as follow:

*
, 1 , , ,1 ,| |

H q H H q H H H H H
X X W x I   (6)

The equation (6) reports the specification of the locations in the 
measurement model, where, the vector xq,1 of the q manifest exogenous 
variables, is expressed in the form of matrix XH,q, with the locations 
reported in the rows and the variables in the columns. The matrix IH,H 
is the identity matrix for the H locations. 

The associated  matrix, which specifies the regression coefficients 
of the observed variables on the latent variables, is defined as = [  |  
| ], including: the set of the manifest variables coefficients ( ), the spatial 
autoregressive parameter ( ) and the coefficient of the spatial effects. 

The matrix formulation of the exogenous measurement model, 
equation (4), can be reformulated considering the spatial and the fixed 
effects, as below reported:

  (7)

The measurement model is extended in this way adding to the q 
manifest exogenous variables, the spatial lag variable and the spatial 
effect, that means 1+H rows. In the estimation of a S-SEM, it is then 
essential to deal with the problem of endogeneity of the spatial lag 
term originated by the correlation between latent endogenous and 
exogenous variables and, as a consequence, the correlation between 
exogenous observed variables and errors. Our proposal is to use the 
PLS, which can be a powerful estimation method of analysis in casen be a powerful estimation method of analysis in case 
of small sample size, strong correlation among the items, missing data 
and no residual distribution assumption.

3. The measure of Passenger Satisfaction

To measure the passenger satisfaction a survey analysis was 
conducted on 2,473 passengers. The questionnaires were submitted 
by 10 different interviewers in the second week of October according 
to stratified random samples. Nine items (‘station cleanness’, ‘train 
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cleanness’, ‘passenger comfort’, ‘regularity of service’, ‘frequency of 
service’, ‘staff behavior’, ‘passenger information’, ‘safety’, ‘personal 
and financial security’) are used where each item has a Likert scale 
with four ordinal levels (Likert scale), viz., ‘strong dissatisfaction’ / 
‘dissatisfaction’ / ‘satisfaction’ / ‘strong satisfaction’. 

The analysis of the Passenger Satisfaction consists of two parts: in 
the first part, the Rasch analysis is used to focus on the psychometric 
properties of the items, passengers, and rating scale categories. When the 
Rash diagnostic results guarantee the passenger satisfaction measure in 
terms of validity and reliability, the DIF measures were used to obtain 
the items measure for each station. The WINSTEPS program (Linacre 
and Wright, 2000) was used to obtain the results from these data.

To measure the relationships among the several aspects of   passenger 
satisfaction, in the second part, a SEM is defined by considering three 
latent variables, ‘Transportation’, ‘Information & Security’ and ‘Comfort 
& Cleaness’, which explain the Passenger Satisfaction. Tab. 1 reports the 
latent variables and the manifest variables used in the measurement 
model.

Gallo M., Ciavolino E. G. & L. E. R. Vol. 13 No 2 (2009), 55-70
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The spatial dependence between the station is formalized by using 
the spatial lag variable as defined in formula 4. The definition of the 
spatial weights matrix W is based on distances between the 34 Stations, 
calculated by using walking Google Map. 

We provide a Passenger satisfaction Model which defines the PS rate 
in a specific location (Station) h, as a function of the PS rate in a location 
k (with h k). As defined above (supra §2.2), the estimation method 
used is the PLS, performed by using a specific routine developed in 
Matlab.

3.1 Rating scale model results

The compatibility of the raw data with the Rasch measurement 
model is verified by several fit statistics. In this case the reliability index 
observed for items and passengers is 0.99, where the values range be-
tween 0 and 1. The estimates for items show how well the replicability 
of items placement across other passengers measure the same construct 
index. This result is confirmed by the separation index, whose observed 
value is equal to 1. 

The results for the rating scale analysis of passenger satisfaction 
are shown in Fig. 1. The vertical line represents the variable passenger 
satisfaction into log-odds scale. Passengers are aligned to the left and 
represented by the symbol “#”. The more satisfied are on top. Items are 
aligned to the right. The more the items are on top, the more difficult is 
to generate satisfaction. It is verified that the distribution of passenger 
is normal and displayed into higher position than the item distribution. 
Therefore, passengers have more probability to get satisfaction from 
metro service. 

Multivariate statistical approaches for the customer...
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More details for item measure are given into Tab. 2. This table lists 
items in measure order. ‘Passenger information’ is the attribute of ser-
vice that has more difficulty to generate satisfaction followed by ‘Staff 
behavior’ and ‘Train cleanness’. The attributes that have less difficulty 
to generate satisfaction are ‘Security’ and ‘Regularity of service’.  Two 
types of fit statistics are given for each item. Ideally, the infit and outfit 
mean-square should be 1.0 for rating scale model, but values included 
between 0.6 and 1.4 indicate that the deviation from expectation is ac-
ceptable (Bond e Fox, 2001). In particular, infit mean-square statistic 1.16 
for the item ‘Passenger information’ is the highest variation between 
observed data and the Rasch model predicted (16% more variation). 
‘Train cleanness’ and ‘Station cleanness’ have 18% less variation in the 
observed response than modeled. Similarly, outfit mean-square for the 
item ‘Passenger information’ has the highest variation (20%) and ‘Station 
cleanness’ has 17% less variation in the observed data than the model. 

Gallo M., Ciavolino E. G. & L. E. R. Vol. 13 No 2 (2009), 55-70

Fig. 1 - Person-item map for passenger satisfaction

Notes: Each “#” is 27 passengers and aligned to the left of the corresponding log-odds measure of satisfaction. Items 
are aligned to the right of the corresponding log-odds measure of difficulty to generate satisfaction
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Finally, the point-measure correlation is, for each item, a positive value 
included between 0.58 and 0.68. These values show absence of mis-scor-
ing and normal polarity.

  
The logit measure of each item is obtained for each station by the Dif-
ferential item function measure (Tab. 3).

Multivariate statistical approaches for the customer...

Tab. 2 - Items statistics

Notes: Measure is the estimate for the item difficulty to generate satisfaction. S.E. is the standard error of the 

estimate. Infit MnSq and Outfit MnSq are the infit and outfit mean-square statistic, respectively. Ptmea Corr is the 

point measure correlation.
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3.2 S-SEM results

The estimations of the Passenger Satisfaction Model are represented by 
the path diagram reported in Fig. 2, which is a graphical representation of a 
priori specified structures and assumptions. The latent variables are drawn by 
circles and defined using Greek letters. The unidirectional straight arrows in 
the path diagram represent the causal influence of one variable on another.

Fig. 2 shows also the estimated path coefficients, where the significant 
relationships have been highlighted by a bold line and non-significant 
relationships are shown by broken lines. The number in the brackets is 
the T-test value. The significance of the variables is calculated via boot-
strap re-sampling, considering the 100 samples of dimension 120.

The S-SEM explains the spatial interaction that characterizes the 
change in passenger satisfaction among the stations. The spatial au-
toregressive parameter ( ) and the ( ) structural coefficient estimated 
are significant, while parameter estimates of the other latent variables 
are not significant. 

Multivariate statistical approaches for the customer...
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The spatial lag result suggests that the PS rate in a location h has a 
significant positive dependence from the PS level in another location k 
(0.419). This means the satisfaction in a specific station steps up if the 
satisfaction in the neighboring areas increases.

The latent variables are measured as the complexity to generate sat-
isfaction. Therefore a negative value of the path coefficient increases the 
satisfaction, while a positive value decreases the satisfaction. The only 
latent variable that is significant, with a T-test value greater than  2, is 
the Info, with a path coefficient equal to -0.428, thus implying a good 
impact in increasing the satisfaction.

For improving the interpretation of the results and for giving a valid 
support to decision makers, Tab. 4 reports the estimated values of the 
Latent Variables, obtained as the weighted average value based on the 
tau ( ) coefficients of the manifest variables.

The estimated values of the LVs Transportation (-0.134) and Comfort 
(-0.010) show that these variables have a low value of difficulty to gen-
erate satisfaction, that is the passengers give a good evaluation of these 
aspects. Info (0.276) is evaluated with a high level of difficulty, so the 
passengers are not satisfied with this aspect.

By combining the results of the path coefficients and the level of PS it 
is possible to define an intervention matrix by the categorization into two 
groups of difficulty level as reported in Tab. 5. The LV of the first group 
has a relative low level of difficulty (good evaluation) and the variables 
in the second group have a high level of difficulty (bad evaluation).

Gallo M., Ciavolino E. G. & L. E. R. Vol. 13 No 2 (2009), 55-70
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Tab. 5 can be interpreted as the aspects that can be improved: Info is 
the most important variable in this case study.

Tab. 6 can help in the analysis of which aspects of the Info Latent 
Variable have to be improved. It is possible to read that PassInfo (0.8722) 
and  Staff-B (0.1173) are the items with major difficulty in creating satis-
faction, where instead PersFin is the only with a low level of difficulty 
(-0.2593). 

Multivariate statistical approaches for the customer...
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