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Abstract

We introduce geodesic finite elements as a new way to discretize the
nonlinear configuration space of a geometrically exact Cosserat rod. These
geodesic finite elements naturally generalize standard one-dimensional fi-
nite elements to spaces of functions with values in a Riemannian manifold.
For the special orthogonal group, our approach reproduces the interpo-
lation formulas of Crisfield and Jelenić [6]. Geodesic finite elements are
conforming and lead to objective and path-independent problem formu-
lations. We introduce geodesic finite elements for general Riemannian
manifolds, discuss the relationship between geodesic finite elements and
coefficient vectors, and estimate the interpolation error. Then we use
them to find static equilibria of hyperelastic Cosserat rods. Using the
Riemannian trust-region algorithm of Absil et al. [1] we show numerically
that the discretization error depends optimally on the mesh size.

1 Introduction

Cosserat rods are a standard model for the simulation of long slender structures.
They are geometrically exact, meaning that the strains are not assumed to be
small, and support tension and shear motion, as well as torsion and bending.
There is a wide range of possible constitutive laws, and not only elastic, but also
viscous and plastic material behavior can be modelled. Cosserat rods have found
many applications, mainly in structural mechanics and computer graphics.

Mathematically, a Cosserat rod configuration is a function

ϕ : [0, l] → SE(3),

where l > 0 is the rod reference length, and

SE(3) = R
3

⋊ SO(3)

is the group of rigid-body motions in R3 (the special Euclidean group). For each
s ∈ [0, l], the value ϕ(s) ∈ SE(3) is interpreted as the position and orientation
of the rigid cross-section of the rod at s. If the material law is hyperelastic,
equilibrium configurations can be characterized as being stationary values of an
energy functional

j(ϕ) =

∫

[0,l]

W (ϕ(s), ϕ′(s)) ds (1)

for some energy density function W : TSE(3) → R.
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The nonlinearity of the rod configuration space prohibits the use of standard
discretization techniques. The standard approach of the linear finite element
method would be to restrict the minimization of (1) to a finite-dimensional
space, usually a subspace of the continuous one. The finite-dimensional space
is constructed by setting up a grid G, which, in the case of a one-dimensional
domain Ω = [0, l] is a partitioning of [0, l] in a set of nonoverlapping intervals

[0, l] =

n−2∏

i=0

[li, li+1]. (2)

The discrete functions are then constructed from coefficient vectors and certain
interpolation rules. In the easiest case the coefficients correspond to function
values at the grid vertices and the discrete functions are defined by piecewise
linear interpolation.

While this works well as long as ϕ takes values in a linear space, it is unclear
how the construction can be generalized to nonlinear spaces. Linear interpo-
lation depends on the presence of a vector space structure, and the one-to-one
correspondence between discrete functions and vectors of coefficients implicitly
assumes the presence of a basis of the ansatz space, which is also only available
in vector spaces. Stated in more practical terms, it is unclear how to interpolate
between two given coefficients vi, vi+1 ∈ SE(3). For a given element [li, li+1],
the integral (1) needs to be approximated by a quadrature formula,

∫

[li,li+1]

W (ϕ(s), ϕ′(s)) ds ≈
∑

j

wjW (ϕ(qj), ϕ
′(qj))

with qj ∈ [li, li+1] a finite set of quadrature points and wj ∈ R the corresponding
weights. The standard (first-order) finite element method defines ϕ(qj) and
ϕ′(qj) by linear interpolation between vi and vi+1. However, this is not possible
for rod problems because SE(3) is nonlinear.

This problem has been widely discussed in the literature, and several ap-
proaches have been proposed. Simo and Vu-Quoc [16] suggested to never in-
terpolate rotations but to treat the values ϕ(qj) and gradients ϕ′(qj) at the
quadrature points as history variables. Each iteration step of a Newton-type
solver would produce a vector of corrections c ∈ TSE(3)

n
. Since each tangent

space of SE(3)n is linear, the algebraic corrections could be associated to linear
finite element functions, and hence updates for the values at the quadrature
points could be computed.

The method by Simo and Vu-Quoc was widely used until, however, Crisfield
and Jelenić [6] showed that the outcome is path-dependent, even if the origi-
nal problem is not. To interpolate on the rotation group SO(3) they suggested
instead to consider the finite rotation from vi to vi+1 and interpolate the ro-
tation angle. This is path-independent, as only total rotational parameters are
interpolated and no incremental ones (cf. [14, p. 14]). Crisfield and Jelenić also
proved that their interpolation method is objective, meaning that the strain
measures are invariant under rigid-body movements of the observer.

Sansour and Wagner [14] proposed another interpolation method that is also
path-independent. They used the inverse exponential map on SO(3) to map
nodal values onto the Lie algebra so(3), which is the space of skew-symmetric
matrices. This being a linear space, intermediate values could be computed there
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and mapped back onto SO(3). Crisfield and Jelenić [6] also showed, however,
that this interpolation method cannot be objective.

In this work we solve the interpolation problem for all spaces of functions
from an interval [0, l] to a Riemannian manifold M . In the case of M = SE(3),
the interpolation formulas of Crisfield and Jelenić [6] are recovered. Since no
incremental parameters are interpolated the formulation is path-independent,
and we prove objectivity for arbitrary M . We also prove optimality of the inter-
polation error, which is a first step towards discretization error bounds for the
discretization of Cosserat rod problems. To our knowledge, this question has not
previously been given attention. We present numerical evidence that suggests
that the discretization error of geodesic finite elements behaves optimally.

To solve the algebraic optimization problems on the nonlinear space SE(3)
n
,

previous approaches used a Newton-type method for the first-order optimality
condition ∇j = 0 (see, e.g., [16]). The global convergence behavior of this is
uncertain. In their monograph [1], Absil et al. worked out a theory for trust-
region algorithms for optimization problems on matrix manifolds. We show how
these solvers can be used to solve Cosserat rod problems to obtain a globally
convergent, locally quadratic algorithm.

This article is structured as follows. In Chapter 2 we recall a few notions
from Riemannian geometry and fix our notation. Chapter 3 formally defines
Cosserat rods. The central Chapter 4 then introduces geodesic finite elements as
an intrinsic way to discretize problems involving functions mapping an interval
to a Riemannian manifold. We discuss the relationship of geodesic finite element
functions to coefficient vectors, prove objectivity of the interpolation, and show
that the interpolation error is optimal. In Chapter 5 we work out geodesic
finite elements specifically for problems with values in SE(3). Using quaternion
coordinates the interpolation formulas can be given explicitly. Chapter 6 then
briefly introduces Riemannian trust-region algorithms and shows how they can
be used to solve Cosserat rod problems. The final Chapter 7 gives two numerical
examples. The first demonstrates the performance of the solver, whereas the
second measures the discretization error in several norms and shows that is does
indeed behave optimally.

2 Geometric Preliminaries

Riemannian Geometry Let M be a differentiable manifold with a Rieman-
nian metric g and let c : [a, b] → M be a curve on M . For each t ∈ [a, b]
denote by c′(t) ∈ Tc(t)M the velocity vector. The length of the curve is given by
L(c) =

∫
[a,b]

‖c′(t)‖g ds. A curve c is called a geodesic if ‖c′‖g is constant and if

c minimizes L locally. This means that for all ā < b̄, ā, b̄ ∈ [a, b] and b̄− ā small
enough the curve c restricted to [ā, b̄] is the shortest curve from c(ā) to c(b̄) on
M . Intuitively, geodesics generalize the notion of straight lines. We write

γM [p, q](·) : [0, 1] →M

to denote a minimizing geodesic on M from p to q with the parameter domain
[0, 1].

Let q ∈M and v ∈ TqM . Then there is an interval I about 0 and a unique
geodesic κ : I →M such that κ(0) = q and κ′(0) = v. The mapping

expq : U ⊂ TqM → M, expq v = κ(1), (3)
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is called the exponential map. It maps a neighborhood U of 0 ∈ TqM onto a
neighborhood of q in M . From the implicit function theorem it follows that the
exponential map is C∞ on a neighborhood of 0 ∈ TqM [8, Prop. 3.2.9]. Locally,
the curves of the form c : [−ǫ, ǫ] → M , c(t) = expq tv for q ∈ M , v ∈ TqM are
geodesics, and all geodesics can be written in this way. A manifold M is called
(geodesically) complete if for each pair p, q ∈M there exists at least one geodesic
that joins p with q. Geodesically complete manifolds are metric spaces where
the distance dist(p, q) between two points p, q ∈M is given by the length of the
shortest geodesic between p and q. We have the following important result [8,
Lem. 3.3.7].

Lemma 2.1. For any p ∈ M there exists an open neighborhood W of p such
that dist(p, ·) : W → R depends differentiably on its second argument.

If M and N are two manifolds, their Cartesian product M × N consisting
of tuples (p, q) with p ∈M, q ∈ N is again a manifold. The tangent spaces have
the structure

T(p,q)(M ×N) = TpM ⊕ TqN,

where ⊕ denotes the direct sum of vector spaces. If M and N are equipped
with Riemannian metrics g and h, respectively, the product manifold can be
turned into a Riemannian manifold by using the metric ĝ(p,q) = gp + hq. The
product M × N is complete if both M and N are. If (p, q) ∈ M × N and
(v, w) ∈ T(p,q)(M ×N), then

exp(p,q)(v, w) = (expp v, expq w), (4)

for all v ∈ TpM , w ∈ TqN such that the right-hand side is defined. Construction
of k-fold Cartesian product manifolds is done by induction.

The Special Orthogonal Group SO(3) A Lie group is a manifold G that
has a group structure consistent with its manifold structure in the sense that
group multiplication

χ : G×G→ G, (g, h) → gh,

is a C∞ map. The tangent space TeG at the identity e of G is called its Lie
algebra and denoted by g.

An important Lie group is the group of rotations in R3, commonly denoted by
SO(3). It can be represented by the set of all 3×3 matricesQ with QTQ = Id and
detQ = 1. As a manifold, SO(3) is three-dimensional and compactly embedded
in the Euclidean space R3×3 of all 3 × 3 matrices. Using this compactness of
SO(3) and the theorem of Hopf and Rinow [8, Thm. 7.2.8] the following lemma
can be shown.

Lemma 2.2. SO(3) is geodesically complete.

We have the following characterization of the tangent spaces of SO(3).

Lemma 2.3. Let A3 be the space of antisymmetric 3 × 3 matrices and let
p ∈ SO(3). Then

TpSO(3) = pA3 := {m ∈ R
3×3 |m = pv̂, v̂ ∈ A

3}. (5)
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See [13] for a proof. In view of this lemma we will frequently write pv̂, with
v̂ ∈ A3, to denote an element of pA3. From Lemma 2.3 follows in particular
that the Lie algebra so(3) of SO(3) is the vector space A

3 of antisymmetric 3×3
matrices. We may identify so(3) with R3 via the hat mapˆ: R3 → so(3) setting

v = (v1, v2, v3) → v̂ =




0 −v3 v2
v3 0 −v1
−v2 v1 0



 . (6)

The canonical Euclidean metric g(A,B) = tr(ATB) of R3×3 induces on
SO(3) the metric

gq(qv̂1, qv̂2) = tr(v̂T
1 v̂2) = 〈v1, v2〉, q ∈ SO(3),

see [1]. Using a general result about Lie group homomorphisms [17, Chap. 10,
Prop. 9], the exponential map can be written as

expq qv̂ = q exp v̂, (7)

where exp (without the subscript) is used to denote the exponential map of
SO(3) at the identity. A corresponding result holds for all Lie groups.

The Special Euclidean Group SE(3) The special Euclidean group SE(3)
is the semi-direct product

SE(3) = R
3

⋊ SO(3),

which is the group of rigid-body transformations of R3. As a manifold, SE(3) is
equal to the Cartesian product R3×SO(3). We will denote elements of SE(3) by
tuples (r, q) with r ∈ R3 and q ∈ SO(3). Using the rule for product manifolds
(4) given above, the exponential map on SE(3) is given by

exp(r,q)(w, qv̂) = (r + w, q exp v̂),

where we have used that expr w = r + w in vector spaces.

Unit Quaternions as Coordinates on SO(3) For computations on SO(3)
the unit quaternions H|1| form a set of suitable coordinates. Quaternions are
quadruples of real numbers q = (q1, q2, q3, q4). Together with the multiplication
p = qq̃,

p1 = q4q̃1 − q3q̃2 + q2q̃3 + q1q̃4,

p2 = q3q̃1 + q4q̃2 − q1q̃3 + q2q̃4,

p3 = −q2q̃1 + q1q̃2 + q4q̃3 + q3q̃4,

p4 = −q1q̃1 − q2q̃2 − q3q̃3 + q4q̃4,

they form a noncommutative algebra H. In this algebra, the inverse element
can be expressed as

q−1 =
q̄

|q|
2 ,

where q̄ = (−q1,−q2,−q3, q4) is the element conjugate to q and |q| =
√∑

i q
2
i

is the absolute value. The unit quaternions H|1| are the subset of H for which
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Figure 1: Kinematics of Cosserat rods. Left: under deformation, rod cross-
sections remain planar, but not necessarily orthogonal to the centerline. Right:
the cross-section orientation is represented by three orthonormal director vec-
tors.

|q| = 1. They form a double covering of SO(3), meaning that there exists a
smooth two-to-one mapping from H|1| onto SO(3) which maps the multiplication
in H onto the group multiplication in SO(3). Therefore, unit quaternions are
convenient as global coordinates on SO(3). We would like to stress, though, that
the discretization we propose in Chapter 4 is independent of the coordinates
used.

In quaternion coordinates there is a closed-form expression for the exponen-
tial map of SO(3). Let v̂ ∈ A3 = so(3) and let v = (v1, v2, v3) be the vector
corresponding to v̂ by the hat map (6). Then q = exp v̂ ∈ H|1| is given by

qj =
vj

|v|
sin

|v|

2
for j = 1, 2, 3, and q4 = cos

|v|

2
, (8)

(see [7]). Setting exp 0 = (0, 0, 0, 1) the function exp is C∞ at 0 as expected
from the general theory.

3 Cosserat Rods

In this section we briefly present Cosserat rods, which model the large defor-
mation behavior of long, slender objects. For an in-depth presentation see the
book by Antman [2].

Kinematics Configurations of Cosserat rods are maps

ϕ : [0, l] → SE(3)

s → (r, q),

for some l > 0. While the first component r ∈ R3 of ϕ determines the position of
the centerline of the rod at s, the second component q ∈ SO(3) determines the
orientation of an idealized rigid cross-section A(s) (Fig. 1, left). This orientation
is commonly represented by three pairwise orthonormal vectors d1,d2,d3 ∈
R3, which are called directors (Fig. 1, right). When quaternions are used as
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coordinates on SO(3), the expressions for the three directors are

d1(q) =




q21 − q22 − q23 + q24
2(q1q2 + q3q4)
2(q1q3 − q2q4)



 ,

d2(q) =




2(q1q2 − q3q4)

−q21 + q22 − q23 + q24
2(q2q3 + q1q4)



 ,

d3(q) =




2(q1q3 + q2q4)
2(q2q3 − q1q4)

−q21 − q22 + q23 + q24



 .

Rod strains are described by two functions v,u : [0, l] → R3 which are
defined by the relations

v(s) = r′(s), s ∈ [0, l],

and
d′

k(s) = u(s) × dk(s), k = 1, 2, 3, s ∈ [0, l],

where the prime denotes derivation with respect to s. In order to make these
strain measures invariant under rigid-body motions they are expressed in the
local coordinate systems spanned by the directors dk. We introduce the new
vectors

v = (v1, v2, v3) =
(
〈v,d1〉, 〈v,d2〉, 〈v,d3〉

)

and

u = (u1, u2, u3) =
(
〈u,d1〉, 〈u,d2〉, 〈u,d3〉

)
.

In the context of rod mechanics we will always use sans serif characters to
denote quantities in coordinates of the director frame. The components v1 and
v2 are interpreted as the shear strains, while v3 is the stretching strain. The
components u1 and u2 are the bending strains, and u3 the strain related to
torsion. Using quaternion coordinates the components uk can be written as

uk = 2Bk(q)q′,

where the linear mappings Bk : H → H are defined as

B1q = (q4, q3,−q2,−q1),

B2q = (−q3, q4, q1,−q2),

B3q = (q2,−q1, q4,−q3).

These mappings can be interpreted such that for small ǫ ∈ R, a change in q by
ǫBk(q) produces a rotation about the dk axis by an angle of 2ǫ [7].

For a meaningful theory deformations have to preserve the orientation of the
material. In particular it should be impossible to compress any part of a rod
with positive rest length to zero length. The simplest condition is

v3 = 〈v,d3〉 > 0. (9)

A more involved treatment which takes the finite cross-sectional area of the rod
into account is given by Antman [2].
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Forces and Moments The forces and moments acting across a cross-section
A(s), s ∈ [0, l] are implicitly averaged to yield a resultant force n(s) ∈ R3 and
a resultant moment m(s) ∈ R

3 about r(s) ∈ R
3. Then balance of forces and

moments implies the equilibrium equations

n′ + f = 0, on [0, l], (10)

m′ + r′ × n + l = 0, on [0, l], (11)

where f : [0, l] → R3 is an external force and l : [0, l] → R3 an external moment
[2]. The components of the net forces n and moments m with respect to the local
coordinate systems spanned by the directors are denoted ni and mi, i ∈ {1, 2, 3},
respectively. We refer to m1, m2 as the bending moments and to m3 as the
twisting moment. The components n1 and n2 are the shear forces and n3 the
tension.

Constitutive Laws Forces and moments are linked to the strain by con-
stitutive relations which describe the properties of specific materials. A ma-
terial is called hyperelastic if there exists an energy functional W (w, z) with
w = (w1,w2,w3), z = (z1, z2, z3) such that

m =
∂W

∂w

(u − û, v − v̂), and n =
∂W

∂z

(u − û, v − v̂). (12)

Here, û and v̂ are the components of strain in a reference configuration ϕ̂ :
[0, l] → SE(3). We assume this reference configuration to be stress-free by
requiring that

∂W

∂w

(0, 0) =
∂W

∂z

(0, 0) = 0.

Further we take the strain-energy function W to be convex, coercive, and as
smooth as needed by the analysis. Recall that the function W is called coercive
if

W (w, z)√
|w|

2
+ |z|

2
→ ∞ as |w|

2
+ |z|

2
→ ∞

(see [2, 9]).

Formulation as a Minimization Problem As with other hyperelastic mod-
els, the stable equilibrium configurations of a Cosserat rod with a hyperelastic
material law can be characterized as the minima of an energy functional. For
this, let M be a Riemannian manifold and recall the definition of the Sobolev
space W 1,p([0, l],M) given in [3]. By the Nash embedding theorem, M can
be isometrically embedded in Rk for some k ≥ 1 [11]. This allows to define
W 1,p([0, l],M) by

W 1,p([0, l],M) =
{
v ∈W 1,p([0, l],Rk) | v(x) ∈M a.e.

}
. (13)

Introduce the energy functional

j : W 1,p([0, l], SE(3)) → R

j(ϕ) =

∫

[0,l]

W
(
u(ϕ) − û, v(ϕ) − v̂

)
ds (14)
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Figure 2: First-order geodesic finite element function on the unit circle S1.

for a suitable p. From the coerciveness of W follows the coerciveness of j as a
function of u and v. Impose the Dirichlet boundary conditions

ϕ(0) = (r0, q0) and ϕ(l) = (rl, ql). (15)

The problem of finding stable equilibrium configurations of Cosserat rods can
then be written as the optimization problem

minimize j in W 1,p([0, l], SE(3)) subject to (9) and (15). (16)

Existence and regularity of solutions to this problem have been shown by
Seidman and Wolfe [15]. The main difficulty is the condition (9) on the preser-
vation of orientation, since it is a strict inequality and hence the admissible set
is open. Nevertheless, the following regularity result holds.

Theorem 3.1 (Seidman and Wolfe [15], Thm. 4.24). Let (u(ϕ),v(ϕ)) be a
solution of the minimization problem (14), subject to the orientation condition
(9) and the boundary conditions (15). Then (u(ϕ),v(ϕ)) is in (C1[0, 1])6 and,
with the forces n and moments m given by (12), satisfies the strong equilibrium
equations (10), (11).

Seidman and Wolfe also showed that solutions of nonlinear rod problems are
generally not unique.

4 Geodesic Finite Elements

In this section we introduce geodesic finite element spaces as a generalization
of first-order finite element spaces to problems involving functions with values
in a nonlinear manifold. To our knowledge geodesic finite elements have not
previously appeared in the literature. With the application to rod problems
in mind we stick to one-dimensional domain spaces. However, an extension
to higher dimensions may be useful for nonlinear shell models or micropolar
materials and is the subject of a forthcoming paper. We first discuss geodesic
finite elements for general Riemannian manifolds. Chapter 5 then specializes
some of the results for SE(3), the configuration manifold of a Cosserat rod
cross-section.
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Definition Let M be a Riemannian manifold that is geodesically complete,
and consider functions from an interval [0, l] to M . Introduce a grid G on [0, l] by
subdividing the interval in finitely many subintervals [li, li+1] of not necessarily
the same size. Call n the number of grid vertices and h = maxi |li+1 − li| the
maximum element size. To motivate the definition of geodesic finite elements
note that a standard first-order finite element function φh is a continuous func-
tion such that for all elements [li, li+1] the function value φh(s) at s ∈ [li, li+1]
is given by linear interpolation between φh(li) and φh(li+1). Geodesic finite el-
ement functions are obtained by replacing linear interpolation by interpolation
along a geodesic.

Definition 4.1 (Geodesic finite elements). Let G be a grid on [0, l] and M a
Riemannian manifold that is geodesically complete. We call φh : [0, l] → M a
geodesic finite element function for M if it is continuous and, for each element
[li, li+1] of G, φh|[li,li+1] is a minimizing geodesic on M . The space of all such

functions will be denoted by V M
h .

Example 1. Let S1 be the unit sphere in R2 with a coordinate system given by
the angle α. Then V S1

h is the set of all continuous functions φh : [0, l] → S1

such that the restriction of φh to an element [li, li+1] is of the form

φh|[li,li+1](s) = αi +m

(
s− li
li+1 − li

)
,

with |m| ≤ π (see Fig. 2).
Example 2. If M = Rm for m ≥ 1 then V M

h is precisely the standard m-valued
first-order finite element space.

We will now explore a few properties of geodesic finite element spaces. Note
first that V M

h is a linear space if and only if M is. Therefore, unless M is a
linear space, there is no such thing as a basis of V M

h . In particular, there is
no nodal basis. Also, we would like to point out that even though this article
introduces geodesic finite elements in the context of the rotation group SO(3),
the construction does not rely on a possible Lie-group structure of M .

Next we show that geodesic finite elements are conforming in the sense that
V M

h ⊂ H1([0, l],M) = W 1,2([0, l],M). The Sobolev space W 1,2 has been de-
fined in (13). Since the condition that point values of functions from V M

h

be on M almost everywhere holds by definition, we are left to show that
V M

h ⊂ H1([0, l],Rk) for some isometrical embedding M → R
k. For this we

use the following simple theorem.

Theorem 4.1 (Braess [4], Thm. 5.2). A piecewise differentiable function v :
[0, l] → R is in H1([0, l],R) if and only if it is continuous.

Hence geodesic finite element functions are in H1([0, l],Rk) if they are dif-
ferentiable on each element. This follows from the (local) characterization of
geodesics as the images of straight lines under the exponential map (which is a
diffeomorphism), and the smoothness of the embedding of M in Rk.

Coefficient Vectors The linear finite element method is based on the natural
isomorphism between finite element functions and coefficient vectors. Let Vh be
a space of first-order finite element functions mapping into Rm for some m ≥ 1,
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Figure 3: Left: a smooth function φ : [0, l] → S1 with φ(0) = 0 and φ(l) = π.
Center: nodal interpolation on a grid G consisting of a single element yields
two minimizing geodesics. Right: if the grid is refined the nodal interpolation
is unique.

and let vh be a function in Vh. The coefficient vector v̄ ∈ Rm×n corresponding to
vh is obtained by pointwise evaluation of vh at the grid vertices. Let C([0, l],Rm)
be the space of continuous functions mapping [0, l] to Rm. For a given grid G
we denote the pointwise evaluation operator by

E : C([0, l],Rm) → R
m×n, (E(vh))i = vh(li) ∈ R

m, i = 0, . . . , n− 1.

Its inverse, the prolongation E−1 is set-valued and maps a coefficient vector v̄
in R

m×n to the set of all continuous functions that have v̄ as their pointwise
evaluation at the grid vertices. However, the prolongation E−1v̄ ⊂ C([0, l],Rm)
contains only a single element in Vh for each v̄ ∈ Rm×n.

This may not be true if Rm is replaced with a general manifold M . There
one would hope for an isomorphism between V M

h and Mn, the n-fold product of
M . However, while there is always a unique straight line segment between two
points in a Euclidean space, there may be more than one minimizing geodesic
between two given points on M . For example, if M = S1 and φ̄0, φ̄1 ∈ S1 differ
by an angle of π, there are two minimizing geodesics from φ̄0 to φ̄1, namely one
going in clockwise and one in counterclockwise direction (Fig. 3, center).

On certain manifolds it can be shown that minimizing geodesics are always
unique. An example are the hyperbolic spaces Hd [8, Prop. 8.3.1], and of course
the linear spaces. If minimizing geodesics are not unique, we can at least show
a local property which is sufficient for practical applications. We need the
following classical result [8, Thm. 3.3.7 and Rem. 3.3.8].

Lemma 4.1. For each p ∈ M there is a nonempty neighborhood U of p in M
such that for all q, q̃ ∈ U there is a unique minimizing geodesic from q to q̃.

Example 3. For two points α, β ∈ S1 the minimizing geodesic from α to β is
unique if dist(α, β) < π.

The radius of the largest geodesic ball B(p) at p with B(p) ⊂ U is called
the injectivity radius at p and denoted by inj(p). The infimum of the injectivity
radii over all of M is called the injectivity radius of M and denoted by inj(M).

Let φ : [0, l] → M . We say that φ is Lipschitz continuous with Lipschitz
constant L if

dist(φ(a), φ(b)) ≤ L|a− b|

holds for all a, b ∈ [0, l], where dist(·, ·) is the geodesic distance on M . Using
these preliminaries we can show that the possible nonuniqueness of geodesic
interpolation can be disregarded if the grid is fine enough.

11



Lemma 4.2. Let inj(M) > 0 and φ : [0, l] → M be Lipschitz continuous with
Lipschitz constant L. Let G be a grid with maximum element size h < inj(M)/L.
Then, setting φ̄ = E(φ) ∈ Mn, the inverse of E at φ̄ has only a single element
in VM

h . Furthermore, if h < ǫ inj(M)/L for some ǫ ∈ (0, 1), the inverse of E

has only a single element in V M
h for each φ̃ in a neighborhood of φ̄.

Proof. We note first that by Lemma 4.1 a minimizing geodesic joining p and q
is unique if dist(p, q) < inj(M). If h is less than inj(M)/L and

φ̄ = E(φ) ∈Mn, φ̄i = φ(li), 0 ≤ i < n

we get
dist(φ̄i, φ̄i+1) ≤ L|li − li+1| ≤ Lh ≤ inj(M)

for all 0 ≤ i < n − 1. Hence there is a unique minimizing geodesic from φ̄i to
φ̄i+1 and a unique prolongation of φ̄ into V M

h .
Let now G be such that h = ǫ inj(M)/L with ǫ ∈ (0, 1). Then dist(φ̄i, φ̄i+1) ≤

ǫ inj(M) for all 0 ≤ i < n − 1. Define ǫ∗ = (1−ǫ)
2 inj(M) and set Bǫ∗(φ̄i) and

Bǫ∗(φ̄i+1) the geodesic balls of radius ǫ∗ around φ̄i and φ̄i+1 in M , respectively.
Then for any φ̃i ∈ Bǫ∗(φ̄i) and φ̃i+1 ∈ Bǫ∗(φ̄i+1) we have, by the triangle
inequality,

dist(φ̃i, φ̃i+1) ≤ dist(φ̃i, φ̄i) + ǫ inj(M) + dist(φ̄i+1, φ̃i+1) ≤ inj(M).

Hence if Bǫ∗(φ̄) is the geodesic ball in Mn of radius ǫ∗ around φ̄ ∈Mn there is
a unique prolongation for all φ̃ ∈ Bǫ∗(φ̄) into V M

h .

This lemma implies that for a given problem with a Lipschitz-continuous
solution we can always find a grid fine enough such that we can disregard the
distinction between V M

h and Mn in the vicinity of the solution. In this vicinity,
V M

h inherits the manifold structure of Mn, because short geodesics depend
differentiably on their endpoints (Lemma 2.1). If M is a Lie group, V M

h also
locally inherits the Lie group properties of Mn. By a density argument, these
results also extend to problems with solutions in H1.

Interpolation Error Using the techniques from Lemma 4.2 we can also
bound the interpolation error. For this define the Lagrange interpolation oper-
ator

Ih : C([0, l],M) → V M
h

by the condition
Ihφ(li) = φ(li), ∀ li ∈ G,

assuming that the grid G is fine enough for Ih to be single-valued. Note that
Ihφ = (E−1Eφ) ∩ VM

h .

Lemma 4.3. Let φ : [0, l] →M be Lipschitz continuous. Then

max
s∈[0,l]

dist
(
φ(s), Ihφ(s)

)
≤ 2hL,

where L denotes the Lipschitz constant of φ.

12



Proof. Let s ∈ [li, li+1] be fixed for some [li, li+1] ∈ G. Then

dist
(
φ(s), Ihφ(s)

)
≤ dist

(
φ(s), φ(li)

)
+ dist

(
φ(li), Ihφ(s)

)

≤ L(s− li) +
s− li
li+1 − li

dist
(
φ(li), φ(li+1)

)

≤ L(s− li) + L(s− li)

≤ 2Lh.

Since this holds for all s ∈ [li, li+1] and all elements [li, li+1], 0 ≤ i < n+ 1, we
have

max
0≤i<n−1

max
s∈[li,li+1]

dist
(
φ(s), Ihφ(s)

)
≤ 2Lh,

which was asserted.

Objectivity The interpolation along geodesics has an invariance property
that is very desirable in the context of mechanics. Recall that an energy func-
tional J : W 1,p([0, l],M) → R is called objective or frame-invariant, if

J(Qφ(x)) = J(φ(x)) ∀s ∈ [0, l]

for all Q ∈ SO(3), where Qφ is an isometric left action of SO(3) on M . An
objective functional on a function space leads to an objective algebraic functional
J̄ : Mn → R only if the prolongation E−1 : Mn → VM

h ⊂ H1([0, l],M) is
invariant under the same action of SO(3). For geodesic finite elements, this is
indeed the case.

Lemma 4.4 (Objectivity). Let v̄ ∈ Mn be a coefficient vector and E−1v̄ ∈
V M

h the corresponding geodesic finite element function, which we assume to be
unique. Let G be a Lie group that acts isometrically on M . Then

Q(E−1v̄) = E−1(Qv̄)

for all Q ∈ G.

Proof. It is sufficient to consider a single element [li, li+1] of G and to show that
γ[Qvi, Qvi+1](s) = Qγ[vi, vi+1](s) for all Q ∈ G, s ∈ [0, 1], where γ[vi, vi+1](·)
denotes the geodesic interpolation from vi to vi+1. We only use the metric
properties of M . If M is a Lie group, the assertion can be shown directly using
the formula (7).

We first show that

dist(Qvi, Qγ[vi, vi+1](s)) = dist(Qvi, γ[Qvi, Qvi+1](s)). (17)

To see this note first that dist(vi, γ[vi, vi+1](s)) = dist(Qvi, Qγ[vi, vi+1](s)), be-
cause Q acts isometrically. On the other hand, by the definition of the geodesic
interpolation we have

s =
dist(vi, γ[vi, vi+1](s))

dist(vi, vi+1)
=

dist(Qvi, γ[Qvi, Qvi+1](s))

dist(Qvi, Qvi+1)
.

Again using the isometry property of Q, the denominators of this must be equal,
and hence also the numerators. Thus (17) follows. Similarly, we can show that

dist(Qvi+1, Qγ[vi, vi+1](s)) = dist(Qvi+1, γ[Qvi, Qvi+1](s)).

13



Together, it follows that Qγ[vi, vi+1](s) must be on the unique minimizing
geodesic from Qvi to Qvi+1, because if it wasn’t, there would be a second path
from Qvi to Qvi+1 (via Qγ[vi, vi+1](s)) realizing the geodesic distance. This
proves the lemma, because with both Qγ[vi, vi+1](s) and γ[Qvi, Qvi+1](s) on
the unique minimizing geodesic from Qvi to Qvi+1 and (17), the two points
Qγ[vi, vi+1](s) and γ[Qvi, Qvi+1](s) must be equal.

Implementation of Geodesic Finite Elements For the actual implemen-
tation of a finite element assembler explicit interpolation formulas are needed.
Assume that the energy functional depends only on function values and first
derivatives, i.e.,

J(φ) =

∫

[0,l]

W (φ(s), φ′(s)) ds, φ ∈ W 1,p([0, l],M),

and let G be a grid on [0, l]. Then, just as in the Euclidean finite element method,
J (and its gradient and the Hesse matrix) can be computed as sums of element-
wise contributions. For each element [li, li+1] consider the affine mapping F
from the reference element [0, 1] to [li, li+1]. Let γ[p, q](·) : [0, 1] → M be the
geodesic from p to q in M and γ′[p, q](·) : [0, 1] → TM its derivative. Then, for
a geodesic finite element function φh ∈ V M

h with coefficients vi, 0 ≤ i < n,

∫

[li,li+1]

W (φh(s), φ′h(s)) ds

=

∫

[0,1]

W
(
γ[vi, vi+1](s),∇(F−1)T γ′[vi, vi+1](s)

)
|detF | ds,

and the integral on the right can be computed using numerical quadrature. The
expressions for γ and γ′ are the only information needed to implement geodesic
finite elements for a given manifold M . Concrete formulas for M = SO(3) using
quaternion coordinates will be given in the following chapter.

5 Geodesic Finite Elements on SE(3)

In this chapter we work out geodesic finite elements for Cosserat rod problems.
Remember that configurations of Cosserat rods are described by functions map-
ping intervals onto the special Euclidean group SE(3) = R

3
⋊ SO(3). Using the

results about products of spaces we know that this is a Riemannian manifold
with tangent spaces

T(r,q)SE(3) = TrR
3 ⊕ TqSO(3). (18)

The metric is given by

g(r,q)(·, ·) : T(r,q)SE(3) × T(r,q)SE(3) → R

g(r,q)
(
(w1, qv̂1), (w2, qv̂2)

)
= 〈w1, w2〉 + 〈v1, v2〉 (19)

and the exponential map is

exp(r,q) : T(r,q)SE(3) → SE(3)

exp(r,q)(w, qv̂) = (r + w, q exp v̂). (20)
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The following result is a direct consequence of Lemma 2.2 and the completeness
of Euclidean spaces.

Lemma 5.1. SE(3) is geodesically complete.

The injectivity radius of SE(3) can be computed exactly. As minimizing
geodesics in R3 are always unique we have inj(SE(3)) = inj(SO(3)). The in-
jectivity radius of the special orthogonal group SO(3) is given by the following
well-known lemma, proved, e.g., in [13].

Lemma 5.2. Let p, q ∈ SO(3). Then dist(p, q) ≤ π. If dist(p, q) < π then there
is a unique minimizing geodesic from p to q. If dist(p, q) = π then there are
precisely two minimizing geodesics from p to q.

Hence, to a given coefficient vector v̄ ∈ SE(3)
n

and a grid G, there corre-
sponds a unique finite element function if dist(vi, vi+1) < π for all 0 ≤ i < n− 1
(this condition is not necessary, though).

Interpolation Formulas The continuous rod energy functional j defined in
(14) depends only on function values and first derivatives of the configuration
ϕ. As shown in the previous chapter, all that is needed to implement the
evaluation of j are the formulas for geodesics γSE(3)[p, q](·) : [0, 1] → SE(3) and
their derivatives γ′SE(3)[p, q](·) : [0, 1] → TSE(3). These will be derived now.

By (20), the expression for geodesics on the product manifold SE(3) factors
in an expression for geodesics on R3 and an expression for geodesics on SO(3).
Since geodesics in R3 are simply straight lines we focus on the second factor
SO(3). Using quaternion coordinates and the formulas (8) for the exponential
map on SO(3), explicit expressions can be derived for

γSO(3)[p, q](·) : [0, 1] → SO(3).

In the following we drop the subscript for simplicity.
For any geodesic on SO(3) that connects p to q there is a tangent vector

pv̂ ∈ TpSO(3) such that expp pv̂ = q. Since expp is a local diffeomorphism
(hence locally invertible) we can write v̂ = exp−1(p−1q), where we have also
used (7). We use (8) and the hat map (6) to obtain that the geodesic distance
between p and q is |v̂| = |v| = 2 arccos((p−1q)4) and that

vj =
(p−1q)j |v|

sin |v|
2

, j = 1, 2, 3. (21)

The interpolation between p and q along the connecting geodesic induced by v̂
is then

γ[p, q](s) = expp spv̂ = p exp sv̂, (22)

with v̂ given by (21) and the hat map. Note that the symmetry property
γ[p, q](s) = γ[q, p](1 − s) can be shown by direct calculation. Formula (22)
corresponds to (4.7) in the article of Crisfield and Jelenić [6].

Next we compute the tangent vector of a geodesic from p to q at s ∈ [0, 1].
By (22) and the chain rule we get

γ′[p, q](s) =
∂γ[p, q](·)

∂s

∣∣∣∣
s

= p
∂ exp

∂v

∣∣∣∣
sv̂

· v̂.
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Using quaternion coordinates on SO(3) and identifying so(3) with R3, the
derivative ∂ exp

∂v
is a 4 × 3 matrix. The explicit formula can be found in [13,

App. A].

Minimization Formulations We now write down the discrete version of the
rod minimization problem (16). Let G be a grid on [0, l] with n vertices and
maximum element size h. Let ϕ0, ϕl ∈ SE(3) be given Dirichlet boundary data.
We want to

minimize j in V
SE(3)
h (23)

subject to
ϕh(0) = ϕ0, ϕh(l) = ϕl,

and the nonpenetration condition (9), where

j(ϕ) =

∫

[0,l]

W (u(ϕ) − û, v(ϕ) − v̂) ds

is the hyperelastic energy functional (14).

Using the prolongation operator E−1 : SE(3)
n
→ V

SE(3)
h we can also write

down an algebraic formulation of the same problem. Let h be sufficiently small
for E−1 to be single-valued. Then the algebraic problem is to

minimize ̄ in SE(3)n

with the algebraic rod energy functional

̄(ϕ̄) =

∫

[0,l]

W
(
u(E−1(ϕ̄)) − û, v(E−1(ϕ̄)) − v̂

)
ds, (24)

subject to (9) and the boundary conditions

ϕ̄0 = ϕ0 and ϕ̄n−1 = ϕl.

Using Lemma 2.1 and the fact that u, v, and W are all differentiable func-
tions we can show the following.

Lemma 5.3. The algebraic rod functional ̄ : SE(3)
n
→ R depends differentiably

on its arguments.

6 A Riemannian Trust-Region Solver for Cosserat

Rod Problems

We have seen that algebraic geodesic finite element problems have the form

minimize ̄ in M,

where M is a product manifold and ̄ a functional that maps (a subset of) M
to R. For such minimization problems Absil et al. [1] introduced a Riemannian
trust-region method. In this section we show how this method can be used
to solve Cosserat rod problems that have been discretized by geodesic finite
elements. From the underlying Newton idea trust-region solvers inherit local
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superlinear convergence; however, they are also globally convergent. While
Newton-type methods for Cosserat rods seem to be standard [14, 16], to our
knowledge no trust-region algorithm for Cosserat rods has been published.

There are two obstacles to generalizing standard trust-region methods to
nonlinear spaces. First, the concept of a local quadratic model of the objective
function has to be revised. Also, as there is no canonical addition defined on
a manifold, the update procedure xν+1 = xν + vν needs to be replaced by
something more general. We will now briefly present the generalization of the
trust-region algorithm to Riemannian manifolds as introduced by Absil et al.
[1] and show how the general algorithm specializes when the underlying space
is the set SE(3)

n
of configurations of an algebraic Cosserat rod problem.

Riemannian Trust-Region Methods Let M be a Riemannian manifold
with metric g. The basic idea of the Riemannian trust-region algorithm is that
in a neighborhood of a point q ∈ M the objective function can be lifted onto
the tangent space TqM . There, a vector space trust-region subproblem can be
solved and the result transported back onto M . In the case of M = SE(3)

n
, the

exponential map can be used for the transport, since an explicit formula for its
evaluation is available. More formally, let qν ∈M , ν ∈ N be the current iterate.
Using expqν

to lift the objective function j onto the tangent space Tqν
M we

obtain the lifted functional

̂ν : Tqν
M → R

̂ν(v) = j(expqν
v).

Let ρν ∈ R be the current trust-region radius. The Riemannian structure g
turns Tqν

M into a Banach space with the norm ‖·‖gqν
=
√
gqν

(·, ·). There, the
trust-region subproblem reads

vν = arg min
v∈Tqν M

‖v‖gqν
≤ρν

mν(v) (25)

with the quadratic, but not necessarily convex model

mν(v) = ̂ν(0) + gqν
(∇̂ν(0), v) +

1

2
gqν

(∇2 ̂ν(0)v, v). (26)

Here ∇̂ν(0) is the gradient and and ∇2 ̂ν(0) the Hessian of ̂, both evaluated at
0 ∈ Tqν

M . Note that the problem is independent of a specific coordinate system
on Tqν

M . As a minimization problem of a continuous function on a compact
set, (25) has at least one solution. A solution vν ∈ Tqν

M of (25) generates the
new iterate by

qν+1 = expqν
vν .

As for trust-region methods in linear spaces, the quality of a correction step
vν is estimated by comparing the functional decrease and the model decrease.
If the quotient

κν =
j(qν) − j(expqν

vν)

mν(0) −mν(vν)

is smaller than a fixed value η1, then the step is rejected, and vν is recomputed
for a smaller trust-region radius ρ. If not, the step is accepted. If κν is larger
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than a second value η2, the trust-region radius is enlarged for the next step.
Common values are η1 = 0.01 and η2 = 0.9 [5].

For this method, Absil et al. [1] proved global convergence to first-order
stationary points, and, depending on the exactness of the inner solver, locally
superlinear or even locally quadratic convergence.

Application to Cosserat Rod Problems When applying the general Rie-
mannian trust-region algorithm to the discrete Cosserat rod problem (23), the
manifold M is SE(3)

n
, with n the number of grid vertices. For simplicity we will

ignore the orientation-preserving inequality (9). We denote elements of SE(3)
n

by

(r, q) =

n−1∏

i=0

(ri, qi), ri ∈ R
3, qi ∈ SO(3).

At any (r, q) ∈ SE(3)n, by (18) and Lemma 2.3 the tangent space is

T(r,q)SE(3)
n

=

n−1⊕

i=0

(
Tri

R
3 ⊕ Tqi

SO(3)
)

=

n−1⊕

i=0

(
R

3 ⊕ qiA
3
)
,

where the spaces qiA
3 have been defined in (5). The exponential map exp(r,q) :

T(r,q)SE(3)
n
→ SE(3)

n
can be written as

exp(r,q)(w, qv̂) =
n−1∏

i=0

(
ri + wi, qi exp v̂i

)
, (27)

where we have used (4) together with (7).
The functional to be considered is the algebraic Cosserat rod energy ̄ defined

in (24) and repeated here for convenience:

̄ : SE(3)
n
→ R

̄(ϕ̄) =

∫

[0,l]

W
(
u(E−1(ϕ̄)) − û, v(E−1(ϕ̄)) − v̂

)
ds. (28)

The prolongation mapping E−1 : SE(3)
n
→ V

SE(3)
h is given element-wise. Let

[li, li+1] be an element of G and let s ∈ [li, li+1], then

E−1(ϕ̄)(s) = γSE(3)[ϕ̄i, ϕ̄i+1](F
−1
i (s))

=
(
γR3 [ri, ri+1](F

−1
i (s)), γSO(3)[qi, qi+1](F

−1
i (s))

)
, (29)

where ϕ̄i = (ri, qi) and Fi is the affine mapping from the reference element [0, 1]
to [li, li+1]. Since R3 is linear the geodesics there are line segments and geodesic
finite elements degenerate to standard finite elements. Using the vector-valued
nodal basis functions ψj

k : [0, l] → R3 and the fact that Fi(s) = li + s(li+1 − li)
we can rewrite (29) as

E−1(ϕ̄)(s) =

(
∑

j∈{0,1,2}
k∈{i,i+1}

rj
kψ

j
k(s), γSO(3)[qi, qi+1]

( s− li
li+1 − li

))
.
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Remark 6.1. Note that the Riemannian trust-region method is a descent method,
and therefore the sequence of iterates remains within the sublevel set of the first
iterate. Since ̄ is assumed to be coercive, these sublevel sets are bounded. By
Lemma 4.2 we know that if the grid is fine enough there is a neighborhood
U ⊂ SE(3)

n
of the discrete solution such that there is a one-to-one correspon-

dence between geodesic finite element functions in V
SE(3)
h and coefficient vectors

in U . Hence for initial iterates close enough to the solution we can disregard

the distinction between V
SE(3)
h and SE(3)n.

We now lift ̄ onto the tangent bundle of SE(3)
n
. Let ν ∈ N be the iteration

number and (rν , qν) ∈ SE(3)
n

the current iterate of a Riemannian trust-region
method. Then, using the exponential map (27), the lifted algebraic rod func-
tional at (rν , qν) is

̂ν : T(rν ,qν)SE(3)
n
→ R

̂ν(w, qν v̂) = ̄(exp(rν ,qν)(w, qν v̂)) = ̄(rν + w, qν exp v̂). (30)

In order to obtain the quadratic model mν defined in (26), we need to compute
the gradient ∇̂ν and the Hesse matrix ∇2̂ν of the lifted functional ̂ν at 0 ∈
T(rν ,qν)SE(3)n. Using (19) we get

gν(∇̂ν , (w, qν v̂)) = 〈∇w ̂ν , w〉 + 〈∇v ̂ν , v〉

for all (w, qν v̂) ∈ T(rν ,qν)SE(3)
n
, where ∇w ,∇v ∈ (R3)n denote the gradients with

respect to w and v, respectively. Using the canonical basis of R3, the coefficients
of these gradients are the partial derivatives in the coordinate directions. To
compute them, we first introduce the algebraic strain measures

ū, v̄ : SE(3)
n

→ C([0, l],R3)

ū(r, q) = u(E−1(r,q)), v̄(r, q) = v(E−1(r,q)).

They associate continuous strain functions to coefficient vectors in SE(3). Us-
ing (28) and (30) we get

∇w ̂ν =

∫

[0,l]

∇wW
(
ū(exp(rν ,qν)(w, qν v̂)) − û, v̄(exp(rν ,qν)(w, qν v̂)) − v̂

)
ds,

and likewise for ∇v ̂. Hence computing the gradient of the lifted energy func-
tional ̂ν amounts to computing the gradient of the lifted energy density

Ŵν(w, v) = W
(
ū(exp(rν ,qν)(w, qν v̂)) − û, v̄(exp(rν ,qν)(w, qν v̂)) − v̂

)
.

Before continuing further we choose a specific energy density W . The sim-
plest choice for a rod material is the linear elastic one. In this case, the energy
is a quadratic function of the strains

W (w, z) =
1

2

(
w

z

)T

W

(
w

z

)
,

where W ∈ R6×6 is symmetric and positive definite. A further simplification
takes the matrix W to be diagonal, such that the energy density W takes the
form

W (u − û, v − v̂) =
1

2

3∑

i=1

Ki(ui − ûi)
2 +

1

2

3∑

i=1

Ai(vi − v̂i)
2, (31)
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with scalar parameters Ki, Ai, i ∈ {1, 2, 3}. Despite its simplicity, this material
law is widely used [9, 16].

Let wj
i , v

j
i be the coefficients of w, v pertaining to the i-th grid vertex and

the canonical coordinate direction j. Then, for any s ∈ [0, l], the coefficients of

∇wŴ (s) and ∇vŴ (s) at 0 ∈ T(rν ,qν)SE(3)
n

are given by

∂Ŵ

∂wj
i

=

3∑

m=1

Am

(
v̄m(rν , qν) − v̂m

) ∂

∂wj
i

v̄m(rν + w, qν exp v̂) (32)

∂Ŵ

∂vj
i

=

3∑

m=1

Km

(
ūm(qν) − ûm

) ∂

∂vj
i

ūm(qν exp v̂)

+

3∑

m=1

Am

(
v̄m(rν , qν) − v̂m

) ∂

∂vj
i

v̄m(rν + w, qν exp v̂), (33)

where we have used that u does not depend on r. To compute the derivatives
of the algebraic strains consider an element [li, li+1] and s ∈ [li, li+1]. Then, for
j,m ∈ {1, 2, 3} and k ∈ {i, i+ 1}, the derivative of v̄ with respect to the finite
element coefficients is

∂

∂wj
k

v̄m(rν + w, qν exp v̂)(s) =
〈∂ψj

k

∂s
(s), dm

(
γSO(3)[qi, qi+1](F

−1
i (s))

)〉

and

∂

∂vj
k

v̄m(rν + w, qν exp v̂)(s)

=
〈
r′(s),

∂dm

∂q
·
∂

∂vj
k

γSO(3)[qi exp v̂i, qi+1 exp v̂i+1](F
−1
i (s))

〉
.

The brackets denote the scalar product in R3. The derivatives of the rotational
strain ū are, again for j,m ∈ {1, 2, 3} and k ∈ {i, i+ 1},

∂

∂vj
k

ūm(qν exp v̂)(s) = 2
〈
Bm

( ∂

∂vj
k

γSO(3)[qi exp v̂i, qi+1 exp v̂i+1](F
−1
i (s))

)
,

γ′SO(3)[qi, qi+1](F
−1
i (s))

〉

+ 2
〈
Bm

(
γSO(3)[qi, qi+1](F

−1
i (s))

)
,

∂

∂vj
k

γ′SO(3)[qi exp v̂i, qi+1 exp v̂i+1](F
−1
i (s))

〉
.

Unlike above, the brackets in this expression denote the scalar product in R4.
Also recall that primes denote derivation with respect to s. As ū is independent
of the centerline the derivatives ∂ū/∂wk

j are zero. The appendix of [13] shows
how the preceding formulas are obtained.

Deriving (32) and (33) once more we get the coefficients of the Hessian matrix
in a straightforward manner. Note that since ̂ν is a functional on a linear space,
its Hessian is symmetric. It involves second derivatives of the strain measures
which, in principle, can also be computed analytically. However, the formulas
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get fairly unwieldy. Fortunately, approximations to the Hessian matrix are
allowed by the convergence theory of Riemannian trust-region methods. The
examples in Chapter 7 use a finite-difference approximation to compute ∇2 ̂.

The standard Riemannian trust-region algorithm uses the Riemannian norm
‖·‖gqν

to define the trust-region. In the finite-element context it is preferable to
use a discretization of the L2-norm. Let ψi be the scalar nodal basis function
corresponding to vertex i and let

M3 ∈ R
3n×3n, (M3)ij = Id3×3

∫

[0,l]

ψiψj ds

be the 3-valued mass matrix for the grid G. Introduce the scaled L2-norm

‖·‖α,(r,q) : T(r,q)SE(3)
n
→ R

‖(w, qv̂)‖2
α,(r,q) = α〈w,M3w〉 + 〈v,M3v〉,

with a fixed scaling parameter α > 0. This parameter is used to compensate for
the possible scale differences between translational and rotational corrections.
Alternatively, it is possible to use a generalization of the maximum norm on the
tangent bundle of SE(3)

n
by defining

‖·‖∞,α,(r,q) : T(r,q)SE(3)
n
→ R

‖(w, qv̂)‖∞,α,(r,q) = max{α‖w‖∞, ‖v‖∞}. (34)

For this norm, no matrix needs to be assembled and the trust region

Ktr
∞,ν =

{
(w, qν v̂) ∈ T(rν ,qν)SE(3)n

∣∣ ‖(w, qν v̂)‖∞,α,(r,q) ≤ ρν

}

≃ [−ρν , ρν ]6n

has a tensor-product structure.
In summary, we obtain the inner trust-region problem

(wν , qν v̂ν) = arg minmν(w, qν v̂), (35)

where the minimization is over all (w, qν v̂) ∈ T(rν ,qν)SE(3)n with

‖(w, qν v̂)‖(rν ,qν) ≤ ρν ,

using one of the norms introduced above and

mν(w, qν v̂) = ̂ν(0) + gν

(
∇̂ν(0), (w, qν v̂)

)
+

1

2
gν

(
∇2 ̂ν(0)(w, qν v̂), (w, qν v̂)

)
.

With (wν , qν v̂ν) the solution of (35), the next iterate is given by

(rν+1, qν+1) = exp(rν ,qν)(wν , qν v̂ν) = (rν + wν , qν exp v̂ν).

7 Numerical Results

We close this article by giving two short examples demonstrating the efficiency
of the trust-region solver and estimating the convergence of the geodesic finite
element discretization.
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Figure 4: Solution of the example rod problem using a grid with 16 elements.

Consider a rod of unit length which, in its unstressed state, is completely
straight and aligned with the z-axis. The rod is clamped at the origin, and
the second endpoint of the centerline is placed at (1/2, 0, 0), with the cross-
section such that d1 = (1, 0, 0), d2 = (0, 0, 1), and d3 = (0,−1, 0). The solution
configuration for these boundary conditions contains stretching, shear, bending,
and torsion (see Fig. 4).

The material is modelled with the linear diagonal law (31) with parameters
A = (755, 755, 1963) and K = (1.23, 1.23, 0.94). According to the theory of
Clebsch and Kirchhoff (see, e.g., [9]), this corresponds to a rod with a circular
cross-section of radius 0.05 length units, Young’s modulus E = 2.5 ·105 pressure
units, and Poisson ratio ν = 0.3. To avoid the phenomenon of locking (i.e., a bad
approximation property of the discrete problem for coarse grids [4]), we follow
Simo and Vu-Quoc [16] in using a selective integration scheme. For the planar
case, Noor and Peters [12] showed this to be equivalent to a mixed discretization.

Convergence of the Solver Let Gn be a uniform grid on [0, 1] with n vertices.
We set up the Riemannian trust-region algorithm of the previous chapter using
the maximum norm (34) for the definition of the trust region. For the inner
solver we use a monotone multigrid method, which is a descent method with
guaranteed multigrid convergence for convex quadratic problems [10, 13]. The
inner problems are solved to a precision of 10−13 by tracking the H1-norm of the
relative corrections. The initial trust-region has a radius of 1 and the parameters
η1 and η2 are set to 0.01 and 0.9, respectively. The scaling parameter α in the
trust-region norm is set to 1.

To measure the convergence speed we first compute a reference solution
ϕ∗ by letting the solver iterate until the maximum norm of the correction
‖exp−1

ϕν
ϕν+1‖∞ drops below 10−12. We then compute the Hesse matrix H∗

of the lifted energy functional ̂∗ at the last iterate ϕ∗. Assuming ϕ∗ to be
close to a minimum of ̄ we get convexity of ̂∗ and hence H∗ is positive def-
inite. It therefore creates an energy norm on Tϕ∗SE(3)

n
which we denote by

‖·‖H∗ . Revisiting now the iteration history ϕ0, . . . , ϕ
∗ we transport each ϕν

onto Tϕ∗SE(3)n using the inverse exponential map at ϕ∗ and define the error of
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Figure 5: Error eν per iteration ν for a grid consisting of 4096 elements.

levels 2 3 4 5 6 7 8 9 10 11 12

elements 4 8 16 32 64 128 256 512 1024 2048 4096
overall it. 16 14 25 19 24 26 19 29 34 30 30
unsuccessful it. 2 1 2 1 3 4 2 3 5 1 1

Table 1: Number of overall iterations and unsuccessful iterations of the trust-
region solver per grid size.

ϕν as
eν = ‖exp−1

ϕ∗ ϕν‖H∗ .

We first concentrate on trust-region convergence on a single grid. From the
general theory for Riemannian trust-region methods we expect global conver-
gence and local convergence at least close to quadratic. Fig. 5 shows the error
per iteration on a grid of 4096 elements. The initial iterate is the unstressed
reference configuration where the rod is straight along the z-axis, and the load
is applied in a single step. One can see good global convergence in spite of the
fairly remote starting iterate. The sharp drop starting around the 24th iteration
confirms the predictions concerning fast local convergence.

Next we investigate the behavior of the convergence with respect to grid
size. In analogy to [18] one would hope for asymptotically grid-independent
convergence. Starting from a one-level grid with two elements of equal size we
used uniform refinement to create a set of test grids. These grids have between
two and twelve levels and correspondingly the range of element numbers goes
from four to 4096. We ran the same problem as in the previous paragraph on
each of these grids. Table 1 shows the number of trust-region iterations. They
appear to be bounded from above, marking another desirable property of the
algorithm.

Convergence of the Discretization In a second numerical experiment we
measure the order of convergence of the discretization error. We get numeri-
cal evidence that the geodesic finite element solution converges optimally to a
continuous solution, even though this has not been established theoretically yet.
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Figure 6: Measured discretization error as a function of the grid size h.

We consider the same problem setting as above and begin by computing
a solution ϕ∗ on a grid GJ consisting of nJ = 216 + 1 = 65 537 evenly-space
vertices. This solution ϕ∗ will be our reference solution. We then compute
solutions ϕi, 0 < i < 16 on grids consisting of 2i + 1 evenly-spaced vertices. To
allow comparison between solutions in an algebraic setting, we interpolate the
coarse solutions ϕi on the finest grid GJ . Note that this does not lead to errors,
as the geodesic finite element spaces are nested if the corresponding grids are.
In an abuse of notation the interpolated solutions will again be denoted by ϕi.
The errors with respect to the reference solution ϕ∗ are then computed in three
norms:

• The geodesic maximum norm

‖ϕi − ϕ∗‖∞ = max
vj∈GJ

dist
(
ϕi(vj), ϕ

∗(vj)
)
,

• the L2-norm
‖ϕi − ϕ∗‖L2 = 〈δi,M6δ

i〉
Tϕ∗SE(3)nJ ,

where δi = exp−1((ϕi)−1ϕ∗) ∈ Tϕ∗SE(3)
nJ

and

M6 ∈ R
6n×6n, (M6)ij = Id6×6

∫

[0,l]

ψiψj ds

is the vector-valued mass matrix on Tϕ∗SE(3)
nJ

≃ RnJ×6;

• the H1-seminorm

‖ϕi − ϕ∗‖H1 = 〈δi, S6δ
i〉

Tϕ∗SE(3)nJ ,

with δi as above and

S6 ∈ R
6n×6n, (S6)ij = Id6×6

∫

[0,l]

ψ′
iψ

′
j ds

the stiffness matrix of the Laplace problem.
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The results can be seen in Fig. 6. Both the maximum norm and the L2 error de-
crease quadratically, whereas the H1-seminorm decreases linearly as a function
of the mesh size. This is optimal for a first-order method.
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