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We consider the problem of computing molecular free energy profiles along several orthogonal
reaction coordinates by means of constrained simulations. The reaction coordinates define families
of submanifolds, and the mean force along the reaction coordinates is the averaged force acting
vertically to the submanifold. We give a rigorous justification for the calculation of the mean force
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contributions to the mean force in terms of the extrinsic geometry of the submanifold. From this we
are able to derive a hybrid Monte-Carlo based algorithm that can be used to compute expectation
values from constrained simulations such as the mean force in the context of thermodynamic free
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I. INTRODUCTION

Many simulations in molecular-dynamics (MD) applications are devoted to the calculation of free energy profiles
along selected essential coordinates. These coordinates may be slow degrees of freedom or parameterizations of certain
paths along which a reaction takes place. We understand the term reaction in a very broad sense, and mostly assign
it to any conformational transition in a molecule.

In principle the free energy observable can be easily computed from the marginal probability distribution of the
reaction coordinate that the underlying dynamics generates. However, since conformational changes occur rather
rarely, reliably sampling these parts of phase space is a relatively tedious issue [1]. Hence one way out is to constrain
the system to fixed coordinate values which correspond to rare events, and to compute the average force acting
upon these coordinates. The free energy is then obtained as the potential of mean force. This technique is known
as thermodynamic integration [2]. The hope is that once one has successfully identified the essential coordinates,
sampling in the remaining phase space should be comparably fast.

During the last few years many attempts have been made to derive expressions for the mean force along specified
coordinates that can be computed on the fly during constrained simulations. Most authors proposed to exploit the
force of constraint that conserves the constraint in the course of integration [3–6]. Nevertheless at the beginning,
there was some disagreement about the correct expression for the reactive force as well as about the proper averaging
procedure — which is the probability measure to be taken? There are even incommensurable definitions of free energy
as it was pointed out in the review [7].

The problem of the correct expression for the force has been addressed in great detail, yet the question of how to
compute the respective average has remained open. To address the second topic we first reconsider the problem of
deriving an expression for the force in a manner which allows us to address two key issues: at first it provides a clear
and concise interpretation of the mean force along a reaction coordinate, and even more important, it enables us to
derive a hybrid Monte-Carlo (HMC) scheme for constrained MD simulations. With this tool at hand we are then
able to compute free energy profiles along several reaction coordinates from a constrained MD trajectory. The main
advantage of this novel method is that it is conceptually very simple and lucid, and that ergodicity is guaranteed
under rather mild assumptions. Additionally it offers control over the numerical discretization error. We shall shortly
sketch our approach:

∗ To whom correspondence should be addressed. E-mail: chartman@math.fu-berlin.de
† E-mail: schuette@math.fu-berlin.de

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Repository: Freie Universität Berlin (FU), Math Department (fu_mi_publications)

https://core.ac.uk/display/267950403?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2

Free energy as the potential of mean force

Consider a molecular system whose motion is governed by the Lagrangian function L : TRn → R. The corre-
sponding Hamiltonian function H : T ∗Rn → R is as usual the sum of kinetic and potential energy. We introduce a
multidimensional reaction coordinate by defining a vector-valued function c : Rn → Rm depending upon the position
variables q ∈ Rn only. One possible way then is to define the Fixman potential or the thermodynamical Helmholtz
free energy F = U − TS from the probability density of the level sets c(q) = c′

exp(−βF (c′)) =

∫

c(q)=c′
exp(−βH(q, p))dσ , (I.1)

where (q, p) are the canonical coordinates on the phase space T ∗Rn = Rn×Rn, the parameter β = 1/T is the inverse
temperature, and dσ = dσ(q, p) is the surface element of the level sets Σ × Rn considered as submanifolds in phase
space with Σ = {q | c(q) = c′} ⊂ Rn. We shall not conceal that a different notion of free energy which is by far more
prevalent in the literature is provided by

exp(−βG(c′)) =

∫

Rn×Rn

exp(−βH(q, p))δ(c(q) − c′) dqdp

=

∫

c(q)=c′
exp(−βH(q, p))vol(Dc(q))−1dσ ,

where vol(Dc) =
√

det(DcDcT ) denotes the matrix volume of the rectangular Jacobian matrix. Though this is
certainly the traditional definition of free energy it has the unpleasant property that it depends on the parameterization
of Σ as can be readily checked. For that reason we adopt the first definition (I.1), as it does not suffer from this
ambiguity; it is typically used in transition state theory. All basic ideas stay the same, and at the end of this paper
we will shortly explain how both concepts are related to each other.

For convenience we require that the vectors grad ci are mutually orthogonal. Not only is this restriction not
too severe, since in molecular dynamics applications these coordinates will often be orthogonal coordinates like, for
instance, torsion angles, but it can be easily relaxed at the price of introducing further notation. Indeed it can be
shown by taking the derivatives with respect to the reaction coordinate on either sides of (I.1) that computing the
free energy is equivalent to asking for the mean force acting along the reaction coordinate

∂F

∂c′
=

(

∫

c(q)=c′
exp(−βH(q, p))dσ

)−1
∫

c(q)=c′

∂H

∂c

∣

∣

∣

c(q)=c′
exp(−βH(q, p))dσ , (I.2)

that is, the free energy is the potential of the thus defined mean force. In principle the force fc = −∂H/∂c inside the
integral can be computed after pulling back the Hamiltonian to a tubular neighbourhood of Σ and endowing it with
an appropriate set of coordinates. Results in this regard have appeared in [4] for the alternative definition of free
energy, yet there was a lack of understanding of the different contributions to the mean force. We shall reconsider the
known result to some extend to obtain some insight into the underlying geometry.

We shall emphasize that picking out a good reaction coordinate is in general a nontrivial task which requires a lot
of physical or chemical previous knowledge. In this sense there is no natural candidate for the reaction coordinate
as there would be in the presence of symmetry [8], or in reduction onto certain characteristic manifolds [9]. It is
also important to note that rather than obtaining a reduced system of equations the primary goal of free energy
calculations is the free energy landscape from which statistical molecular properties are analyzed.

Constrained and unconstrained vector fields

In order to develop an algorithmic concept for computing the mean force, it is very common to treat the reaction
coordinate c(q) = c′ as a holonomic constraint, and to show that the force in demand is the constraint force plus some
further terms [3, 5, 6, 10]. As we will show, these further terms are related to the connection 1-form of the normal
bundle over the configuration submanifold Σ ⊂ Rn. Switching to the Lagrangian view we find that the generalized
force can be equally well expressed as fc = ∂L/∂c. This yields

f i
c(q, v) = −λi(q, v0) + ‖grad ci(q)‖−1 〈v1, dni[v0]〉) , q ∈ Σ ,

where λi labels the constraint force for the i-th component of the constraint, v = v0 + v1 is the decomposition of a
generic tangent vector v = q̇ into components v0 ∈ TqΣ, and v1 ∈ NqΣ, where the normal space is spanned by an
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orthonormal frame {n1, . . . , nm}. The expression 〈v1, dni[v0]〉 is related to the connection 1-form associated with the
normal frame; in some sense the last term can be understood as a corrective force that acts on the intrinsic motion
on the constrained phase space TΣ.

We have to be a bit careful as the approach using holonomic constraints is very subtle. On the one hand we want
to evaluate the force f at c = c′ regardless of ċ, and on the other hand the constraint imposes the condition ċ(q) = 0
on the velocities. For that reason the supposedly attractive Routh construction Lλ = L − λici, or as well the Dirac
bracket are bound to miss the point: either ċ = 0 on both sides of the equals sign, or ċ 6= 0 in case of which it is not
clear why λ should be the constraint force.

Conditional averaging with hybrid Monte-Carlo

In principle the above expression for fc allows for an averaging scheme using any probability distribution for
the non-constrained coordinates. Regarding free energy calculations as opposed to classical averaging [11, 12] or
homogenization in time [13], we consider averages over a submanifold with a weight given by the respective Gibbs
distribution µ ∝ exp (−βE), where E denotes the total energy of L. Therefore it cannot be the case that reducing the
dynamics to the free energy landscape will provide a pathwise approximation to the original dynamics. Since the free
energy is a thermodynamical concept, we rather expect convergence in probability with respect to the Gibbs measure
[14].

The velocity average of the force fc can be computed analytically. It is known that the velocity contribution to the
constraint force is related to the second fundamental form of the embedding, describing the curvature of the constraint
surface in the surrounding space (extrinsic curvature). On average only the mean curvature of Σ in Rn contributes
to the force, since the connection 1-form vanishes. We find

f̄ i
c(q) = −‖grad ci(q)‖−1(〈ni(q), gradU(q)〉 − β−1κ(q)) , q ∈ Σ ,

where κ denotes the mean curvature. The mean curvature stands for the metric entropy of the constraint surface,
whereas the vanishing connection indicates that the average ambient space forcing on the surface is zero.

Once the velocities have been averaged out, the configuration space average can be efficiently computed from the
constrained Gibbs density. Intriguingly the constrained density µΣ is related to the just described conditional density
on TRn|Σ = Σ × Rn in a very simple way

µΣ(q, v) = µ(q, v0) , (q, v0) ∈ TΣ .

Thus µΣ is merely the full density µ restricted to the constrained phase space. This representation is very convenient
because it does not rely on introducing local coordinates, and we can use it to set up the hybrid Monte-Carlo procedure
which is presented herein quite efficiently. Our method is similar to the famous blue moon sampling but considerably
simpler as there is no reweighting involved [15]. This simplicity is owed to the particular choice of the free energy but
it can easily be carried forward to the traditional definition.

In principle, computing the mean force is not a big deal using any of the standard thermostat techniques. However
they have to meet two major requirements: firstly the thermostat has to be consistent with constrained dynamics,
and secondly the dynamics has to be ergodic with respect to the constrained Gibbs density in configuration space.
It is well-known that the ordinary Nosé-Hoover thermostat suffers from ergodicity problems for certain classes of
Hamiltonians [16, 17]. This pathology can be removed by using extensions to the single-oscillator chain or the Andersen
constant temperature thermostat [18, 19]. But even then, the sampling works well only if the dynamics is ergodic,
and conditions to guarantee ergodicity are still lacking. Additionally all these more sophisticated methods have in
common that due to their complexity they are relatively hard to implement, and they require a careful adjustment of
the parameters involved. Even worse, it is not clear a priori how these methods fit constrained symplectic integration;
see [20] for a discussion on that topic. In particular in the Nosé-Hoover method the constraint force becomes dependent
on the thermostat variables, which means that it can no longer be interpreted as the constraint force for the subsystem.
A promising alternative is to use stochastic high friction Langevin dynamics since it is ergodic for the systems under
considerations [7]. However since our approach is heavily based on deterministic dynamics we shall not discuss this
method here.

We adopt the hybrid Monte-Carlo (HMC) technique. Belonging to the class of Metropolis Monte-Carlo it is con-
ceptually very simple, and it is designed to handle symplectic integration, as one can use standard integrators for
constrained Hamiltonian systems. Moreover it is proven that the HMC dynamics is ergodic with respect to the posi-
tional density under rather weak conditions which are fulfilled for our purposes. We show that HMC indeed generates
the constrained Gibbs density with an acceptance procedure that is similar to the usual Metropolis acceptance step.
We further demonstrate how HMC can be efficiently used in connection with ordinary constrained molecular dynamics
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and show how the proposal can easily be generated. As an additional treat the acceptance procedure also controls
the numerical error, for the HMC rejects those moves that have too large energy fluctuations.

II. SOME GEOMETRY

Reaction coordinates and the molecular Lagrangian

We start from the Lagrange function L : TRn → R in an Euclidean configuration space that is defined by

L(q, v) =
1

2
〈Mv, v〉 − U(q) ,

where M is the diagonal mass matrix, v = q̇ and U : Rn → R is the molecular interaction potential. In order to keep
a compact notation, we choose mass-scaled coordinates q 7→ M1/2q which allows us to set M = 1 in the following. By
no means this will affect our considerations; all computations can be carried out with respect to the scaled coordinates
using the standard inner product of Rn. A reaction coordinate is a smooth function c : Rn → Rm the level sets of
which define a family of configurational submanifolds

Σ = {q ∈ Rn | c : Rn → Rm, c(q) = c′} ⊂ Rn . (II.1)

Note that a holonomic constraint c(q) = c′ further requires that ċ(q) = 0. We assume that c is sufficiently smooth,
and that for a given value c′ the Jacobian Dc(q) has maximum rank m everywhere on Σ, such that Σ is a proper
submanifold of codimension m in Rn. The normal bundle over Σ is defined as

NΣ = {(σ, n) |σ ∈ Σ, n ∈ NσΣ} ⊂ Rn × Rn .

Then in a sufficiently small neighbourhood there is a natural diffeomorphism of NΣ into Rn given by (σ, n) 7→ σ + n,
and we can pull back the Euclidean metric considering NΣ as our classical configuration space. This is reasonable since
we observe the system’s behaviour only in the vicinity of the submanifold Σ. Let (σ(t), n(t)) be an arbitrary curve in
NΣ passing through (σ, n) at time t = 0. We identify the tangent space T(σ,n)NΣ with the n-dimensional subspace
of Rn ×Rn that is spanned by all vectors of the form (X, Y ) = (σ̇(0), ṅ(0)). Note that clearly (X, Y ) 7→ X + Y maps
the tangent vectors back into Rn. Hence setting the mass matrix to unity the molecular Lagrangian reads

L̃(σ, n, σ̇, ṅ) =
1

2
〈σ̇ + ṅ, σ̇ + ṅ〉 − U(σ + n) . (II.2)

We introduce two projections: for each σ ∈ Σ consider a decomposition TσR
n = TσΣ⊕NσΣ into tangent and normal

space. The corresponding orthogonal projections are denoted by Hσ, Vσ. By this we obtain a decomposition of Rn,
since we can naturally identify TσR

n with Rn.

Coordinate expressions

Suppose σ : Rn−m → Σ is a local embedding of Rn−m onto Σ ⊂ Rn, and for each σ ∈ Σ we are given an
orthonormal frame n1(σ), . . . , nm(σ) which spans NσΣ. As a consequence of the maximum rank assignment for
Dc(q)and the Implicit Function Theorem [21] we may introduce local coordinates x1, . . . , xn−m, y1, . . . , ym in a tubular
neighbourhood of Σ, such that x1, . . . , xn−m are coordinates on the manifold and y1, . . . , ym measure the distance
from it in the frame given by the normalized gradients of the components of the map c(q). Then in the tubular
neighbourhood the relation between the Cartesian coordinates q ∈ Rn and the local coordinates is just

q(x, y) = σ(x) + yini(σ(x)) , (II.3)

whereas the reaction coordinate is related to the normal coordinates by

ci(q(x, y)) − c′i = ‖grad ci(σ(x))‖yi (II.4)

without summation over i. Thus if the gradients grad ci(σ) vanish nowhere, then Σ is completely determined by
the condition y = 0. We endow the tangent spaces T(σ,n)NΣ with the standard bases ∂/∂x1, . . . , ∂/∂xn−m and
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∂/∂y1, . . . , ∂/∂ym, respectively. Abbreviating z = (x, y) we can compute the local coordinate expression for the
metric tensor by

gij(z) = δkl
∂qk

∂zi

∂ql

∂zj
, i, j, k, l = 1, . . . , n

where qk are the components of the coordinate map q(z). For the sake of convenience we may write X l = ∂σ/∂xl for
vectors tangent to the manifold; then the metric tensor takes the following form

g(x, y) =

(

G(x) + C(x, y) A(x, y)
A(x, y)T 1

)

, (II.5)

where the matrix G(x) ∈ R(n−m)×(n−m) is the metric tensor induced on Σ by the restriction of the Euclidean metric,
that is Gij =

〈

X i, Xj
〉

. The matrix C(x, y) ∈ R(n−m)×(n−m) has the entries

Cij = 2yl
〈

dnl[X
i], Xj

〉

+ ykyl
〈

dnk[X i], dnl[X
j]
〉

.

If Σ has codimension one, then the matrices G, C can be given a nice geometrical meaning: let M denote the matrix
of the Weingarten map that is associated with the second fundamental form of the embedding; then it is true that
G + C = G(1− M)2 (cf. [22, 23]). The elements of the off-diagonal matrix A(x, y) ∈ R(n−m)×m are

Aij = yl
〈

ni, dnl[X
j]
〉

.

Finally, the Lagrangian (II.2) has the local coordinate expression

L(x, y, ẋ, ẏ) =
1

2
〈(G(x) + C(x, y))ẋ, ẋ〉 + 〈A(x, y)ẏ, ẋ〉 +

1

2
〈ẏ, ẏ〉 − U(q(x, y)) . (II.6)

III. FORCE EXPRESSIONS

Using the previous arrangements we are able to compute the force along the reaction coordinate whenever it is close
to the submanifold Σ. Let z(t) be the coordinate expression for a curve (σ(t), n(t)) passing through Σ, and which is
a solution of the Euler-Lagrange equations

d

dt

∂L

∂żi
− ∂L

∂zi
= 0 . (III.1)

For a given molecular potential this curve will only occasionally pass through Σ, or stay close to it. Suppose the
trajectory hits Σ at t = 0, and stays in the tubular neighbourhood in the time interval t ∈ [−ε, ε] for ε > 0. As the
curve is an integral curve of (III.1) we can compute the generalized force fy at t = 0 by

f i
y(x, 0, ẋ, ẏ) =

d

dt

∂L

∂ẏi

∣

∣

∣

y=0
=

∂L

∂yi

∣

∣

∣

y=0
.

Once we have computed f i
y we can exploit (II.4), and switch to f i

c by means of the relation f i
c = ‖grad ci‖−1f i

y. We
can address the kinetic and the potential energy part separately, and we shall start with the molecular potential:

∂U

∂yi

∣

∣

∣

y=0
= ni(σ(x)) · dU(σ(x)) . (III.2)

The equation states that the potential energy contribution is the projection of the molecular force field onto the
normal space which is basically the directional derivative of U along the vector ni. Omitting the potential from now
on we continue with the kinetic energy part: a direct calculation reveals

∂L

∂yi

∣

∣

∣

y=0
= Sjk

i (σ(x)) ẋj ẋk + ωl
i(σ(x))[Xk ] ẏlẋk , (III.3)

where we introduced the short-hand notation Sjk
i =

〈

dni[X
j ], Xk

〉

, and ωl
i[·] =

〈

nl, dni[·]
〉

for the partial derivatives
of the metric tensor elements at y = 0. Both terms have a nice geometrical interpretation: Si are the Weingarten
maps, and ωl

i are the connection coefficients of the normal connection, as we will explain now.
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a. Extrinsic Curvature. We begin with the Weingarten maps: let X, Y, be two vector fields tangent to Σ; then
the second fundamental form of the embedding Σ ⊂ Rn is defined by [24]

II(X, Y ) = VσdX [Y ] = nl 〈nl, dX [Y ]〉 .

It follows by a simple polarization argument that II is symmetric in its arguments. Now if Xk = ∂σ/∂xk ∈ Rn is
tangent to Σ, we can differentiate the relation

〈

ni, X
k
〉

= 0 along a vector Xj ; it follows immediately that

II(Xj , Xk) = nl
〈

Xk, SlX
j
〉

with the symmetric Weingarten maps Si = −Hσdni[·], where we remind the reader that the summation convention
is in force. The matrices of the Weingarten maps in the basis of the tangent vectors Xj, Xk have the entries

W jk
i = Gjl

〈

Xl, dni[X
k]
〉

.

Bear in mind that σ̇ = Dxσẋ. Setting J = Dxσ we find that ẋ = G−1JT σ̇ as G = JT J is invertible. Since G−1JT is
the Moore-Penrose pseudo-inverse of J , we uncover Ri = HσJWiG

−1JT as the matrix of the Weingarten map in the
original coordinate basis, namely

Sjk
i ẋj ẋk = Rjk

i σ̇j σ̇k , Ri ∈ Rn×n , σ̇ ∈ TσΣ .

b. Normal connection. Commonly the normal connection of the embedding Σ ⊂ Rn is expressed by its connection
1-forms which coincide with our ωl

i[·] (cf. [25, 26]). Addressing these terms, we can distinguish two cases: first of
all if Σ has codimension m = 1 in Rn then it is a well-known fact that dn[·] ∈ TσΣ (Weingarten’s equation [27]).
Consequently the matrix A ∈ R(n−m)×1 in the expression (II.5) for the metric tensor is zero, and the connection term
does not appear at all. However if Σ has codimension m > 1 then it is no longer true that dni[·] ∈ TσΣ, and ωl

i which
indicates the forcing of the normal vector field will contribute to the force. Recalling that n = yini(σ(x)) ∈ Rn we
have the following identity to hold at y = 0

ωl
i[X

k] ẏlẋk = 〈ṅ, dni[σ̇]〉 , σ̇ ∈ TσΣ , ṅ ∈ NσΣ .

Computing the mean force

Suppose we have computed the force at each hitting event. Let I = {0, t1, . . . , tN} denote the set of hitting times.
For each hitting event (σk, 0, σ̇k, ṅk) = (σ(tk), n(tk), σ̇(tk), ṅ(tk)) with tk ∈ I the force f i

y reads

f i
y(σk, 0, σ̇k, ṅk) = 〈ni(σk), gradU(σk)〉 − 〈Ri(σk)σ̇k, σ̇k〉 − 〈ṅk, dni(σk)[σ̇k]〉 .

The first two terms constitute the constraint force which depends only on the tangential velocities, and which would
have appeared if we had imposed the additional condition ṅ = 0 on the Euler Lagrange equations [28].

We assume that the system (III.1) is ergodic with respect to the Gibbs density exp(−βE), where E is the total
energy of the Lagrangian. Strictly speaking, we will only be able to assure ergodicity for the discrete Markov chain
that is generated by the numerical hybrid Monte-Carlo scheme following in the next Section, and that approximates
the flow of (III.1) with initial velocities distributed according to the Maxwell distribution [29]. From an algorithmic
perspective we will be dealing with discrete trajectories only, and therefore as N goes to infinity the hits will be
distributed according to the conditional Gibbs distribution on Σ. To set up the stage for the hybrid Monte-Carlo
procedure now, we have to get rid of the velocities in the expression for the force. If we consult (II.2) while taking
into account that ṅ ∈ NσΣ whenever a trajectory passes through Σ, we see that the unnormalized density factorizes
according to

µ(σ, 0, σ̇, ṅ) = exp(−βE(σ, 0, σ̇, ṅ)) = exp(−β/2 〈σ̇, σ̇〉) exp(−β/2 〈ṅ, ṅ〉) exp(−βU(σ)) .

Hence we consider integrals of the type

∫

〈B(σ) v, v〉 exp (−β/2 〈v, v〉) dv1 . . . dvn

with B(σ) ∈ Rn×n being either the matrix of the Weingarten map or the matrix of the normal connection; its
particular form will become apparent in the following. The remaining task is similar to computing the covariance
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matrix of a Gaussian density. Since no cross-terms occur in the density, it is clear that only diagonal terms Biiv
ivi

will survive the averaging procedure. The curvature term entails

θ1
i =

∫

〈Ri(σ) σ̇, σ̇〉 exp(−β/2 〈σ̇, σ̇〉) dσ̇

=

∫

〈Si(σ(x)) ẋ, ẋ〉 exp(−β/2 〈G(x)ẋ, ẋ〉)
√

G(x) dẋ1 . . .dẋn−m

=

∫

〈

G−1(x)Si(σ(x)) u̇, u̇
〉

exp(−β/2 〈u̇, u̇〉) du̇1 . . . du̇n−m

= β−1Tr (Wi(σ)) .

The last expression is known to be the mean curvature of Σ in Rn; since the trace is invariant under similarity
transformations this is just as well computed by Tr (Wi) = div ni. The connection vanishes completely as the first
factor appears only linearly, and therefore has zero mean

θ2
i =

∫

〈ṅ, dni[σ̇]〉 exp(−β/2 〈ṅ, ṅ〉) dṅ

=

∫

〈

ẏlnl(σ), dni[σ̇]
〉

exp(−β/2ẏlẏl) dẏ1 . . .dym

= 0 .

Let us summarize the last few steps: denoting the velocity averaged force by a bar, f̄ i
y is given by

f̄ i
y(σ) = 〈ni(σ), gradU(σ)〉 − β−1div ni(σ) . (III.4)

Remark 1. Carefully inspecting the last equation reveals a manifest physical interpretation for the curvature contri-
bution: recall the thermodynamical definition of the Helmholtz free energy F = U −TS, where T = 1/β is the physical
temperature. The first part U is the energy contribution which is equivalent to our potential energy function U in the
equations of motion. Thus comparing F to the formula (III.4) for the average force we claim that the mean curvature
represents the entropy contribution to the free energy. This relation is in fact established for geodesic flows on compact
manifolds of negative curvature, since this type of flow is known to be mixing and therefore ergodic (cf. [30] and the
references therein).

IV. HYBRID MONTE-CARLO

So far it is by no means obvious how a discretization of (III.1) should put forth a canonical density or Gibbs density
rather than the microcanonical density. In order to calculate conditional averages in (I.2) we have to develop an
algorithmic concept that allows for computing canonical averages preferably avoiding any artificially added heat bath
dynamics. As the velocities in the force observable have been averaged out we only have to compute configurational
averages. Our approach is divided into two steps: first of all we start with the constrained dynamics and show how the
constrained Gibbs density in configuration space is generated by an appropriate hybrid Monte-Carlo scheme. Then
we explain the relation between the constrained invariant density and the conditional density.

Constrained invariant measure

In order to simplify the following discussion concerning the Monte-Carlo approach we switch from the Lagrangian
to the Hamiltonian view. To this end, we introduce the molecular Hamiltonian function which is the equivalent of
the total energy E on the cotangent bundle. Let L : TRn → R be the regular molecular Lagrangian (II.6). The
Hamiltonian H : T ∗Rn → R is obtained by the Legendre transform of L

H(z, w) = 〈ż, w〉 − L(z, ż) with FL : TRn → T ∗Rn, wi =
∂L

∂żi
, (IV.1)

which can be equivalently written in the form H = E ◦ FL−1. By definition of the fibre derivative FL the momenta
w = (u, v) are the conjugate momenta to z = (x, y) which means that

ω = dxi ∧ dui + dyj ∧ dvj
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is the standard symplectic form in local coordinates. Here we use ω to label the symplectic form rather than the
connection 1-form as before. The constrained symplectic form is the restriction of ω to the constrained phase space
T ∗Σ, that is ωΣ = ω|T∗Σ,

ωΣ = dxi ∧ dui .

This tells us how the canonical invariant density µ ∝ exp(−βE ◦ FL−1), and the corresponding invariant measure of
the constrained dynamics looks like, namely

νΣ(dx, du) = Z−1
Σ exp(−β/2

〈

G(x)−1u, u
〉

) exp(−βU(σ(x)) dx1 . . . dun−m (IV.2)

with ui = ∂L/∂ẋi denoting the conjugate momentum to x, and ZΣ being a normalization constant. In the following
we will denote by µΣ the corresponding smooth density, such that νΣ(dx, du) = µΣ(x, u)λΣ. The Liouville measure
λΣ = dx1 . . . dun−m thus defined is associated with the constrained Liouville volume form

ΛΣ =
(−1)d(d−1)/2

d!
ωΣ ∧ . . . ∧ ωΣ (IV.3)

that is obtained from the symplectic form ωΣ by taking the d-fold exterior product, where d = n−m is the dimension
of the constraint submanifold Σ ⊂ Rn.

Constrained hybrid Monte-Carlo

Apparently we cannot separate the density into merely momentum and position dependent parts, and so we write
µΣ(x, u) = Q(x)Px(u) for the density, indicating that the kinetic energy depends on the position coordinates as well.
In order to see how the constrained HMC scheme works with µΣ, we let the discrete one-parameter semigroup ϕkτ

denote a symmetric and symplectic flow map acting on the constrained subspace. Then for a single integration step
(x̃, ũ) = ϕτ (x, u) the HMC acceptance function is defined by

a(x, x̃) = min

{

1,
µΣ(x̃,−ũ)dx̃1 . . . dũd

µΣ(x, u)dx1 . . . dud

}

= min

{

1,
Q(x̃)Px̃(ũ)

Q(x)Px(u)

}

. (IV.4)

The definition of a(x, x̃) relies on the symmetry of Px(u) and the Liouville measure with respect to momentum
inversion u 7→ −u as well as on the invariance of the Liouville measure under ϕτ (see Remark 2 below). Note that
if ϕτ were the exact Hamiltonian flow, then clearly a(x, x̃) = 1. But as in general the discrete flow is not exactly
energy preserving, the acceptance function takes values less than one. In this sense the acceptance and rejection
procedure also controls the numerical error, and we have to show that propagating according to the HMC transition
function which for deterministic flows is equal to the acceptance function a(x, x̃) leaves the Gibbs density µΣ invariant.
This is by no means trivially fulfilled, since our Hamiltonian system has no unique invariant measure. The following
statement holds:

Proposition 1. Let x∗ ∈ Rd be an accepted position value after a single HMC run involving an integration and an
acceptance step. We assume that the initial momentum u is distributed according to µΣ(x, ·) = Q(x)Px(·). Furthermore
let ϑ(x∗) denote the marginal distribution of the position variables after one HMC step. Then for any position
dependent observable O ∈ L1(νΣ) the identity Eϑ[O(x)] = EQ[m(x)O(x)] holds for the expectation values, where
m(x) depends only on the Riemannian structure of the constraint surface Σ.

Proof. The proof follows the outline of [31]. For convenience, we drop the subscript Σ. Suppose the initial position
x follows the Gibbs distribution µ(·, u). Then for a given x we draw a momentum vector from Px(u), and propagate

a single time-step according to (x̃, ũ) = ϕτ (x, u). Using λ̃ = λ ◦ ϕ−τ to label the pulled-back constrained Liouville
measure, and performing the acceptance and rejection procedure we obtain for the expectation value

Eϑ[O] =

∫

O(x∗)

(

µ(ϕ−τ (x∗, ũ))min

{

1,
µ(x∗, ũ)

µ(ϕ−τ (x∗, ũ))

}

det(Dϕ−τ )

+ µ(x∗, ũ)

(

1 − min

{

1,
µ(ϕ−τ (x∗, ũ))

µ(x∗, ũ)

}))

λ̃ ,

where the first term of the right-hand side of the equation comes from the acceptance, the second one stems from
the rejection step. Furthermore in the second term we made use of the symmetry of ϕτ . On condition that ϕτ is
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symplectic, det(Dϕ−τ ) equals one. By integrating out the momenta we easily find that

Eϑ[O] =

∫

O(x∗)
(

µ(x∗, ũ) + min
{

µ(ϕ−τ (x∗, ũ)), µ(x∗, ũ)
}

− min
{

µ(x∗, ũ), µ(ϕ−τ (x∗, ũ))
}

)

λ̃

=

∫

O(x∗)µ(x∗, ũ)λ̃

=

∫

O(x)Q(x)
√

detG(x) dx1 . . . dxd .

The square root in the very last expression originates from the kinetic energy in the constrained measure (IV.2).

Hence we have m =
√

detG which is indeed the correct marginal distribution in configuration space.

So, why does HMC give a symplectic and time-reversible mapping, too? Certainly, the HMC inherits symplecticity
from the discrete flow ϕτ . Time-reversibility can be verified by checking detailed balance:

µ(x, u)a(x, x̃) = µ(x, u)min

{

1,
µ(x̃, ũ)

µ(x, u)

}

= min {µ(x̃, ũ), µ(x, u)} .

The last equation is symmetric with respect to the initial and propagated variables. Hence the detailed balance
condition is satisfied, for µ(x, u)a(x, x̃) = µ(x̃, ũ)a(x̃, x).

Remark 2. The invariance of the Liouville measure is a consequence of the symplecticity of the flow map ϕτ . Bear
in mind that the Liouville form is related to the symplectic form by (IV.3), where the right hand side contains a
number of exterior products. Since the pull-back of an exterior product is the exterior product of the pull-back, i.e.,
(α ∧ β) ◦ ϕ−τ = (α ◦ ϕ−τ ) ∧ (β ◦ ϕ−τ ), we can conclude from symplecticity of the flow map, ω ◦ ϕ−τ = ω that the

constrained Liouville form is conserved. Therefore λ̃ = λ holds true throughout the proof.

Building averages from constrained simulation

We shall try to establish a relation between the constrained probability density µΣ living on the constrained phase
space bundle T ∗Σ and the conditional density µ that is defined on T ∗Rn|Σ = Σ × Rn. Let E be the total energy of
the molecular Lagrangian (II.6), and let H = E ◦ FL−1 denote the corresponding Hamiltonian. In coordinates the
Gibbs density µ ∝ exp(−βH) restricted to Σ is given by

µ(x, w) = Z−1 exp(−β/2
〈

g(x, 0)−1w, w
〉

) exp(−βU(σ(x))

with w = (u, v) ∈ Rn denoting the conjugate momentum to z = (x, y) on Σ. We can exploit that the inverse metric
tensor at y = 0 takes the simple form g−1 = G−1 ⊗ 1, such that the conditional density reads

µ(x, u, v) = Z−1 exp(−β/2
〈

G(x)−1u, u
〉

) exp(−β/2 〈v, v〉) exp(−βU(σ(x)) (IV.5)

with the normal momenta vi = ∂L/∂ẏi. A direct consequence is

Lemma 1. Let µΣ : T ∗Σ → R be the canonical invariant density of the constrained dynamics subject to c = c′ and
ċ = 0, and let µ : Σ × Rn → R denote the density on the submanifold Σ. Then up to a constant µΣ is simply the
restriction of µ to the constrained phase space bundle, µΣ = µ|T∗Σ.

Proof. The assertion can be verified by a direct calculation in coordinates: clearly we can neglect the normalization
above, that is, we fix Z = 1 in (IV.5). Consulting the equations (II.5) and (II.6) it follows immediately that
vi = ∂L/∂ẏi = ẏi whenever a curve hits Σ. Hence we can impose the constraint ċ = 0 just by setting v = ẏ = 0
in the density. Due to the relation (II.4) and the full-rank assumption on the Jacobian Dc(σ(x)) this is completely
equivalent. Consequently µΣ(x, u) = µ(x, u, 0) which proves the Lemma.

This relation will turn out to be very useful for the HMC algorithm because it tells us how to generate constrained
random momenta from a full phase space density, for instead of restricing the probability distributions we can just as
well restrict the corresponding random variables. Also note that up to a constant factor the marginal distributions
of µΣ(x, u) and µ(x, u, v) in configuration space are identical to each other which can be seen by integrating out the
normal momenta in (IV.5). Therefore it is a straight consequence that we can compute the conditional average of a
position dependent observable simply by taking the average with respect to the constrained marginal density as it
pops out of the HMC scheme. This is different from the common blue moon method which is built on the Fixman
Theorem [32], and that requires appropriate reweighting of the distributions. We shall comment on this point at the
end of this paper.
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V. ALGORITHMIC REALIZATION

In order to implement the proposed constraint algorithm, we switch back to a representation of the equations of
motion that is more convenient for practical purposes; we shall also drop the mass scaling assumption for the sake of
practicability. We define the molecular Lagrangian as

L(q, v) =
1

2
〈Mv, v〉 − U(q) .

giving rise to the usual Newtonian equations of motion. Introducing a family of Lagrangians Lλ = L−λici(q) we can
deduce the constrained Euler-Lagrange equations

q̈ = −gradU(q) − λT Dc(q) subject to c(q) = 0 , (V.1)

that can be discretized by means of any symplectic integration scheme [33, 34]. This is standard, and we have moreover
shown that the discretized equations of motion together with the hybrid Monte-Carlo procedure will generate the
constrained canonical distribution. The Hamiltonian associated with L is easily found to be

H(q, p) =
1

2

〈

M−1p, p
〉

+ U(q) with FL : p = Mv .

As the ordinary canonical density is defined by µ ∝ exp(−βH) we can use Lemma 1 which states a simple relation
between the constrained and the conditional density in order to express the constrained density in Cartesian coordi-
nates. To this end let q ∈ Σ. Since the range of the Jacobian Dc(q) is the normal space NqΣ, the point-wise projection
onto the constraint tangent space TqΣ is

Hq = 1− AT (AAT )−1A , A(q) = Dc(q) ∈ Rm×n

such that the corresponding projection onto the cotangent plane T ∗
q Σ is provided by H∗

q = MHqM
−1. Consequently

for each q ∈ Σ we obtain the constrained density by constraining the momenta according to [10]

µΣ(q, p) = Z−1 exp(−β/2
〈

H∗
q M−1H∗

q p, p
〉

) exp(−βU(q)) .

The easiest way to draw momenta from the constrained canonical distribution is to generate a vector P due to
the unconstrained canonical distribution µ(q, ·), and then apply the projection onto the constrained cotangent plane
which yields a vector PΣ that is properly distributed according to µΣ(q, ·). Note that H∗

q M−1H∗
q can be considered

as the shape matrix for the constrained momentum distribution in Cartesian coordinates. It is clearly rank-deficient,
because the projector H∗

q has rank n − m only, but PΣ is a vector in Rn. In this way the projection maintains the
full dimensionality for the HMC algorithm, and we can stick to the equations of motion (V.1).

We want to replace the ensemble average with respect to the configurational part of µΣ by an appropriate time
average. This requires that the constrained HMC dynamics is ergodic with regard to this probability distribution.
This will be guaranteed by irreducibility and positive recurrence of the underlying Markov chain which will be the case
for all practical purposes [35, 36]. Thus once we have generated a discrete trajectory {q1, . . . , qN} we can compute
the conditional mean force simply by

∂F

∂c′i
= N−1

N
∑

k=1

(

〈ni(qk), gradU(qk)〉 − β−1div ni(qk)
)

‖grad ci(qk)‖−1 .

If this is done for successively fixed values of c′, then the corresponding free energy landscape as a function of c′ is
recovered after numerical integration of the averaged vector field ∂F/∂c′.

A note on different free energy concepts

We have stressed that there are incommensurable notions of free energy in the literature. The definition which is
considered here is used to compute dividing surfaces and transition rates between metastable sets [37, 38]. Nevertheless
it may seem a little obscure that many of the references in this paper refer to a concept of free energy that is different
from the one displayed here. The reason however is, that it occurs more frequently in the classical MD literature,
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since it is the traditional definition. Those authors use a free energy which is naturally connected to the marginal
distribution of the reaction coordinate, and which typically reads

exp(−βG(c′)) =

∫

Rn×Rn

exp(−βH(q, p))δ(c(q) − c′) dqdp .

The definition has the unlovely property that it is not gauge invariant under transformations of the reaction coordinate,
h(c(q)) = h(c′), with a smooth and monotone function h : Rm → Rm. This can be seen if the Dirac notation above
is brought into the equivalent form

exp(−βG(c′)) =

∫

Σ×Rn

exp(−βH)vol(Dc)−1dσ ,

where vol(Dc) =
√

det(DcDcT ) denotes the matrix volume of the rectangular full-rank Jacobian matrix. Assuming
again that the ci form an orthogonal set of reaction coordinates one can perform pretty much the same exercise as in
(I.2) to see that G(c′) is the potential of a mean force which is the average of a quantity

gi
c = f i

c + β−1
〈

ni, grad ‖grad ci‖−1
〉

.

It is not hard to see that the additional term stems from the derivative of the inverse matrix volume. Unfortunately
we see no straightforward interpretation of gc as for the generalized force fc = −∂H/∂c. Let us further remark that
the orthogonality condition on the reaction coordinates is required only to keep the notation simple; however it is
rather a matter of notational convenience than it is necessary to state the results.

Moreover the associated conditional density carries the same gauge dependency due to the matrix volume in the
denominator, which in fact is the origin of the weight that appears in the blue moon sampling procedure. This can be
easily seen on the level of the local coordinates expressions for the marginal distributions of µΣ and µ in the position
variables, where the constraint makes no difference at all. However the average has to be taken with respect to a
conditional density µ̃ which is determined by

µ̃|T∗Σ = vol(Dc)−1µ|T∗Σ = vol(Dc)−1µΣ .

Since constrained dynamics only generates µΣ, one has to insert the inverse matrix volume as a weight when computing
averages with respect to µ̃ as it is done in the classical blue moon ensemble method [15].
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