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Abstract. Knowledge integration and exchange of data within and among orga-
nizations is a universally recognized need in bioinformatics and genomics research
through the e-science field. The main problem looming over the lack of integra-
tion is the fact that the current Web is an environment primarily developed for
human users and micro-array data resources lack widely accepted standards; this
leads to a tremendous data heterogeneity. Using semantic technologies as a key
technology for interoperation of various datasets enables knowledge integration of
the vast amount of biological and biomedical data. In this paper, we aim at provid-

ing a semantically-enhanced bioinformatics platform (SEBIO), which handles these
issues effectively. We will describe the problems arisen and the solutions applied so
far. For that, the SEBIO approach is unfolded and its main components explained,
to see in more detail how perfectly it copes with the aforementioned difficulties.
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1 INTRODUCTION

In the last years, technological advances in high-throughput techniques and efficient
data gathering methods, coupled with a world wide effort in computational biology,
have resulted in a vast amount of life science data often available in distributed and
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heterogeneous repositories. These repositories contain interesting information such
as sequence and structure data, annotations for biological data, results of complex
and expensive computations, genetic sequences, and multiple bio-datasets.

However, the multiplicity and heterogeneity in the objectives, methods, repre-
sentation, and platforms of these data sources and analysis tools have created an
urgent and immediate need for research in resource integration and platform in-
dependent processing of investigative queries, involving heterogeneous data sources
and analysis tools.

The Semantic Web and Semantic Web Services paradigm promise a new level
of data and process integration that can be leveraged to develop novel high per-
formance knowledge and process management systems for biological applications.
Biomedical ontologies constitute a best-of-breed approach for addressing the afore-
mentioned problems. The use of knowledge-oriented biomedical data integration
would lead to achieving intelligent biomedical knowledge integration in a new se-
mantic e-science, which will bring biomedical research to its full potential. In this
paper, we aim at providing a Semantically-Enhanced BIOinformatics platform (SE-
BIO), which handles these issues effectively.

The paper is organized as follows. In Section 2, the problem statement is pre-
sented. We illustrate our motivation with the precise problem scenario and we use
it to formulate the leading guidelines and solutions of our work. The gist of our
work is discussed in Sections 3, 4, 5 and 6, where the SEBIO approach is unfolded.
Finally, the rest of the paper presents our conclusions and future work.

2 PROBLEM SCENARIO

As discussed in [1], it is undeniable that, among the sciences, biology played a key
role in the twentieth century. We have already selected many of the proverbial
low hanging fruit of dominant mutations and simple diseases. At the same time,
technological improvements in sequencing instrumentation and automated sample
preparation have made it possible to create high throughput facilities for DNA
sequencing, high throughput combinatorial chemistry for drug screening, high
throughput proteomics, high throughput genomics, etc. In consequence, what was
once a cottage industry marked by scarce expensive data obtained largely by the
manual efforts of small groups of graduate students, post-docs and few technicians
has become industrialized and data-rich, marked by factory scale sequencing orga-
nizations.

That role is likely to acquire further importance in the years to come. In the
wake of the work of Watson and Crick [2] and the sequencing of the human genome,
far-reaching discoveries are constantly being made. However, biomedical research is
now information intensive; the volume and diversity of new data sources challenges
current database technologies. The development and tuning of database technologies
for biology and medicine will maintain and accelerate the current pace for innovation
and discovery.
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There are three main problems in this scope:

Semantic heterogeneity. Years ago, bioinformatics data sat in silos attached to
specific applications. Then the Web came into the arena, bringing the hurly-
burly of data becoming available across applications, departments and entities
in general. However, throughout these developments, a particular underlying
problem has remained unsolved: data resides in thousands of incompatible for-
mats and cannot be systematically managed, integrated, unified or cleansed. To
make matters worse, this incompatibility is not limited to the use of different
data technologies or to the multiple different “flavors” of each technology, but
also because of its incompatibility in terms of semantics.

Accessible resources. Biologists need software that is reliable and can deal with
huge amounts of knowledge, as well as interfaces that facilitate human-machine
interactions. Even though most of the needed information and analysis tools
are accessible over the Web, they are designed for low-throughput human use
and not for high-throughput automated use. Achieving the full potential of
current search of biomedical information resources, fundamentally articles about
a particular topic or subject, needs the ladder of IT to reach the higher branches.

Scientific interoperability and integration. Integration and exchange of data
within and among organizations is a universally recognized need in bioinformat-
ics and genomics research. By far the most obvious frustration of a life scientist
today is the extreme difficulty in putting together information available from
multiple distinct sources. A commonly noted obstacle for integration efforts in
bioinformatics is that relevant information is widely distributed, both across the
Internet and within individual organizations, and is found in a variety of stor-
age formats, both traditional relational databases and non-traditional sources
(e.g. text data sources in semi-structured text files or XML). Such knowledge
integration is technically difficult for several reasons:

• The technologies on which different databases are based may differ and do
not interoperate smoothly.

• The precise naming conventions for many scientific concepts (such as indi-
vidual genes or proteins) in fast developing fields are often inconsistent and,
so, mappings are required between different vocabularies.

• The precise underlying biological model for the data may be different and so
to integrate this knowledge requires a common model of the concepts that
are relevant and their allowable relations.

• As our understanding of a particular domain improves, not only will data
change, but even database structures will evolve. Any users of the data
source must be able to manage such knowledge source evolution.

Therefore, searching and integrating data from various sources has become a fun-
damental issue in bioinformatics research. As discussed in [3], such integration
would permit to organize properly the data fostering the analysis and access of
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such knowledge to accomplish critical tasks and thus processing micro-array data to
study protein function, and medical researchers in making detailed studies of protein
structures to facilitate drug design.

2.1 Providing Semantics to Life Sciences

The Semantic Web term was coined in [4] to describe the evolution of a Web that
consisted largely of documents for humans to read towards a new paradigm that
included data and information for computers to manipulate. Ontologies [5] are its
cornerstone technology, providing structured vocabularies that describe a formal
specification of a shared conceptualization.

The fundamental aim of the Semantic Web is to provide a response to the ever-
growing need for knowledge integration on the Web. The benefit of adding semantics
is bridging nomenclature and terminological inconsistencies to comprehend underly-
ing meaning in a unified manner. Semantics can be achieved by formally capturing
the meaning of data, since a common data format will likely never be achieved,
eventually leading to efficiently managing knowledge by establishing a common un-
derstanding [6].

On the other hand, with the explosion of online accessible bioinformatics litera-
ture, selection of the most suitable resources has become very important for further
progress. Bioinformatics literature access relies heavily on the Web, but searching
quality literature is hindered by the caveats of information overloading. Recently,
the exchange of information on the Web has gained momentum with the raise of
some socially-oriented collaborative trends. Together with current Semantic Web
technologies and vocabularies that have gained momentum and proved useful, they
can help overcome the significant shortcomings of information overload and foster
sharing and collaboration through semantics.

Finally, since the current Web is an environment primarily developed for human
users, the need of adding semantics to the Web becomes more critical as organiza-
tions rely on the service-oriented architecture paradigms to expose and on the data
sources by means of Web Services. Semantic Web Services can be discovered, located
and accessed since they provide formal means of leveraging different vocabularies
and terminologies and foster mediation.

Intelligent Biomedical
Knowledge Integration

Bringing biomedical research 
to its full potential

Semantic Web
RDF, RDF(S), OWL

World Wide Web
URI, HTML, HTTP

Biomedical Data
DNA, Proteins

Fig. 1. Intelligent biomedical knowledge integration
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The breakthroughs of adding semantics to scientific knowledge is depicted in
Figure 1; information integration is critical in bioinformatics and it could benefit
from harnessing the potential of these new semantic approaches.

3 SEBIO ARCHITECTURE

We have divided SEBIO and its main goals into three main projects, which achieve
all together the aforementioned goals. These three projects tackle a particular fea-
ture of the SEBIO platform each, namely: semantic knowledge integration, literature
knowledge integration and finally, semantic web services knowledge integration. The
three projects and the features covered are shown in Figure 2.

Literature Data

Semantic Web Services Data

Knowledge
Integration

MASIA

BLISS

BIRD

SEBIO

Semantic Data

Fig. 2. SEBIO components

The Micro-Array Information and Knowledge Integration Semantics-based Ar-
chitecture (MASIA) enables micro-array data sources integration. The Biomedical
Literature Social Ranking System (BLISS) offers a wide range of documents and lite-
rature ranked in terms of interest about a number of topics. Finally, the Biomedical
Information Integration and Discovery with Semantic Web Services (BIRD) aims at
achieving fundamental integration for biomedical information sources, based on the
integrated data achieved in MASIA.

4 MASIA: A MICRO-ARRAY INFORMATION AND KNOWLEDGE
INTEGRATION SEMANTICS-BASED ARCHITECTURE

MASIA is a fully-fledged semantically-enhanced architecture for the integration of
micro-array data sources. The breakthrough of MASIA is using semantics as a for-
mal means of leveraging different vocabularies and terminologies and fostering of in-
tegration. The MASIA approach consists of a methodology to gather requirements,
to collect and classify metadata and the different data schemas stemming from the
data resources to be integrated, to construct a Unifying Information Model (UIM),
to rationalize the data semantics and to utilize it. Finally, the MASIA approach
focuses on a software architecture and its capability to enable integration.
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4.1 Micro-Array Data Sources and Integration

A number of micro-array data sources scattered all over the world are providing
arrays information. One of the most prominent efforts is the Stanford Micro-Array
Database1 (SMD), a micro-array experiments results database hoarding data from
62392 experiments. Another micro-array data source is the European Bioinformat-
ics Institute (EBI) ArrayExpress2, a public repository for micro-array data, comple-
mented by the ArrayExpress Data Warehouse, which stores gene-indexed expression
profiles from a particular subset of experiments in the repository. Also the Maxsd3

project from the University of Manchester is a data warehouse and visualization
environment for genomic expression data.

The lack of standardization in the data formats of these resources is hampering
the potential exchange of array data and analysis. Various grass-roots open-source
projects are attempting to facilitate the exchange and analysis of data produced
with non-proprietary chips, the MGED ontology being one of the most important.

The MGED ontology is a conceptual model for micro-array experiments in sup-
port of MAGE v.1. The aim of MGED is to establish concepts, definitions, terms,
and resources for standardized description of a micro-array experiment in support
of MAGE v.1. Since the MGED has been recognized as a de-facto unifying termino-
logy but most of the actors in the micro-array data sources scenario, it is a perfect
gold standard candidate for being a common understanding model.

Finally, micro-array experiments are massive data gathering. Efforts to integrate
different micro-array data from such experiments will always have to struggle with
a large number of physically different data formats. While a common data format
will likely never be achieved, the key to efficiently managing data is to establish
a common understanding. This is accomplished by relating physical data schemas
to concepts in an agreed-upon model; the Unifying Information Model (UIM). The
UIM does not reflect any specific data model, but rather reflects the agreed-upon
scientific view, scientific vocabulary and rules which will provide a common basis
for understanding data.

4.2 MASIA Methodology

There are some problems which have to be faced when trying to use Semantic
Information Management. Firstly, a fragmented data environment leads to busi-
ness information quality problems. Also, information management is a key issue in
a dynamic environment such as modern enterprise where application deployment,
business process reengineering or possible restructuring of the data models leads
to a burden of hard-coded scripts, data assets and proprietary definitions. Finally,

1 SMD: http://genome-www5.stanford.edu/
2 EBI ArrayExpress: http://www.ebi.ac.uk/arrayexpress/
3 Maxd: http://www.bioinf.man.ac.uk/microarray/maxd/index.html
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meaning and context of the knowledge must be captured and managed in a way that
represents some long-term value for the enterprise.

How to bridge the gap between this situation and the Semantic Information
Management level is defined by the Semantic Information Management methodo-
logy. This methodology is structured such that each stage adds value in its own
right, while simultaneously progressing the enterprise towards the benefits of full
semantic data integration.

Gather
Requirements

Collect 
and Classify

Metadata

Construct
Unifying

Information 
Model

Rationalize
Semantics

Publish/
Deploy

Utilize

Fig. 3. Methodology

Figure 3 depicts the steps in the methodology:

Gather Requirements: Establish the project scope, survey the relevant data
sources and capture the organization’s information requirements.

Collect and Classify metadata: Catalog data assets and collect metadata rele-
vant to the organization and its use of data.

Construct Unifying Information Model: Capture the desired business world-
view, a comprehensive vocabulary and business rules.

Rationalize the Data Semantics: Capture the meaning of data by mapping to
the Information Model.

Publish/Deploy: Share the Information Model, metadata and semantics with re-
levant stakeholders; customize it to their specialized needs.

Utilize: Create processes to ensure utilization of architecture in achieving know-
ledge management, knowledge integration and knowledge quality.

4.3 MASIA Software Architecture

We propose a tailor-made value-adding technological solution which addresses the
aforementioned challenges and solves the integration problem regarding to searching,
finding, interacting and integrating heterogeneous sources by means of semantic
technologies.

The MASIA architecture is related and composed by a number of components
depicted in Figure 4:

Crawler: A software agent which browses the information sources in a methodical,
automatic manner. It is a technology suitable for nearly any application that
requires full-text search, expecially cross-platforms.
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GUI

Mappings
Engine

Execution 
Manager

Query 
Engine

Crawler

YARS

Fig. 4. The MASIA software architecture

Mappings Engine: A set of integrated tools for semantically mapping data sche-
mas to such Unifying Information Model. The Mappings Engine is to enhance
the semi-automatic mapping of schemas and concepts or categories of the UIM
in order to alleviate the tedious process which requires human intervention.
Since automatic mapping is envisaged as not recommendable due to semantic
incompatibilities and ambiguities among the source schemas and data formats, it
should bridge the gap between cos-efficient machine-learning mapping techniques
and pure human interaction. The Mappings Engine takes the MGED ontology
as a conceptual basis for the mappings from the various sources. It will then
relate data schemas with the semantic structure of the ontology.

YARS: The YARS4 (Yet Another RDF Store) system is a semantic data store that
allows semantic querying and offers a higher abstraction layer to enable fast sto-
rage and retrieval of large amounts of RDF5 (Resource Description Framework)
while keeping a small footprint and a lightweight architecture approach. YARS
deals with data and legacy integration.

GUI: The component that interacts with the user. It collects the users request
and presents the results obtained. In our particular architecture, the GUI col-
lects requests pertaining to search criteria, such as, for example, “descriptor”.
The GUI communicates with the Execution Manager component providing the
user request and displays the results provided as a response from the Execution
Manager component.

Query Engine: This component uses a query language to make queries into the
YARS storage system. The semantics of the query is defined not by a precise
rendering of a formal syntax, but by an interpretation of the most suitable results
of the query. Since YARS enables SPARQL querying, due to pragmatic reasons
this is the query language of our choice.

Execution Manager: It manages the different interactions among the compo-
nents. Firstly, it communicates with the Mappings Engine to verify that the

4 YARS: http://sw.deri.org/yars
5 RDF: http://www.w3.org/TR/rdf-primer/
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information extracted by the crawler are being correctly mapped on the MGED
ontology as a Unifying Information Model (UIM) and finally stored into YARS
with an RDF syntax. Secondly, it accepts the users search request through the
GUI and hands them over the query engine, which, in turn, queries YARS to
retrieve all RDF triples related with the particular search criteria. By retrieving
a huge number of triples from all the integrated resources, the user benefits from
a knowledge-aware search response which is mapped to the underlying termi-
nology and unified criteria of the Unifying Information Model, with the added
advantage that all resources can be tracked and identified separately, i.e., data
provenance can be traced and assigned to a particular resource.

5 BLISS: A BIOMEDICAL LITERATURE
SOCIAL RANKING SYSTEM

Biologists need software that is reliable and can deal with huge amounts of data
as well as interfaces that facilitate the human-machine interactions. Most of the
needed information and analysis tools are accessible over the Web. However, they
are designed for low-throughput human use and not for high-throughput automated
use.

In this section we present the BLISS system, a proof-of-concept implementa-
tion of a biological literature social ranking system used in the bioinformatics field.
A screenshot of BLISS is depicted in Figure 5. The main features of the system are
outlined as follows:

• The user (biologist, bioinformatician, medical, etc.) finds an article interesting
and wants to communicate it to the community. For that, he selects that article
(providing a URL as a pointer) and a category under which it is relevant (e.g.
Yeast or Lung Cancer).

• Users who join the system can, provided their experience in the field, vote and
hence rank the documents properly. The more votes an article gets, the higher
it climbs up.

• Potential users can then be recommended and suggested a number of articles of
particular importance for a number of topics, what, given the social nature of
the approach, ensures the quality and feedback of the articles.

BLISS provides relevant metadata that can be harvested and used for intelligent
collaborative discovery. For example, BLISS provides a labelled graph (based on
a RDF representation) of resources being recommended under a common topic or
with similar features. MEDLINE is a major repository of biomedical literature
supported by the U.S. National Library of Medicine (NLM). It currently collects
and maintains more than 15 million abstracts in the field of biology and medicine,
and is incremented by additional thousands of new articles every day. PubMed6

6 PubMed: http://pubmed.gov/
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Fig. 5. A BLISS screenshot

is the most popular interface to access the MEDLINE database. If the articles
searched by the biologists about osteoporosis are in MEDLINE, they will be found
via a PubMed identifier link. They could then be certain that the article is of
a certain quality (since it has been verified and recommended by a pool of users)
and access it directly via the BLISS interface.

6 BIRD: BIOMEDICAL INFORMATION INTEGRATION
AND DISCOVERY WITH SEMANTIC WEB SERVICES

The Biomedical Information and Integration Discovery with Semantic Web Services
(BIRD) platform fosters the intelligent interaction between natural language user
intentions and the existing Semantic Web Services execution environments. Our
contribution is an overall solution, based on a fully-fledged architecture that trans-
forms the user intentions into semantically-empowered goals that can be used to
encompass interaction with a number of available Semantic Web Services architec-
tures such as WSMX, OWL-S Virtual Machine and METEOR-S.

BIRD is a two-faced software agent designed to interact with human beings as
a gateway or a man-in-the-middle towards Semantic Web Services execution en-
vironments. The main goal of the system is to help users express their needs in
terms of knowledge retrieval and achieve knowledge integration by means of Seman-
tic Web Services. BIRD allows users to state their needs via natural language or
to go through a list of the most important terms, extracted from the Gene Onto-
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logy (GO). For this, BIRD makes use of ontology-driven data mining and of the
data integration obtained from MASIA. BIRD first captures and gathers which are
the terms and the user would like to search (e.g. Gene A, Protein Y) by using the
aforementioned terms of the GO as a reference. Second, it builds up a “lightweight
ontology”. Finally, it looks for which “goal” from the “goal template” repository
fits better with the search criteria and requirements from the user. A “goal” in Se-
mantic Web Services technology refers to the aim a user expects to fulfil by the use
of the service. Once BIRD has inferred the goals derived from the users’ wishes, it
sends them to the suitable Semantic Web Services execution environment, which will
retrieve the outcome resulting of the integration of the applications being accessed.

Our approach is backed with a proof-of-concept implementation where the break-
through and efficiency of integrating the biomedical publications database PubMed,
the Database of Interacting Proteins (DIP) and the Munich Information Center for
Protein Sequences (MIPS) has been tested.

Figure 6 depicts the main components of BIRD:

Goal

Network

GUI Control Manager

Ontology-Guided
Input

Language
analyzer

Goal 
Matcher

Goal
Loader

Goal
Sender

Ontology
Repository

Goal 
Template
Repository

Fig. 6. The BIRD architecture

Language Analyzer: This analyzer is to filter and process the input introduced
by the user in natural language and to determine the concepts (attributes and
values) and relations included in it.

Goal Loader: This component looks for goal templates in the Goal Template
Repository. Actually, the Goal Loader retrieves all the goal templates and trans-
mits them to the Control Manager. Since in this version of BIRD there is no fixed
Semantic Web Services execution environment, different types of goal reposito-
ries are taken into account. The repository is outside the architecture so that
anybody may plug in his/her own goal repository.
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Goal Matcher: The Goal Matcher compares the ontology elements obtained from
the analysis of the user’s wishes to the description of the goal templates extracted
from the repository. From this matching, several goals are selected that are
composed by the Control Manager in order to build up the sequence of execution.

Goal Sender: This component sends the different goals to the execution environ-
ment, which returns the results obtained from the execution of the services. The
sending of goals is sequential, without taking into account any other workflow
constructs.

GUI: It collects the users request and presents the results obtained to them.

Control Manager: It manages the different interactions among the components.
First, it accepts the users input through the GUI. It can be either natural lan-
guage text or a structured sentence written with the assistance of the Ontology-
guided Input. If the input is in natural language, then it instructs the Language
Analyzer to attempt the recognition of the major concepts in the text and com-
municates with the Goal Loader and the Goal Matcher to orchestrate the dif-
ferent goals that will be sent to the execution environment through the Goal
Sender. Then, it communicates with the GUI so that the users receive a view
of the selected goals and decides if they are correct and comply with their ex-
pectations. Finally, if the user approves them, they are sent sequentially.

One of the most important features of the system is its capability to interoperate
with different Semantic Web Services execution environments.

7 RELATED WORK

Integration of heterogeneous data in life sciences is a growing and recognized chal-
lenge. As discussed in [7], several approaches for biological knowledge integra-
tion have been developed. Well-known approaches include rule-based links such as
SRS [8] or [9], federated middleware frameworks, such as Kleisli system [10] or [11]
as well as wrapper based solutions such as IBM Discovery Link [12]. However, these
environments work with non-semantic approaches (i.e. XML data).

In parallel, progress has been made to organize biological knowledge in a concep-
tual way by developing ontologies and domain-specific vocabularies such as in [13]
or [14]. With the emergence of the Semantic Web, the ontology-based approach
to life science knowledge integration has become more ostensible. In this context,
knowledge integration comprises problems like homogenizing the data model with
schema integration, combining multiple database queries and answers, transforming
and integrating the latter to construct knowledge based on underlying knowledge
representation. However, the ontology-based approach can not solve the evolving
concepts in biology and its best promise lies in specialized domains and environments
where concepts and vocabularies can be well controlled [15].

A similar approach to the work presented has been followed in [7]. Their integra-
tion approach is based on the premise that relationships between biological entities
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can be represented as a complex network. The context dependency is achieved by
a judicious use of distance measures on these networks. The biological entities and
the distances between them are mapped for the purpose of visualization into the
lower dimensional space suing the Sammons mapping. Finally, their system imple-
mentation is based on a multi-tier architecture using a native XML database and
software tools for querying and visualizing complex biological networks. However,
the forthcomings of the approach are hampered by the fact that they are stated at
pure XML-level without taking into account particular semantics of the mappings
and hence not being able to exploit the semantics inherent to the data formats.

Finally, even though we have not found any similar work such as BLISS, this
work is related to existing efforts about social software and new distributive colla-
borative trends such as Digg7 or Slashdot8. These works could also be enhanced
with another type of search strategies as discussed in [16].

8 CONCLUSIONS AND FUTURE WORK

As the use of bioinformatics and biomedical research grows, the problem for search-
ing, interacting and integrating relevant information is becoming increasingly a hur-
dle for the leverage of existing technologies. Currently, Semantic Web and Semantic
Web Services, which have reached a certain level of maturity, offer an interesting al-
ternative. Actually, these recent paradigms promise a new level of data and process
integration that can foster the development of novel high-performance knowledge
and process management systems for biological applications.

In this paper, we have proposed Semantically-Enhanced BIOinformatics Plat-
form (SEBIO), a novel and trailblazer approach which aims at establishing the basis
of fundamental research in the combination of the aforementioned approaches, han-
dling effectively:

• conceptual models for biological data

• use of semantics to manage interoperation of biomedical datasets

• biomedical data engineering using ontologies

• support of ontologies for biological information retrieval and Web Services

To achieve these goals we have divided SEBIO into three main projects:

• The Micro-Array Information and Data Integration Semantics-based Architec-
ture (MASIA), to enable micro-array data sources integration.

• The Biomedical Information Integration and Discovery with Semantic Web Ser-
vices (BIRD), to achieve fundamental integration for biomedical information
sources.

7 Digg: http://www.digg.com
8 Slashdot: http://www.slashdot.com
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• The Biomedical Literature Social Ranking System (BLISS), which offers a wide
range of documents and literature ranked in terms of interest about a number
of topics.

As the use of new communication paradigms technologies on the Web grows
and changes, the problem for finding and relating appropriate resources in order to
achieve a particular goal will get more acute. The SEBIO approach is based on
collaborative discovery and social semantic ranking system as a particular means to
bridge the gap between provided metadata from both the service provider perspec-
tive and the current collaborative discovery techniques and initiatives on the Web
for the benefit of semantic e-science.

The forthcomings of our approach are as follows: On the one hand, current tech-
nology can easily add some plug-in to improve and add the described functionality
and benefit from the harvesting of more information on semantic e-science, such as
the previously noted. On the other hand, a more accurate critical mass use of se-
mantic collaborative discovery techniques can foster the effectiveness and efficiency
of discovery, enhancing eventually the whole semantic scientifical resource discove-
ry approach. Besides, our future work will focus on finding more use cases and
real-world scenarios on semantic e-science to validate the efficiency of our approach
and to determine the feasibility of the semantic match of lightweight ontologies and
mappings in particular contexts.
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