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Abstract. Multiple description coding (MDC) is a promising alternative to com-
batting information loss without any retransmission. In this paper, an effective
MD video codec is designed based on temporal pre- and post-processing of video
sequences without modifying the actual coding process itself, which makes it com-
patible with the current standard source or channel codec. For ease of post-
processing, motion-compensated interpolation (MCI) based on piecewise uniform
motion assumption is adopted to estimate the lost frame in side decoding. Accord-

ingly, to match the post-processing, in the pre-processing joint frame duplication/in-
terpolation is first applied to the original video data before performing odd/even
frame splitting, which attempts to make the motion variety in the generated descrip-
tions piecewise uniformly thus achieving better side reconstructed quality based on
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MCI. The experimental results exhibit better performance of the proposed scheme

than some other tested schemes, in both the on-off channel environment and packet
loss network.

Keywords: Video coding, multiple description coding, frame duplication, frame
interpolation

1 INTRODUCTION

With the explosion of the Internet, video transmission has become increasingly po-
pular in the recent years and will continue to flourish in the future. However, network
congestion and delay sensibility impose tremendous challenge on video communica-
tions. Due to network congestion, random bit errors and packet losses may cause
substantial quality degradation of the compressed video sequence. In the case of real-
time video application, delay sensibility has made the retransmission of corrupted
data impossible. Therefore, this creates a need for coding approaches combining
high compression efficiency and robustness. Multiple description (MD) coding is
an attractive framework to solve this problem. It can efficiently combat information
loss without any retransmission, thus satisfying the demand of real-time services
and relieving the network congestion [1].

MD coding (MDC) encodes the video message into several bit streams (descrip-
tions) carrying different information which can be transmitted over channels. The
descriptions can be individually decoded to reconstruct video with a minimum fi-
delity which is measured by side distortion. However, when more channels work,
the descriptions from the channels can be combined to yield a higher fidelity re-
construction. In a simple architecture of two channels, the distortion generated by
two received descriptions is called central distortion. Here, we mainly focus on MD
design for two channels.

During the past years, the MD versions of quantizers and transform are the two
popular methods for the design of MD image/video codec. Based on the principle
of MD scalar quantizer [2], an MD scheme for video coding is proposed in [3] while
MD correlation transform is also employed to design motion compensated MD video
coding [4]. Although the above methods have shown good performance, they are
incompatible with widely-used standard codecs, such as H.26x and MPEG-x.

To address the limitation, subsampling-based MD is developed with pre- and
post-processing shown in Figure 1. A video sequence is firstly processed and then
it can be split into two subsequences going through any standard encoder. At the
receiver, post-processing is used for error concealment. In [7], a spatial subsampling-
based MD video coder is developed as an extension of MD image coding [6] with
a frame by frame approach. In the pre-processing, redundancy is added by padding
a number of zeros in vertical direction in the DCT domain of each frame. After the
inverse DCT, two descriptions are generated by spatially subsampling the smooth
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and enlarged frames. It is shown in [7] that the 1-D padding approach performs bet-
ter than 2-D method in [5] with a lower computational complexity. Using the zero
padding within each individual frame, spatial correlation of intra-frame is mainly ex-
ploited and therefore, in the post-processing the weighted mean value of the adjacent
pixels in the same frame is used to estimate the lost pixel.

Input

Video

Splitting

Standard

Encoder

Standard

Decoder

Standard

Encoder

Standard

Decoder

Channel 1

Channel 2
D2

D0

D1

InterleavingPre-processing
P

o
st-p

ro
cessin

g

Fig. 1. Block diagram of a typical MD video coding with pre-/post-processing

However, in terms of error concealment, spatial interpolation tends to be less
effective than temporal interpolation especially for low-bit-rate video application [8]
because considering a video sequence is mainly featured with temporal correlation.
Furthermore, due to spatial subsampling, temporal correlation will also be com-
promised, because it is also highly dependent on spatial resolution of each frame
(That is why fractional motion estimation can improve motion compensation qua-
lity). Compared to the approach in [7], we attempt to exploit temporal correla-
tion to design a more effective MD video coder based on pre- and post-processing.
In order to obtain better side reconstructed quality, the pre-processing should be
designed to match the temporal error concealment in the post-processing. Here,
a widely-used method of motion-compensated interpolation (MCI) is adopted in the
post-processing based on piecewise uniform motion assumption. Accordingly, in the
pre-processing, joint frame duplication/interpolation is first applied to the original
video data before performing odd/even frame splitting, which attempts to make the
generated descriptions satisfying the piecewise uniform motion assumption for MCI.

The rest of this paper is organized as follows. In Section 2, the proposed MD
video coding scheme is presented including pre- and post-processing. In Section 3,
the performance of the proposed scheme is examined against some other relevant
existing MD coders. We conclude the paper in Section 4.

2 THE PROPOSED MD SCHEME

2.1 The Pre-Processing

As mentioned above, the pre-processing should be designed to match the post-
processing based on the piecewise uniform motion assumption. In Figure 2, for
example, in the original video the motion speed of the macroblock (indicated by the
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black circle) between frame k and frame k + 1 is changed compared with the motion
between frame k − 1 and frame k. In the reconstructed video, due to the piecewise
uniform motion assumption for MCI, the motion speed between neighboring frames
will be considered unvaried. Therefore, when frame k is reconstructed by frame k − 1
and frame k + 1 in odd/even subsequence generated by splitting, obvious distortion
will occur in the reconstructed frame k shown in Figure 2. In view of the motion
variety in the original video, we can interpolate one frame for motion adjustment
shown in Figure 3. Then, the motion from frame k − 1 to frame k + 1 is smooth
enough to reconstruct frame k accurately. Therefore, the pre-processing is necessary
for side reconstructed quality based on MCI, especially when large motion variety
occurs.

Frame k-1 Frame k Frame k+1

Original video:

Frame k-1 Frame k+1Reconstruction

Reconstructed video:

Fig. 2. MCI for frame k without pre-processing

In a simple example shown in Figure 2 the motion variety is only one unit shift
in horizontal and vertical direction. If more significant motion change occurs, more
interpolated frames should be needed to regulate the motion uniformly, which means
too much redundancy is increased. In this case, it may be more effective to have
only two corresponding frames containing large motion variety to duplicate and
transmit on both channels. As a result, an adaptive pre-processing is developed by
the combination of frame duplication and interpolation to adjust the motion speed
uniformly in the original video. Here, for simplicity only two modes of joint frame
duplication/interpolation are taken into account, that is, two frames duplicated and
one frame interpolated. They are shown in Figure 4. Although more combined
modes of frame duplication/interpolation may lead to better side distortion, the
computational complexity will also be increased at the same time.

The flowchart of pre-processing is shown in Figure 5. For any two adjacent
frames, the motion vector for each macroblock is computed and the maximal motion
vector (MVx,MVy) can be obtained. We calculate the magnitude using ‖MV ‖ =
√

MV 2
x +MV 2

y . Here, the motion variety is measured by the difference of ‖MV ‖k+1
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Frame k-1 Frame k

Reconstruction

The video after pre-processing:

Reconstructed video:

Frame k+1Interpolation

InterpolationFrame k-1

Fig. 3. MCI for frame k with pre-processing

k-1 k k+1Original video:

Mode 1:

Mode 2:

k-1 k k+1 k+1k

k-1 k k+1

Interpolated frame

Fig. 4. The modes of joint frame duplication/interpolation
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∣ ≥ T1, significant motion variety is considered
and two duplicated frames are inserted, which is mode 1. At the same time, if
T2 ≤

∣

∣
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∣

∣

∣ ≤ T1, smaller but not negligible motion variety occurs
and one interpolated frame is needed, which is mode 2. Additionally, no redundant
frames are needed for uniform motion speed, which can be labelled as mode 0.

It is noted that the threshold T2 is set empirically using the mean value of all
the motion variety, that is, for an original video with N frames,

T2 =
1

N − 2

N−2
∑

k=1

∣

∣

∣‖MV ‖k+1
− ‖MV ‖k

∣

∣

∣, (1)

and T1 = 2T2. Furthermore, the interpolated frames can be generated using the
conventional MCI method, which is introduced in subsection 2.2. At the end, the
label with two bits is set for each frame to distinguish the three modes adop-
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Fig. 5. The flowchart of pre-processing

ted.

Although frame duplication/interpolation in the pre-processing is helpful to re-
gulate the motion change between frames for better side reconstruction, at the same
time the inserted frames also increase the size of original video, which may impact
the bit rate. However, due to frame duplication/interpolation, the temporal cor-
relation in each generated description of the proposed scheme is better than the
conventional scheme without pre-processing and spatial-based subsampling scheme.
The temporal correlation coefficient ρ between the current frame fk and its previous
frame fk−1 can be computed by

ρ(fk, fk−1) =

∑∑

(

fk − fk
) (

f ′

k−1 − f ′

k−1

)

√

(

∑∑

(

fk − fk
)2

)(

∑∑

(

f ′

k−1 − f ′

k−1

)2
)

, (2)

where f ′

k−1 is the reconstructed frame by fk−1 after motion estimation and compen-
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sation. fk is the mean of fk and f ′

k−1 is the mean of f ′

k−1. It is shown in Figure 6
that the proposed scheme has improved both the minimum and the mean value
of temporal correlation. Higher temporal correlation in one description means easy
compression which will counteract some effect from the size of the redundant frames.
Therefore, the compression performance will not drop seriously with increasing frame
number, which is exhibited in Section 3.

2.2 The Post-Processing

There are two environments for MDC. One is the on-off channel environment and
the other is packet loss network. In the on-off channel environment, at the decoder
only one intact description is received or both descriptions are received accurately.
In packet loss network, packet losses occur in each description, and both descriptions
have to be used at the decoder.

1. Decoder Design for the On-off Channel Environment In the on-off chan-
nel environment, two cases for decoding should be taken into account, that is,
the design of central decoder and side decoder.

Since the two descriptions are generated by odd and even means, at the central
decoder, the two video subsequences after standard decoding can be interleaved
firstly. Then according to the labels, the inserted frames will be removed to
obtain the central reconstruction.

If only one channel works, the side decoder is employed to estimate the lost in-
formation according to the labels. The widely-used method of MCI based on the
piecewise uniform motion assumption is performed by the bi-directional motion
estimation, which may produce overlapped pixels and holes in the estimated
frame.

For convenience, some notations are defined as follows. Let f denote the in-
terpolated frame between frame fk and frame fk+1, and let MV (~p) denote the
motion vector between the two reference frames at the pixel position ~p.

To avoid the holes in the interpolated frame, we can compute the preliminary
reconstruction as background information using

f =
1

2
(fk(~p) + fk+1(~p)) . (3)

Then, the preliminary reconstruction will be replaced by MCI according to

f =
1

2

(

fk

(

~p−
1

2
MV (~p)

)

+ fk+1

(

~p+
1

2
MV (~p)

))

. (4)

Furthermore, to avoid overlapped problem of MCI, the mean value of overlapped
pixels can be adopted for the final reconstruction.
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Fig. 6. Temporal correlation in each description: a) the proposed scheme vs. the con-
ventional scheme for “coastguard.qcif”, b) the proposed scheme vs. the reference
scheme [7] for “foreman.qcif”
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2. Decoder Design for Packet Loss Network In packet loss network, due to
both descriptions received suffering from packet losses, only central decoder
should be designed. Here, two types of lost information need to be estimated for
a damaged macroblock, specifically the motion vector and the pixel values. It
is noted that at the encoder packets in each frame are organized like a checker-
board, that is, any macroblock and its surrounding ones are not grouped in the
same packet.

After standard decoding, the two generated video subsequences are interleaved
by odd and even means firstly to produce a video with redundant frames. Due
to the packet organization of a checkerboard, the motion vector of the lost
macroblock is first obtained using the mean of the motion vectors from its spa-
tially adjacent macroblocks. Then, we can use the macroblock in the previous
frame pointed by the generated motion vector for motion compensation. Fur-
thermore, the method of MCI is also employed to improve the reconstructed
quality of lost macroblock, especially when at higher packet loss rate spatially
adjacent macroblocks tend to be also damaged. In the end, according to the
labels, the inserted frames will be removed to obtain the central reconstruc-
tion.

3 EXPERIMENTAL RESULTS AND COMPARISONS

Three experiments are considered to present the efficiency of proposed joint frame
duplication/interpolation. The first one is shown in the on-off channel environment
demonstrating better rate/side distortion performance of the proposed scheme than
the conventional scheme without pre-processing and the schemes with pure frame
duplication or interpolation. Comparison of the proposed and conventional scheme
in packet loss network is presented in the second experiment. In the last experi-
ment, the advantage of the proposed scheme is exhibited compared with the spatial
subsampling schemes ([5] and [7]).

The standard test video “coastguard.qcif” is used with 30 frames per second. For
a fair comparison, the same parameters are chosen in H.264 encoder and decoder [9].
Additionally, we also employ the same MCI method for error concealment.

Figure 7 shows the central and side distortion of the proposed scheme against
other existing schemes at the bit rate from 50 kbps to 450 kbps. Here, the total
bit rate is attained from two descriptions including their labels; the side distortion
is the average PSNR value from two side decoder. From the figures, in the on-off
channel environment, at the same bit rate and the almost same central distortion,
the proposed scheme can consistently perform better than the conventional scheme
and the schemes with pure frame duplication or interpolation in side distortion.
This is just a comparison for the average PSNR values of the whole video. In fact,
some individual frames in the proposed scheme may achieve more advantages over
the conventional schemes. Figure 8 shows the side PSNR of each frame at the bit
rate of 210 kbps achieved by the proposed and conventional schemes. It can be
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Fig. 7. The proposed scheme vs. conventional one and pure frame duplication or interpo-
lation in on-off MD environment: a) rate/central distortion performance, b) rate/side
distortion performance (test video: coastguard.qcif)
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Fig. 8. Side distortion for each frame: a) channel 1, b) channel 2 (test video: coast-
guard.qcif)
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seen that for either channel the side distortion of the proposed scheme has obvious
improvement around the frame number 70.

In Figure 9, the performance of the proposed and conventional schemes is com-
pared in packet loss network at the same total bit rate 210 kbps. For a fair compar-
ison, the organization of packets is a checkerboard type for both cases. In Figure 9,
the proposed scheme has achieved better performance than the conventional one.
The improvements are obtained from 0.5 dB to 1.2 dB. Note that for low packet loss
rate, the improvement is greater. With higher packet loss rate, both the proposed
scheme and the conventional one cannot do well in error concealment due to so many
packets lost.
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Fig. 9. The proposed scheme vs. the conventional one in packet loss network (test video:
coastguard.qcif)

To present the advantage over the schemes using spatial subsampling, the pro-
posed scheme is compared with [5] and [7] in Figure 10. For the fair comparison, the
same code parameters of H.264 are also employed in the three compared schemes for
the test video “foreman.qcif”. From the Figure 10, we can find out better rate and
central/side distortion performance achieved by the proposed scheme, especially at
the lower bit rate.
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Fig. 10. The proposed scheme vs. reference ones in on-off MD environment: a) rate/central
distortion performance, b) rate/side distortion performance (test video: foreman.qcif)
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4 CONCLUSION

The MD video coding scheme based on the pre- and post-processing has been de-
veloped in the paper without any modification of the source or channel codec. In
view of the motion variety characteristic between frames, joint mode of frame du-
plication/interpolation in the pre-processing has been accommodated to match the
post-processing for better side distortion in on-off channel environment and better
robustness in packet loss network compared with the conventional MD video cod-
ing. Furthermore, the proposed MD system has also demonstrated superior rate-
distortion performance to spatial subsampling-based schemes. Due to the perfect
compatibility with the standard source and channel codec, the proposed MD video
scheme may be a better choice in the practical applications.
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