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Faculty of Economics

Segedinski put 9-11

Subotica, Serbia

e-mail: bsale@ef.uns.ac.rs

Sanja Maravić Čisar
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Abstract. Intrusion detection is used to monitor and capture intrusions into com-
puter and network systems which attempt to compromise their security. Many
intrusions manifest in dramatic changes in the intensity of events occuring in com-
puter networks. Because of the ability of exponentially weighted moving average
control charts to monitor the rate of occurrences of events based on their intensity,
this technique is appropriate for implementation in threshold based algorithms.
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1 INTRODUCTION

The exponentially weighted moving average (EWMA) is a statistic for monitoring
the process that averages the data in a way that gives less and less weight to data
as they are further removed in time. For the EWMA control technique, the decision
regarding the state of control of the process depends on the EWMA statistic, which
is an exponentially weighted average of all prior data, including the most recent
measurements.

By the choice of weighting factor λ, the EWMA control procedure can be made
sensitive to a small or gradual drift in the process. The statistic that is calculated
is:

EWMAt = λYt + (1− λ)EWMAt−1 t = 1, 2, . . . , n (1)

where

• EWMA0 is the mean of historical data (target)

• Yt is the observation at time t

• n is the number of observations to be monitored including EWMA0

• 0 < λ ≤ 1 is a constant that determines the depth of memory of the EWMA.

This equation is due to Roberts [8].
The parameter λ determines the rate at which “older” data enter into the cal-

culation of the EWMA statistics. The value of λ = 1 implies that only the most
recent mesurement influences the EWMA. Thus, a large value of λ = 1 gives more
weight to recent data and less weight to older data – a small value of λ gives more
weight to older data. The value of λ is usually set between 0.2 and 0.3 [15] although
this choice is somewhat arbitrary.

In real situations, the exact value of the shift size is often unknown and can
only be reasonably assumed to vary within a certain range. Such a range of shifts
deteriorates the performance of existing control charts. The most usual quality
control procedures used in intrusion detection systems, such as the cumulative sum
(CUSUM) and EWMA charts are based on a mean shift with a given size. This shift
can be caused by intrusion or attack, for example. Lucas and Saccucci [16] have
shown that although the smoothing factor λ used in an EWMA chart is usually
recommended to be in the interval 0.05 to 0.25, in practice the optimally designed
smoothing factor depends not only on the given size of the mean shift δ, but also on
a given in-control Average Run Length (ARL). With shift = δ/σQ and ARL = 370,
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optimal choices are given by the following figure (an average line has been drawn
for a lot of ARLs instead of one line for each ARL) [10].
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Fig. 1. Weighting factor

The estimated variance of the EWMA statistic is approximately:

σ2
EWMA =

λ

2− λ
· σ2 (2)

when t is not small, where σ is the standard deviation calculated from the historical
data. The center line for the control chart is the target value or EWMA0. The
upper and lower control limits are:

UCL = EWMA0 +mσEWMA (3)

LCL = EWMA0 −mσEWMA

where the factor m is either set equal 3 (the 3-sigma control limits) or chosen using
the Lucas and Saccucci tables (ARL = 370):

λ 0.05 0.1 0.2 0.3 0.4 0.5 0.75 1

m 2.49 2.70 2.86 2.93 2.96 2.98 3.00 3.00

Table 1. Choice of m

In addition to the aforementioned authors the theme of EWMA statistics and
statistical anomaly detection in computer networks has also been addressed in [1,
3–7, 9–11, 13, 18].
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2 ADAPTIVE THRESHOLD ALGORITHM

This relatively simple algorithm relies on testing whether the traffic, i.e. the number
of packets, exceeds a particular threshold over a given interval. In order to account
for seasonal (daily and weekly) traffic variations, the value of the threshold is set
adaptively, based on an estimate of the mean number of packets, which is computed
from recent traffic measurement.

If xn is the number of packets in the nth time interval and µn−1 is the mean rate
calculated from measurements prior to n, then the alarm is active if [2]:

xn ≥ (λ+ 1) · µn−1. (4)

Then alarm is signalized at the moment n. Here α > 0 is the parameter that
indicates the percentage above the mean value that we consider to be an indication
of anomalous behaviour. The mean µn can be computed over some past time interval
or using the EWMA of previous measurements [2]:

µn = λ · µn−1 + (1− λ) · xn, (5)

where λ is the EWMA factor. Direct application of the above algorithm would yield
a relatively high number of false alarms (false positives). A simple modification
that can improve its performance is to signal an alarm after a certain number of
consecutive violations of the threshold # (Figure 2). In this case, the alarm is active
if [2]:

n
∑

i=n−k+1

1{xi≥(α+1)µ
i−1

} ≥ k (6)

where k > 1 is the parameter that indicates the number of consecutive intervals the
threshold must be exceeded for generating an alarm.

The configurable parameters of this algorithm are the threshold factor α, the
number of successive threshold violations k before signalling an alarm, the EWMA
factor λ and the time interval T over which the number of packets are taken.

3 EXPONENTIAL SMOOTHING

Calculating the optimal value of parameter λ is based on the study of authentic sam-
ples of network traffic. Random variations of network traffic are normal phenomena
in the observed sample. In order to decrease or eliminate the influence of individual
random variations of network traffic on occurence of false alarms, the procedure of
exponential smoothing is applied, as an aspect of data preprocessing.

For any time period t, the smoothed value St is determined by computing:

St = λyt−1 + (1− λ)St−1 where 0 < λ ≤ 1 and t ≥ 3. (7)

This is the basic equation of exponential smoothing. The formulation here is
given by Hunter [15].
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Fig. 2. Adaptive Threshold – k

This smoothing scheme begins by setting S2 to y1, where Si stands for smoothed
observation or EWMA, and yi stands for the original observation. The subscripts
refer to the time periods 1, 2, . . . , n. For example, the third period is S3 = λy2 +
(1 − λ)S2 and so on. There is no S1. The optimal value for λ is the value which
results in the smallest mean of the squared errors (MSE). Here is an illustration
of this principle through an example. Consider the following data set consisting
of n observations of data flow over time-for starting λ = 0.1:

Time Flow ( yt) St Error ( yt − St) Error squared

1 y1
2 y2 y1 E2 E22

3 y3 S3 E3 E32

. . . . . . . . . . . . . . .

n yn Sn En En2

SSEn

Table 2. Smoothing scheme

The sum of the squared errors (SSE) is SSE0.1. The mean of the squared errors
is MSE0.1 = SSE0.1/(n − 1). After that, the MSE is calculated for λ = 0.2. If
MSE0.2 < MSE0.1 then MSE0.2 is better value for λ. This iterative procedure is
related to the range of λ between 0.1 and 0.9. In this way, the best initial choice for
λ is determined and then, for getting more precise value, search optionally continues
between λ − ∆λ and λ + ∆λ, where ∆λ is arbitrarily small interval around λ (for
instance, in practical applications, ±10% around optimal λ).

The initial EWMA plays an important role in computing all the subsequent
EWMA’s. There are several approaches in defining this value:
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1. setting S2 to y1

2. setting S2 to the target of the process

3. setting S2 to average of the first four or five observations.

It can also be shown that the smaller the value of λ, the more important is the
selection of the initial EWMA. The user would be wise to try a few methods, before
finalizing the settings.

Due to the lack of exactness in available publications about the determination
of initial S2 in the procedure of exponential smoothing, the authors of this paper
have dealt with researching the link between selection of S2 = y1 and λopt, i.e.
S2(λopt). In that sense, the range of S2 is determined from the lowest to the highest
sample value during the period of observation. This research was conducted on an
authentic sample of network traffic of an Internet service provider and observed were
the values of local maximums (in this example from 8 to 34Mb/s), with great enough
number of values n = 33 > 30 (great sample), taking into account the generality of
conclusions. The period of observation was one month. The next figure shows the
numerical and graphical dependence S2(λopt). Calculation of partial optimal values
is realized using the application in Excel.

Since a set of different results is obtained for partial values of λopt, the authors
of this paper suggest for the overall optimal parameter Λopt to accept the average
of all the partial results (in this particular case it is 0.3879).

4 THE FACTOR OF TIME IN EWMA INTRUSION DETECTION

Having in mind the great diversity of attacks on computer networks, it is quite
difficult to define the start of the timeline of attacks. Some types of attacks realized
in form of one or more packages can be recognized very quickly – for less than one
second [14]. Other types of attacks are active during a much longer period and can
not be identified as attacks until watching a lot of results as a whole. Although each
attack has a specific beginning, the initial point of attack is not always possible to
determine at the time of occurrence. Attack detection in real time means recognition
of the attack in a certain period of time zero (the moment when the attack actually
started) plus arbitrarily small interval after that – in less than a few seconds [14].
In term of industry definitions, the real-time interval is 5 s–5min.

Reaction time of a security system on the attacks is changing over time. So in
the nineties of the past century reaction time amounted to twenty days, in 2000–2002
to about two hours, while from 2003 and later this time was less than 10 seconds.

In the context of the above data, the EWMA algorithm for intrusion detection
can be made more efficient if an alarm signal appears only if both conditions are
fulfilled simultaneously:

• EWMA value of the current traffic exceeds the value of UCL

• time duration of the exceeding is greater than 10 s.
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1 8 0,73
2 9 0,71
3 10 0,7
4 11 0,68
5 12 0,66
6 13 0,64
7 14 0,61
8 15 0,58
9 16 0,57
10 17 0,52
11 18 0,47
12 18,5 0,44
13 19 0,4
14 19,5 0,36
15 20 0,32
16 20,5 0,27
17 21 0,23
18 21,5 0,19
19 22 0,16
20 22,5 0,12
21 23 0,09
22 23,5 0,06
23 24 0,03
24 25 0,01
25 26 0,07
26 27 0,14
27 28 0,22
28 29 0,32
29 30 0,39
30 31 0,45
31 32 0,51
32 33 0,56
33 34 0,59

Λopt: 0,3879
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1096 P. Čisar, S. Bošnjak, S. Maravić Čisar

By implementation of time factor in EWMA algorithm, filtering of situations is
performed with exceedings of the upper control limits, which further decreases the
number of false alarms. It is necessary to note that the introduction of a considerably
shorter time dimension implies the use of such network software, which will be able
to measure and calculate the average value of traffic in intervals that match the
accepted time limit of 10 s.

5 AUTOCORRELATION

Autocorrelation or serial correlation of time series means that the value of the ob-
served variable in a time unit depends on values which appear sooner or later in
series. In practical situations, autocorrelation of the first order is usually examined,
which may be shown by a simple correlation coefficient or so-called autocorrela-
tion coefficient. Let Rt be the time series data, where t = 1, 2, . . . , T , then the
autocorrelation coefficient of the first order is given by:

ρ(R) =

T
∑

t=2

RtRt−1

√

√

√

√

T
∑

t=2

R2
t

T
∑

t=2

R2
t−1

− 1 ≤ ρ ≤ 1. (8)

One of the standard features of traffic time series is that increasing rates of traffic
Rt are not mutually significantly autocorrelated, i.e. the value of autocorrelation
coefficient is near to zero. At the same time, this means that the distribution
of positive and negative values of increasing rates is random and does not follow
a specific systematic regularity. Positive autocorrelation implicates that the positive
values are followed by mainly positive values and negative values by negative ones
and then ρ ≈ +1. In case of negative autocorrelation, the change of sign appears
very often, i.e. in most cases the positive rate leads to a negative rate and vice versa
and then ρ ≈ −1. Since there is no typical scheme, on the basis of positive rate
in one particular time period it can not be concluded with a significant probability
that in the next period the growth or decline will appear. The same situation is with
the importance for negative rate. Examples of positive and negative correlation, as
well as for random distribution of characters are given in the following figures.

Researchers in [12] dealt with the influence of autocorrelated and uncorrelated
data on the behaviour of intrusion detection algorithm. In their work they came
to the conclusion that EWMA algorithm for autocorrelated and uncorrelated data
works well in the sense of intrusion detection in some information system. The
advantage of EWMA technique for uncorrelated data is that this technique (as
opposed to the case of autocorrelated data) can detect not only rapid changes in
the intesity of events, but also small changes in mean value realized through the
gradual increase or decrease of the intensity of events. However, in EWMA for
uncorrelated data, initial value of smoothed intensity events is to be reset after
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Fig. 4. Positive autocorrelation, ρ = 0.61

intrusion detection, in order to avoid the impact of current values of parameters on
future results (carry-over effect). In the case of EWMA for autocorrelated data this
reset is not necessary, because EWMA automatically adjusts the upper and lower
control limits. Generally, the smoothing constant should not be too small, so that
short-term trend in the intensity of events in the recent past could be detected.
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Fig. 5. Negative autocorrelation, ρ = −0.6
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Fig. 6. Random distribution of characters, ρ = 0.05

In accordance with what has been said in this chapter, as justification for appli-
cation of EWMA statistics, it is important to determine the statistical independence
of samples, which will be examined by checking the existence of correlation between
the used data. In this order, Pearson’s correlation coefficient will be used, which is
supplied as a ratio of covariances of two variables and the product of their standard
deviations:

ρxy =
Cov(X, Y )

σxσy

− 1 ≤ ρxy ≤ 1. (9)

The value of correlation coefficient ρxy can be calculated using the statistical
function CORREL (array1, array2) in MS Excel.

More authors proposed different interpretation ways of correlation coefficient.
Cohen [17] noted that all the criteria are based on the greater or lesser extent of
arbitrariness and should not be kept too strictly. Yet, an often used interpretation
of these coefficients is [13]:

• ρ between 0 i 0.2 – no correlation or is insignificant

• ρ between 0.2 i 0.4 – low correlation

• ρ between 0.4 i 0.6 – moderate correlation

• ρ between 0.6 i 0.8 – significant correlation

• ρ between 0.8 i 1 – high correlation
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6 CONCLUSIONS

This paper gives an overview of the EWMA based threshold algorithm suitable for
detecting intrusions in network systems. By the method of exponential smoothing
it is practically shown how to compute the optimal value of parameter λ. This
algorithm can be made more effective if the component of time is also included.
For the application of this method, it is necessary just to examine the extent of
the correlation between samples. The paper also describes one of the ways of this
testing, such as the interpretation of results.
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