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Abstract

Business process (BP) analysis is one of the core activities in organisations that
lead to improvements and achievement of a competitive edge. BP modelling and
simulation are one of the most widely applied methods for analysing and
improving BPs. The analysis requires to model BP and to apply analysis
techniques to the models to answer queries leading to improvements. The input of
the analysis process is BP models. The models can be in the form of BP models
using industry-accepted BP modelling languages, mathematical models, simula-
tion models and others. The model creation is the most important part of the BP
analysis, and it is both time-consuming and costly activity. Nowadays most of the
data generated in the organisations are electronic. Therefore, the re-use of such
data can improve the results of the analysis. Thus, the main goal of the thesis is to
improve BP analysis and simulation by proposing a method to discover a BP
model from an event log and automate simulation model generation.

The dissertation consists of an introduction, three main chapters and general
conclusions. The first chapter discusses BP analysis methods. In addition, the pro-
cess mining research area is presented, the techniques for automated model dis-
covery, model validation and execution prediction are analysed. The second part
of the chapter investigates the area of BP simulation.

The second chapter of the dissertation presents a novel method which auto-
matically discovers Bayesian Belief Network from an event log and, furthermore,
automatically generates BP simulation model. The discovery of the Bayesian Be-
lief Network consists of three steps: the discovery of a directed acyclic graph,
generation of conditional probability tables and their combination. The BP simu-
lation model is generated from the discovered directed acyclic graph and uses the
belief network inferences during the simulation to infer the execution of the BP
and to generate activity data during the simulation.

The third chapter presents the experimental research of the proposed network
and discusses the validity of the research and experiments. The experiments use
selected logs that exhibit a wide array of behaviour. The experiments are
performed in order to test the discovery of the graphs, the inference of the current
process instance execution probability, the prediction of the future execution of
the process instances and the correctness of the simulation.

The results of the dissertation were published in 9 scientific publications, 2
of which were in reviewed scientific journals indexed in Clarivate Analytics Sci-
ence Citation Index.



Reziume

Verslo procesy (VP) analizés rezultatai leidzia organizacijoms patobulinti verslo
procesus bei jgauti konkurencinj pranasuma. VP modeliavimas ir imitavimas yra
vieni placiausiai taikomy VP analizés metody. Analizés metody jvestis — mode-
liai, sukurti taikant placiai taikomas VP modeliavimo kalbas, matematinius mo-
delius, imitacinius modelius ir kt. Modeliy kiirimas yra ne tik svarbiausias, taciau
ir brangiausias bei ilgiausiai trunkantis analizés Zingsnis. Siais laikais didzioji da-
lis jmonése naudojamy duomeny yra skaitmeniniai ir jy pakartotinis panaudoji-
mas gali pagreitinti analize bei pagerinti jos rezultatus. Sios disertacijos tikslas
yra patobulinti verslo procesy analize ir imitacijg pasitilant metoda, skirtg i§ jvykiy
zurnalo i$gauti verslo procesy model;j ir automatizuotai sukurti imitacinj modelj.

Disertacija sudaro jvadas, trys skyriai bei bendrosios iSvados. Pirmajame
skyriuje analizuojami VP analizés metodai. Pirmoji skyriaus dalis skirta apzvelgti
procesy gavybos srit] ir iSanalizuoti metodus, jgalinan¢ius VP analizg, t. y. skirtus
automatizuotai iSgauti VP modelius ar juos jvertinti bei prognozuoti procesy vyk-
dyma. Antroje skyriaus dalyje pristatomi VP imitacijos srities analizés rezultatai:
nustatyti duomenys, reikalingi VP imitacijos atlikimui, bei nustatyti VP imitacijos
metodai ir jy taikymo problemos.

Antrajame disertacijos skyriuje pristatomas naujas metodas, kuris automati-
zuotai i$ jvykiy zurnalo iSgauna Bajeso tikimybinj modelj ir sukuria VP imitacinj
modelj. Bajeso tikimybinio modelio iSgavimas susideda i trijy zingsniy: krypti-
nio beciklio grafo iSgavimo, tikimybiniy lenteliy i§gavimo bei i§gauty elementy
sujungimo. VP imitacinis modelis yra sukuriamas naudojant isgauta beciklj kryp-
tinj grafa. Imitacijos metu naudojamas tikimybinis modelis VP egzemplioriaus
vykdymo prognozei bei veikly duomeny kiirimui imitacijos vykdymo metu.

Treciajame disertacijos skyriuje pristatomi metodo eksperimentiniai tyrimai
bei vertinamas tyrimy rezultaty tikslumas. Eksperimentuose naudojami Zurnalai,
kuriuose yra tiek sudétingy, tiek ir paprasty verslo procesy istoriniai vykdymo
duomenys. Atlikti eksperimentai vertina grafy isgavimo tiksluma, vykdomy VP
egzemplioriy tikimybes, VP egzemplioriy vykdymo prognozavimo tikslumag bei
imitacijos tiksluma.

Disertacijos rezultatai buvo publikuoti 9 mokslinése publikacijos, i§ kuriy 2
publikacijos publikuotos Zurnaluose, indeksuojamuose Clarivate Analytics Scien-
tific Citation Index duomeny bazéje.
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Notations

Activities

Attribute and value set of nodes connected to a node
Context

Evidence

Log Entries (Chapter 1 Only)

DAG Nodes

Hypothesis

Cases (process instances or traces)

Labels of events (Chapter 1 Only)

Event Log (Chapter 2 Only)

Event Attributes

Attribute Names

Probability for hypothesis H based on evidence D
Probability for a hypothesis

Queue

Dynamic business process simulation model
Tasks (Chapter 1 and Chapter 2)
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— Traces (Chapter 1 Only)

— DAG over an Event Log L

— Transition system

— Value space of Attributes

— attribute and value set of a node

— Event Log (Chapter 1 Only)

— Transition relation (Chapter 2 Only)

— State space of a Transition System

— Final States of a Transition System

— Appropriateness Metric (Chapter 1 Only)

— Log Coverage Metric of a Log (Chapter 1 Only)
— Log Coverage Metric of Labels (Chapter 1 Only)
— Log Coverage metric of Tasks (Chapter 1 Only)
— Token-based fitness Metric (Chapter 1 Only)

— Function getting first k elements of a partial trace
— Label of event e (Chapter 1 Only)

—  Label of task t (Chapter 1 Only)

—  State of a process instance

— State of an event

— Function mapping event to a name

— Function mapping activities to events

— Function mapping event to a case

—  Function mapping timestamp to an event

Function to map event pair to an integer number representing a count of
tlmes a directly—follows relation is applicable in a log (Chapter 2 Only)

— CPTS for a Node

— function to map event pair to an integer number representing a count of
times a follow relation is applicable in a log (Chapter 2 Only)

— Attribute and Value function for an event

— function to map event pair to an integer number representing a count of
times events occur in the same log (Chapter 2 Only)

— function declaring whether an event can be connected in a graph with an-
other event (DAG building section only)

— Partial Trace

— function to map event pair to an integer number representing a count of
times a cyclic relation is applicable in a log (Chapter 2 Only)

—  probability function for P(V,|A,)



Abbreviations

BBN
BBNGs
BP
BPA
BPI
BPI'12
BPI'13
BPI'15
BPM
BPMN
BPR
BPS
CPT
DAG
DBP
DBPS
DBPSim
DES
EIMSD
GEL
GMM
GUI
ILP

IS

NN
SEL
SMM
SVM
Ul
UML
VP
YAWL
XES
XOR

Bayes Belief Network

Business Process Belief Network enGine
Business Process

Business Process Analysis

Business Process Intelligence
Conference on Business Process Intelligence 2012
Conference on Business Process Intelligence 2013
Conference on Business Process Intelligence 2015
Business Process Management

Business process modelling and notation
Business Process Reengineering
Business Process Simulation

Conditional Probability Table

Directed Acyclic Graph

Dynamic Business Process

Dynamic Business Process Simulation
Dynamic Business Process Simulator
Discrete Event Simulation

University Edict Log

Generated Event Log

Generated Mined Model

Graphical User Interface

Integer Linear Programming

Information System(s)

Neural Network

Source Event Log

Source Mined Model

Support Vector Machine

User Interface

Unified Modelling Language

Business Process

Yet Another Workflow Language
eXtensible Event Stream

Exclusive OR



Definitions

Cost-based fitness — A metric, where fitness is quantified by the failures of the replaya-
bility, where each failure (missing event, skipped event, etc.) has a cost, and
the fitness is the sum of the costs.

Event Log — A data set with events depicting historical execution of a business process.

Fitness — A metric, which quantifies the ability for the discovered model to reflect the
historical business process execution data, e.g. whether the model can repli-
cate all event sequences, whether the data used in the model appears in the
event log and other features.

Prediction — An action which, based on the current state of the business process instance,
guesses the follow-up events.

Replayability — The ability to replicate the data in the event log on a Petri model using
token play technique.

Trace — A grouping of events in the event log for a single business process instance. Use
interchangeable with a term Case.
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Introduction

Problem Formulation

Business processes (from now on referred to as BP) are one of the main integral
parts of any organisation. Therefore the global competitiveness is constantly driv-
ing forward their improvement. Constant efficiency improvement of BPs and the
(re-)use of knowledge in an organisation are the leading factors which have an
impact on organisation success (Thomas & James, 1990; Trkman, 2010). There is
a plethora of methods applicable to BP improvement: traditional operations
research-based methods, BP modelling and simulation, process mining and big
data analytics. However, BP modelling and simulation are one of the most widely
applied methods for analysing BPs and allowing their improvement.

Analysis of BPs using standard approaches such as interviews or regulation
interpretation is not always effective and often do not reflect the real processes
performed in the organisation. It is so because BPs are dynamic and stochastic by
nature (Kellner, Madachy, & Raffo, 1999; Van Der Aalst, Nakatumba, Rozinat,
& Russell, 2010). Standard static analysis and modelling approaches are not al-
ways suitable for BPs when inexplicit knowledge is to be discovered. Therefore,
one of the alternatives is a probabilistic analysis of the mentioned cases.
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Process mining has come up in recent years as a research area which attempts
to improve the reliability and efficiency of BP analysis. The process mining meth-
ods and techniques attempt to solve many tasks, such as process model discovery
from event logs, conformance checking, model enhancement, predictive analytics
and others. They can greatly improve analysis tasks in an organisation by provid-
ing automation, but they solve small tasks or are used for different purposes
(Augusto et al., 2017; Martin, Depaire, & Caris, 2015).

Even if there are many methods for analysing and modelling BPs, there is
still a gap in existing state-of-the-art, because: the analytic models which are data-
focused ignore BP properties; the static models ignore stochastic properties and
are focused on BP static behaviour; the simulation models require much manual
labour.

To sum up, the automated discovery of inexplicit and stochastic behaviour of
the processes to facilitate analysis is researched, but it remains a problem that has
to be solved. The thesis presents a study for the transformation of event logs about
BP historical execution into probabilistic BP model to facilitate decision making
and simulation model generation, thereby reducing the time it takes from concep-
tion to initial BP simulation or decision support.

Importance of the Thesis

The use of BP management methods and tools is widely accepted as mandatory
in all organisations to achieve any success in the market. It is expected that the
market value of BP management will be 13.52B USD by 2021 (Statista, 2017),
which is more than twofold increase from estimated 6.9 billion in 2016 (Statista,
2017).

The reuse of data generated in information systems owned by organisations
has become the de facto area which creates the biggest value in modern organisa-
tions. It has been shown that the use of historical BP execution data to support BP
management can be done by employing process mining techniques. The use of
process behavioural data can provide value to organisations by facilitating con-
formance checking, process model discovery or decision support for currently
running cases (Griffeth et al., 2000).

While many organisations have developed analytic, Bl and performance
management capabilities to deliver quality information to business users with in-
creasingly sophisticated tools, their ability to align these tools with key BP and to
understand how to drive strategic-level business transformation has not matured
at the same rate (Oestreich & Chandler, 2015).

There are many techniques and methods to solve individual tasks required
for BP analysis or simulation (Augusto et al., 2017; De Weerdt, De Backer,
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Vanthienen, & Baesens, 2012; Martin et al., 2015), but there is limited research
dedicated to investigating the path from data in information systems (IS)
regarding BP behaviour to BP analysis and simulation.

For the reasons mentioned above this thesis is dedicated to developing a
method which could discover a model from event log describing process behav-
iour to be used in BP analysis, such as for decision support, simulation and others.

The Object of Research

The object of research is the process of predicting and analysing business process
behaviour using business process (simulation) models discovered from event logs.

The Aim of the Thesis

The main aim of the thesis is to improve business process analysis and simulation
by proposing a method to automatically discover a business process model and
generate simulation models from an event log.

The Tasks of the Thesis

In order to achieve the goal, the following tasks must be performed:

1. To review the state-of-the-art in the process mining research area and iden-
tify the drawbacks of existing techniques for business process analysis.

2. Toreview business process simulation techniques and identify existing gaps
preventing it for successful use.

3. To propose a method for discovering a business process model from an
event log and generating simulation model from discovered business pro-
cess models.

4. To experimentally validate the proposed methods with synthetic and real
data.

Research Methodology

To achieve the goal, the following research methods are employed:

1. The exploratory research method is used while studying the object of the
research and reviewing the state-of-the-art.
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2. The constructive research method is employed to develop and test the
proposed methods for creating probabilistic BP model and its transfor-
mation to a simulation model. The prototypes for the proposed methods
are implemented using C# programming language, .NET framework and
WPF libraries, and experimental evaluation is done using the prototype
and PROM tool.

Scientific Novelty of the Thesis

The main scientific contributions of the research are the following:

1. The proposed novel method can discover Bayesian Belief Network from
an event log for BP probabilistic analysis. The method relies on a novel
algorithm for discovering Directed Acyclic Graph from an event log
which eliminates loops from a graph during discovery without losing se-
mantic correctness. The presented method allows decision support by in-
ferring the probability of the currently executed process instances and pre-
dicting future events.

2. The proposed novel method can automatically create an initial BP Simu-
lation model. It transforms a Bayes Belief Network, representing a BP,
into Dynamic Business Process Simulation model and can simulate BPs
with high fitness.

Practical Values of the Research Findings

The proposed novel method can be used for decision support, i.e. the discovered
Bayes Belief Network can assist in detecting anomalies and predicting BP execu-
tion, including possible data of the currently running process instances.

The proposed method for transforming Bayesian Belief Network into Dy-
namic Business Process Simulation Model allows business analysts to generate
initial BP simulation models which then could be used in BP analysis. This appli-
cation allows business analysts to save the time required for simulation model
creation.

The method was implemented in prototype tools — BBNGs for creating
Bayesian Belief Network from an event log and it itself has been integrated into
DBPSim BP simulation software. The prototype tools require only a valid XES
file, thereby, with small improvements, practitioners could apply it in organisa-
tions.
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The Defended Statements

The defended statements of this doctoral thesis are as follows:
1. The proposed method discovers Bayesian Belief Network from an event

log and eliminates during the discovery of DAG. The method allows
inference of probabilities for events with average 63-98% precision and
the prediction of events for the current BP instance with good immediate
and interval prediction rate ranging 71-87% for the event logs used in the
experiments.

The proposed method automatically generates Dynamic Business Process
Simulation model from the discovered Bayes Belief Network and, when
the model is imitated, it can represent the underlying BPs with replaya-
bility cost-based fitness ranging 58-98% for generated BP model versus
source experiment event logs.

Approval of the Research Findings

The results of the dissertation were published in 9 scientific publications. 2 of
them are published in reviewed scientific journals indexed in Clarivate Analytics
(also referred to as Thomson Reuters) Science Citation Index, and 7 are published
in conference proceedings. The author has also made 4 presentations at interna-
tional scientific conferences:

20th International Conference on Information and Software Technologies
(ICIST 2014). October 9-10, 2014, Druskininkai, Lithuania.

Electrical, Electronic and Information Sciences (eStream). April 21, 2015,
Vilnius, Lithuania.

23rd International Conference on Information Systems Development
(1ISD2014 Croatia). September 2—4, 2014, Varazdin, Croatia.

Data Analysis Methods for Software Systems. December 1-3, 2016,
Druskininkai, Lithuania.

Structure of the Dissertation

The dissertation consists of an introduction, three main chapters, general conclu-
sions, references, a list of publications by the author on the topic of the dissertation
and a summary in Lithuanian. The total scope of the dissertation is 124 pages, 20
equations, 2 algorithms, 23 figures and 12 tables.






Investigation of Methods
for Business Process
Analysis

BPs are at the core of all organisations, therefore constant BP efficiency
improvement and the (re-)use of knowledge in an organisation are few of the main
factors leading to the success of organisations (Thomas & James, 1990; Trkman,
2010). The need for the improvement led to the creation of approaches such as
business process reengineering (BPR) (Guha, Kettinger, & Teng, 1993), Six
Sigma (Narasimhan & White, 2001) and nowadays Process Mining (Vossen,
2012). Process mining facilitates improvements of BPs by reusing data in IS to
perform BP analysis. Although there are many ways to analyse and improve BP,
there are still gaps and drawbacks in the current state-of-the-art. The purpose of
this section is to review the state-of-the-art in existing BP analysis methods and
identify the drawbacks and gaps in existing research. The contents of this chapter
are based on previously published content by the author in (Savickas & Vasilecas,
2017; Vasilecas, Savickas, & Lebedys, 2014; Vasilecas, Savickas, Normantas,
Vysockis, & Kalibatiene, 2015).

BPs are not easy to define and, based on perspective, can have many different
properties. The most popular definition of a BP is that a BP is a collection of

7



8 1. INVESTIGATION OF METHODS FOR BUSINESS PROCESS ANALYSIS

activities that takes one or more kinds of input and creates an output that is of
value to the customer (Hammer & Champy, 2001). The same BP has a goal and
is affected by events occurring in the external world or other processes. Ould adds
the property that activities are a coherent set and ordered by a collaborating group
(Ould, 2005), although this nowadays is not sufficient because processes are often
automated in an IS. Workflow Management Coalition in 1999 introduced the term
of procedures and resource roles and defined the process as a set of one or more
linked procedures or activities that collectively realise a business objective or a
policy goal, normally within the context of an organisational structure defining
functional roles and relationships (Workflow Management Coalition, 1999). BPs
can be simple and consist of only a few sequential activities, e.g. a cashier work
at a store, or the BPs be very complex and span many days and could involve
multiple people and systems with hundreds of activities and events.

BP modelling and management is not as easy as might it might look at first
sight because the BPs can be complex and involve quite a few hard to manage
properties (Kellner et al., 1999):

— The processes are stochastic and unpredictable. On the one hand, the
processes can be unwieldy inside the organisation due to human resource
behaviour (Van Der Aalst et al., 2010). On the other hand, the processes
can interact with other processes inside or outside the organisation that
cannot be controlled (Zhang, 2006).

— The processes change over time (Bose, Van Der Aalst, Zliobaite, &
Pechenizkiy, 2014) and new behaviour can be introduced without the
appropriate documentation.

— Processes contain complex feedback mechanisms where something at the
start of the process impacts later parts of the process, e.g. an error in the
creation of a contract might lead to an exception and failure to sign the
contract. These feedback mechanisms are often unknown or abstracted
away in standard modelling approaches.

Nowadays organisations store most of their data in one or more database
management systems or other data storage containers. The purpose of the data
ranges from computer systems support to business data management. It originates
in ISs and is constantly used during the execution of BPs. The data logged in
process-aware 1S usually involves all observed behaviour, e.g. taken actions,
activities initiated, activities completed and others BP execution-related events
(Van Der Aalst, Rosemann, & Dumas, 2007). Although this is the case for
process-aware IS, a big part of ISs still store data about process execution in an
implicit format in relational databases, files, or other hard-to-interpret formats
(Pérez-Castillo, De Guzman, & Piattini, 2011).
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There is a clear need for approaches to analyse BPs and facilitate their
improvement since BP management is so important to organisations and the
improvement of BP is the driving force in achieving success. Also, the approaches
need to take into account the unpredictability of BPs and the historical execution
data. Based on this, the following research questions are answered in this chapter:
RQ1: What methods and techniques exist that use historical data to facilitate BP
analysis, i.e. automate the creation of models, analyse their behaviour and what
are their limitations?

RQ2: What is the state of the BP simulation and what methods exist to automate
their creation using historical BP execution data?

RQ3: In what ways do the existing BP analysis methods use historical BP
execution data and what is their ability to analyse BPs taking into account their
stochastic and dynamic features?

1.1. Business Process Management

BP improvement problem is not a new one, although the direct term had not come
to popular use until the 90s, when BPR (Guha et al., 1993) came up. The BPR
was not a wholesome approach and dealt with individual processes. In the BPR,
the primary way to improvement focused on automating BPs (Hammer, Vom
Brocke, & Rosemann, 2010). At that point came the idea of workflow
management systems (Georgakopoulos, Hornick, & Sheth, 1995) whose main
purpose was to transform existing BPs into automated software procedures.
Workflow management systems consist of software components to store and
interpret process definitions, create and manage workflow instances as they are
executed, and control their interaction with workflow participants and
applications (Workflow Management Coalition, 1999).

It soon became apparent that simply automating BPs was not the best
approach to improve the performance of the processes and an in-depth analysis is
required. That is when Business Process Management (BPM) arose. The purpose
of the BPM s to take an all-encompassing control of BPs and extend on what
workflow management systems facilitate. The BPM does not only deal with
automation and control, but it also controls process design, diagnosis and
enactment. The full lifecycle of BPM consists of the following stages:

— Design. At this stage, BPs in an organisation are identified, reviewed,
validated and modelled. This point in time allows the identification of the
performers of the process, activities that are executed and organisational
components involved in the processes. The stage has two primary goals —
to find and fix execution problems or to improve the inherent design by
replacing or by modifying the process.
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— Configuration. This stage deals with the implementation of the process,
and during this stage, the process implementation is designed, the process
is documented and, finally, implemented. The implementation can be done
by training appropriate personnel, implementing a process in workflow
management system or implementing it in an IS.

— Enactment is the stage where BPs are performed (enacted). At this stage,
appropriate software systems control the processes, make sure that
processes do not deviate from the documented model and orchestrate
different activity performers to ensure the process achieves the intended
goal. This stage creates the basis which is further used for evaluation.

— Evaluation. At this stage, the enacted processes are analysed based on
identified performance goals, designed benchmarks or based on customer
needs. Business analysts or BPM systems use BP simulation, process
mining techniques, interviews with performers and customers and look for
ways how a process could be improved. This stage is crucial in the BPM
because based on the results, the processes should go back to the Design
stage and be appropriately modified to reach the designated performance
targets.

Process models, which are developed during design and analysis stages,
attempt to represent how processes behave in an organisation. Although the
models should in detail describe the behaviour, they are limited in expressiveness.
First, the models usually focus on specific aspects of a process or domain. For
example, the most popular process modelling language is BPMN (Cherdantseva,
Hilton, & Rana, 2012), but the process models represented by the BPMN notation
do not have clear data object descriptions or resource definitions. BPMN has only
the data object and data storage elements to represent data in the process, but they
cannot model in detail what attributes or parameters the data objects actually
contain in the real-life processes. The resources in BPMN are usually represented
by the pool and swimlane elements, but they also have limitations as they are
implicit — the pools can be either a role or a process. Therefore the representation
is not formal and leads to vagueness.

Another popular process modelling language is the UML activity diagrams,
but they have limited control flow patterns and events. Control flow in activity
diagrams are limited to start/end events, fork/join elements and signals which
represent events.

The usual modelling languages are focused on eliminating unnecessary
details and making the models understandable by business people. While this
approach allows easier communication between parties, it also causes the models
to be informal. The informality is caused by the fact that elements in these
languages can be ambiguous (Korherr, 2006). Formal modelling languages, such
as Petri Nets, can describe the behaviour of a process in detail, but the models can
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quickly become complex and unwieldy when the modelled processes exhibit

complex behaviour.

Performance Evaluation
Validation
Verification

Mathematical models

Diagrammatic
models

Performance
Evaluation
(algorithmic)

Flowcharts
IDEF

YAWL/ Observational Analysis

Business Process
Languages

Fig. 1.1. Process modelling types, purpose and examples. Adapted from: (Vergidis,
Tiwari, & Majeed, 2008)

Table 1.1. Business process modelling and their execution languages (Korherr, 2006)

BP modelling Purpose Domain Execution
language Language
Activity Diagrams | Description, Enactment Software Engineering | BPEL4WS
BPMN Description, Enactment Process Engineering BPEL4WS
EPC Description, Analysis Process Engineering EPML
IDEF3 Description Software Engineering | None

Petri Nets Enactment System Engineering PNML

The other problem with BP modelling is that the models can be used for
different purposes (Aguilar-Savén, 2004). When processes are modelled for
analysis, they can be informal and with the purpose of communication between
multiple parties as is the case of BPMN (Cherdantseva et al., 2012). When
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processes are modelled for execution, the standard process models are
transformed to execution languages. Table 1.1 presents the most popular BP
modelling languages and their corresponding execution languages.

Finally, when processes are analysed for a specific task, specialised models
can be used. If business analysts want to support decision making, they could use
probabilistic models or predictive models; when they want to analyse the impact
of designed changes, they could use statistical models; when they want to assess
an impact of a process change, they could create BP simulation models.

BPM life cycle describes how processes should be dealt with in
organisations. To make sure that the implementation of BPs or their changes leads
to advancement towards organisation goals, they have to be continually monitored
and analysed. Business process analysis (BPA) is the research area on techniques
and methods used for validation (Weber, Hoffmann, & Mendling, 2008) and
verification (Wynn, Verbeek, Van Der Aalst, Ter Hofstede, & Edmond, 2009) of
BPs, and gaining insights or measuring BP metrics (Eicher & Ruder, 2007). For
each of the analysis tasks, different approaches can be used, and there are many
methods, techniques and tools to perform the analysis.

Historically BPA has fallen under operations management. Operations
research is the field of mathematical modelling with mathematical optimisation
and queue theory method applications. If these tools were insufficient, simulation
methods were used together with discrete event simulation to imitate BP
behaviour and analyse it.

Although the mathematical models are sufficient for general analysis tasks,
there is a need for specialised methods and techniques in BPA. For this reason,
research areas such as process mining, BP simulation, process validation and
verification arose.

1.2. Process Mining Techniques for Business
Process Analysis

Organizations store most of their data in one or more database management
systems or other data storage locations. The data can be related to domain-specific
activities or generated during software system activities. In any case, its origin is
in IS, and it is generated or used during BP execution. Nowadays, many ISs are
process-aware, i.e. they support work-flows and generate a lot of data on how the
processes are executed in the form of events (Kalenkova, Van Der Aalst,
Lomazova, & Rubin, 2017). Capability to analyse and make useful insights using
this data is of paramount importance to business owners because it facilitates the
improvement of BPs (Van Der Aalst & Weijters, 2004).
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Analysis of BPs executed in an organisation can be performed using Process
Mining methods. The purpose of process mining is to use the data existing in IS,
extract BP models and facilitate conformance checking, semantic analysis or
make useful insights into the performance of the BPs.

Process mining is a research discipline situated between data mining, process
modelling and analysis. The idea of process mining is to discover, monitor and
improve real processes by extracting knowledge from event logs in IS (Vossen,
2012). It is done by applying different techniques and methods which are
classified as follows:

— Discovery. Data in the event logs show the event sequences which
represent the execution of the BP. BP model discovery techniques, when
applied on this sequence of events, can create a BP model which represents
the behaviour of the executed BP instances. The discovered models can be
in various notations, e.g. (Coloured) Petri Nets, YAWL, Causal Nets,
BPMN and others (Augusto et al., 2017).

— Conformance. When processes are executed in an IS, they are the ones that
are performed in an organisation. Organisations usually have documented
BPs. Conformance checking techniques attempt to align the contents of
the event logs and discovered process models with documented BPs to
prove compliance with regulations, standards and contracts.

— Extension (enhancement). Processes documented in an organisation do not
always reflect what is happening or can be incomplete. If that is the case,
the data on how the processes behave in real-life can be the basis for
improving the existing models with additional details. For example, data
in the event logs might show which organisational units are performing an
activity, and the corresponding documented models could be extended
with such information.

1.2.1. Process Model Discovery from Event Logs

Processes, when executed in an IS, leave a trail of their execution. This trail is a
set of records for events that occur during the execution of a BP. When the events
are connected to a specific BP instance, they form a trace, i.e. a set of events
describing a single instance of a BP. These events, once combined in a temporally
ordered sequence, describe the sequence and control flow of the process, although
this description is implicit because one case cannot describe the sequence of
events which applies to all cases.

Process mining techniques, with the purpose to discover BP models, try to
process the event sequences to identify the implicit control in the events logs and
present the general control flow in the form of BP models (Fig. 1.2). In the
example provided in Table 1.2, there is an event log of an insurance claim. The



14 1. INVESTIGATION OF METHODS FOR BUSINESS PROCESS ANALYSIS

event log contains data about different BP instances (identified by Trace ID),
sometimes called traces or cases. Each trace contains a set of events which have
occurred during the execution of the BP. The events usually depict an occurrence
of the activities, for example, the events Incoming_claim, Register_Claim,
Initiate_Payment are activities that have occurred in the process. Each event
always has a name, identifying the event, and a timestamp of the occurrence.
These data attributes form the smallest set of data that can be called an event log.
However, this data is rather limited because it only allows seeing the sequence of
activities that have occurred in the BP.

The event logs might also contain domain-specific data, such as, in the case
of the example, an organisational resource to identify the agent who has performed
the activity and activity-specific data, such as the location of the activity, status of
the insurance claim, payment size or others.

Table 1.2. Exemplary event log of an insurance claim process

Trace | Event Timestamp Organizational | Data

ID Resource

1 Incoming_claim 2014.01.05 8:05 {actor A} {claimant}

1 Register_claim 2014.01.05 8:30 {actor A} {claim size}

1 End 2014.01.05 13:57 | {actor A} {rejected}

2 Incoming_claim 2014.01.07 13:07 | {actor B} {claimant}

2 Register_claim 2014.01.07 13:13 | {actor B} {claim size}

2 Initiate_payment | 2014.01.10 11:15 | {actor B} {payment size}
2 End 2014.01.10 11:17 | {actor B} {complete}

There are various techniques for process model discovery from an event log,
and they all have their specialised purposes. For example, some techniques can
discover process models using specific modelling language such as Petri Nets
(Weijters & Ribeiro, 2011) or declarative process models (Maggi, Dumas, Garcia-
Bafiuelos, & Montali, 2013a). Others are developed to solve a specific task, e.g.
guarantee to not overfit the event log (Leemans, Fahland, & VVan Der Aalst, 2013).

Discovered process models reflect the BP behaviour exhibited in the event
log. Generally, BP models exhibit complex control flow, such as: decisions, n:m
splits and joins, event-based splits and joins, rule-based split and joins and others
(Russell, Ter Hofstede, Van Der Aalst, & Mulyar, 2006). It has to be noted,
though, that the event logs only contain event sequences, such as
{abcd, acbd, abd} which are interpreted in a process model.
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Of course, this is a simplification, because the events can contain additional
attributes, describing resources associated with events, timestamps, lifecycle
types (start, end, complete, cancel and others) and other, domain-specific,
attributes (Reddy et al., 2011; Van Dongen & Van Der Aalst, 2005). It is clear
that event logs contain only implicit control flow and it is the task of process
discovery techniques to interpret the sequences into a complex control flow. For
example, having an event log with traces and event sequences {abcd, acbd, abd},
it is clear that: a is always followed by either b or c; d always follows b or c; b
and c are independent; b can repeat multiple times. A Petri Net best describing
the event log is depicted in Fig. 1.3.

asses

advise clai..

Fig. 1.2. Process model discovered from an event log
\O—b C ‘_’_.O/'

Fig. 1.3. Petri Net discovered from event log {abcd, acbd, abd}
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Also, sometimes the event log contains behaviour that cannot be interpreted
in a simple manner and it is apparent that an event must have happened during a
process, but it was not observed. For example, when a telephone call is made,
some activities might be skipped. This behaviour is explained by invisible events,
where the transition between events is apparent, but no observed event is visible
to explain it. In that case, usually, a black box in a Petri net is displayed with no
label to represent such invisible events.

1.2.1.1. Petri-Net Based Model Discovery Techniques

One of the first and most important process model discovery techniques is a
algorithm by Van Der Aalst and Maruster (Van Der Aalst, Weijters, & Maruster,
2004). This technique was the first to discover structured workflow nets.
Structured workflow nets are Petri Nets which always have a starting point (a node
with no input), ending point (a node with no output) and all places in it are
connected. This technique takes an event log, which is assumed to be noise-free,
and iterates through all traces in the log. It transforms each event in the log into a
place and for each pair of event sequences it adds a transition between them in the
discovered structured workflow net. The main fault of the algorithm is that it
cannot discover short loops and non-free choice constructs. It also cannot
distinguish between multiple events with the same label. Although it has
limitations, an improvement was presented by Rebuge and Ferreira in (Rebuge &
Ferreira, 2012) and it is was one of the most widely used algorithms.

Another algorithmic approach is Heuristic Miner (Weijters, Van Der Aalst,
& De Medeiros, 2006). It applies well-known heuristics and is not noise-sensitive.
The method uses relations between events to construct a dependency matrix which
is then used to construct a dependency graph. The heuristics miner formally
defined well-known relations. Having an event log W with traces T and event
pairs a, b € T, the relations can be:

— Directly-follows. a >y, b iff Joe€W:0 =tlt2..t,,wherei€
{1,...n—1}At;=aA t;,, = b, i.e. eventb at least once in the log was
found just after event a.

— Must-follow. a — b iff a >y, b Ab #y a, i.e. event a always precedes

event b.
— Independent. a lly, b iff 30 € W:0 = t1t2 ...t,,wherei € {1,...,n —
BAtg=ant,,=bAt,,=a

— Eventually-follows. a>>>b iff 3c e W:0 = t1t2 ...t,,where i, €
{1,..,n=1}Ai<jAt;=aAt; =b,ie. eventb follows event a in the
same trace somewhere in the log, but there could be other events intruding
between events a and b.
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By using these relations, the Heuristic Miner discovers dependency matrix,
where each cell reflects connectedness between events a and b and the

. . >wb|—|b> .
connectedness is calculated as a metrica =y, b = ( la>wbl-|b>wall ). The metric
la>wb|+|b>yal+1

identifies the relation between two events, i.e. if the connectedness is higher, it
means that a should be followed by b, while the negative value implies the other
way around. a =, b = 0 indicates that events are not connected at all and should
not have a direct relation.

Having the dependency matrix, Heuristic Miner builds dependency graph by
iteratively looking for the highest connectedness values between events and builds
relations between them. The Heuristic Miner takes into account loops and AND-
splits and AND-joins while building relations. When representing the dependency
graph, it is transformed into Causal Matrix, which can then be transformed into a
Petri Net using other known technigues.

The methods mentioned above are built using heuristics. Therefore they rely
on expert knowledge. There are also other types of discovery techniques that apply
other heuristics-based methods. One of the best-known examples of this is the
Genetic Miner (De Medeiros, 2006), which applies the idea of the genetic
optimisation algorithms. While this approach is not directly dependable on
heuristics, it is much slower and is not guaranteed to succeed or reach optimal
scenario. ILP miner (Van Der Werf, Van Dongen, Hurkens, & Serebrenik, 2009)
applies integer linear programming methods by representing an event log as a
prefix-closed language and applying the language-based theory of regions to
discover processes.

To solve the problem that existing methods are not guaranteed to find, or to
discover fitting or sound models, Inductive Miner (Leemans et al., 2013) was
created. It applies divide-and-conquer strategy to construct a block-structured
model from small subsets of event sequences where each block is independent,
thereby guaranteeing fitness of each block for the respective event sequences. The
Inductive Miner is sensitive to infrequent behaviour because it becomes hard to
separate individual blocks, as in the case of infrequent behaviour it is not clear
which event sequences are dependent. This problem was solved in a follow-up
research that improved the method (Leemans, Fahland, & Van Der Aalst, 2014),
but the provided method is still sensitive to infrequent behaviour with regards to
XOR-based events.

1.2.1.2. Non-Petri Net Based Process Model Discovery Techniques

Petri Nets, while they are useful due to the availability of formal analysis
techniques, are not so useful for visualisation and even more so when the
processes are complex. BPMN is the de facto BP modelling language that is most
widely used, and it is more understandable by business analysts when compared
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to other notations. It is for this reason that some approaches choose to discover
not Petri Nets, but BPMN models. BPMN notation is difficult though, as it has
many elements and can describe complex behaviour (Cherdantseva et al., 2012)
which is implicit in the event log. Therefore, most of the methods with the purpose
of discovering BPMN models use patterns, as is the case for Constructs
Competition Miner (Redlich, Molka, Gilani, Blair, & Rashid, 2014). It uses a top-
down approach and identifies different event occurrence patterns to discover
Sequence, Loop, Parallelism and few other predefined common BP constructs.
BPMN miner is another approach for discovering BPMN models (Conforti,
Dumas, Garcia-Bafiuelos, & La Rosa, 2016). It discovers hierarchical BPMN
models containing interrupting and non-interrupting boundary events and activity
markers by employing functional and inclusion dependency discovery techniques.

BPMN and Petri Nets notations are limited because they require all places
and transitions to be connected. Declarative Process notations present processes
in a flexible manner, i.e. they only specify either allowed behaviour or not allowed
behaviour leaving the exact flow of the process up to the executors (Van Der
Aalst, Pesic, & Schonenberg, 2009) (Goedertier, Vanthienen, & Caron, 2015; Van
Der Aalst et al., 2009). The process models differ from standard models because
the start nodes in the model do not necessarily have to be connected with end
nodes and the focus of such model is only to declare rules for the flow (Fahland
etal., 2010). It is for the same reason that process mining techniques for discovery
of such models also differ, i.e. they focus on detecting specific patterns to indicate
when some activities can be executed. For example, Declare process modelling
language (Pesic, Schonenberg, & Van Der Aalst, 2007) provides a template
language for temporal logic where the logic rules declare which BP elements can
be executed on what conditions.

Apriori algorithm was used by Maggi et al. to identify sets of activities that
must follow each other (Maggi, Bose, & Van Der Aalst, 2012). They have also
presented a technique for discovering condition-based declare rules in the form
(acitivity;, activity;, conditionalRule), where the rule indicates data
parameters for firing such sequence, e.g. conditionalRule ={x =
5;y #' John'} (Maggi et al., 2013a) and presented a technique for discovering
branched constraints (Di Ciccio, Maggi, & Mendling, 2016), i.e. to detect a pattern
of a rule, when an activity depends on the execution of two or more other
activities.

1.2.1.3. Clustering Based Process Model Discovery Techniques

It is clear that not all events are important in an event log or required to be
represented in the discovered model. Clustering-based process model discovery
techniques were created to filter out unwanted or “noisy” behaviour during BP
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model discovery. An example of such techniques is the Fuzzy Miner (Giinther &
Van Der Aalst, 2007). Its purpose is to discover simplified models, and fuzzy logic
techniques are suited for this task. The main idea of the Fuzzy Miner is as follows:

— Highly significant behaviour should be present in the model.

— Less significant but highly correlated behaviour should be aggregated and
hidden in clusters to reduce the size of the model.

— Insignificant behaviour should not be visible in the model for
simplification.

The method identifies the significance of single events (unary significance),
between event pairs (binary significance) and the correlation between event pair
precedence relations.

Another approach (Van Dongen & Adriansyah, 2010) builds on the idea of
the Fuzzy miner — it also creates multiple abstraction levels by clustering
infrequent events using Simple Precedence Diagrams where nodes in them can
have many to many relations with activities in the log.

The approaches mentioned above focus on discovering models that are based
on Petri Nets. These methods facilitate formal analysis of the behaviour of the
process, but they not so useful for visual analysis.

1.2.2. Process Model Conformance Checking

Discovered process models, or process models in general, should be proven to be
valid and must not only exhibit the same control flow between single events (be
fitting), but it should also try to exhibit no more of behaviour than is available in
the event log. For evaluating the discovered model against the event log,
conformance checking techniques are available.

The static metrics calculate the element counts and names in the log and
afterwards model and compare them (Rozinat, Van Der Aalst, & Weijters, 2010).
For example, the log coverage metric compares how many of the elements in the
discovered process model are also available in the event log. The inversed metric
is called model coverage, and it compares the count of elements in the discovered
model versus the elements in the event log. The metrics are provided in
Definition 1.

Definition 1. Given a set of log entries E, a set of tasks T and a set of labels L, let
l.€eE->LIl, €T ->- LT, =dom(ly), Ly = {l;(t)|t € T,} and L =
{lz(e)|e € E} , then:

_ |{e€E|lg(e)€LT}] _ |LgnLy|,

— the log coverage metrics are cg = —m and ¢ p = TR
E

. teTy |l (DEL
— the model coverage metric is cp = %(I)E}'
|4
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Other metrics reflect not only conformance between event log and the
discovered model using static properties, but also take into account the exposed
behaviour. This behaviour is usually benchmarked by using Petri Net Token play
approach, which replays the events in the event log against the discovered model
(Adriansyah et al., 2011a) or imitates token play in the discovered model to see
how well the execution is reflected by the event log.

Fitness metrics describes how much of the behaviour in the log the process
model is able to represent. When the model allows more behaviour than the event
log exhibits, it is called underfitting and, in contrast, when the model allows not
all of the behaviour that is available in the log, it is called overfitting.

Heuristic Miner (Weijters & Ribeiro, 2011) applies the simplest form of
fitness calculation — whenever it cannot place some token in the model that is
observed in the event log, it treats the model as unfit for the trace. By replaying
the full set of traces available in the event log against the process model, it
calculates the ratio of the traces that were played unsuccessfully against the total
number of traces.

The heuristic miner approach is clear-cut, meaning that one missed transition
which appears multiple times in the model can lead to very low fitness. It does not
take into account any details of the failure to replay the trace. A more complex
model for conformance checking metrics can take into account how complex a
discovered BP model is versus how complex the source event log is.
Appropriateness is the metric that describes how complex the discovered model
is versus how complex the behaviour is, e.g. if it uses many times more elements
in the model than there are events or possible paths between events, its
appropriateness is low (Rozinat et al., 2010):

Definition 2. Let k be the number of different traces from the aggregated log. For
each logtracei (1 <i < k), n; is the number of process instances combined
into the current trace, m; the number of missing tokens, r; the number of
remaining tokens, c; the number of consumed tokens, and p; the number of
produced tokens during log replay of the current trace. The token-based
- TP | K my 1 K g
fitness metric is f = > (1 Zi-;lnicl-) +3 (1 Zﬁiinmi)'

Definition 3. Let k be the number of different traces from the aggregated log. For
each logtracei (1 <i < k), n; is the number of process instances combined
into the current trace, and x;the mean number of the enabled transitions
during log replay of the current trace (note that invisible tasks may enable
succeeding labelled tasks but they are not counted themselves). Furthermore,
Ty is the set of visible tasks in the Petri net model. The behavioural

) . vk ni(ITyl-x)
appropriateness metric is ap = == ——
Pprop B = Uy l—0xl, g
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The conformance of the process model against a log cannot always be
confidently calculated using the above fitness metrics because not all changes are
equal, i.e. missing an activity in the model could be worse than misinterpreting
control flow between XOR and OR splits. Also, the fitness metric, as defined
above, does not take into account the location where the token was lost — only the
number of the tokens, therefore a single missing control-flow link might be
reflected as low fitness whereas it is only a single minor error.

To solve this issue, cost-based fitness metrics (Adriansyah, Van Dongen, &
Van Der Aalst, 2011b) that assign costs to skipped activities and inserted
activities can be used. The skipped activities are activities which are sometimes
skipped when the model, requires them to be executed. Inserted activities are the
ones which are observed in the log but are not permitted in the model. The costs
of the skip and insert operations depend on the distance from the current location
in the replay. This approach replays event log on the model and, once it completes
or fails, it finds the nearest complete trace in the log. Once the nearest complete
trace is found, the algorithm computes the distance and provides fitness for a
single case. For example, if we have a log with a single trace o = abkc and a
process model that allows traces {abc, abyc}, then the closest match between the
log and the model is the allowed trace {abc}. This leads to a single insert operation
of the event y, therefore the fitness is the cost (an arbitrary number assigned for
this specific case) of the insert operation.

1.2.3. Business Process Execution Analysis

BP event logs can contain much more information than the sequences of events.
Each event has additional data attributes that define the context of the event. This
data can describe organisational resource related to the event, the timestamp of
the event (Reddy et al., 2011), the location of occurrence and any other arbitrary
domain-specific data, such as product title and weigh, university faculty, student’s
study year, study programme and other data. All this data could be used for much
more than an extension of BPs or evaluating their conformance.

It is for the abundance of such data that process mining techniques extended
beyond analysis of process models. Process mining research area has extended
beyond the initial model discovery and conformance techniques into BP flow
analysis or behaviour parameter detection, e.g. anomaly detection, leftover
instance duration prediction, QoS parameter analysis, resource assignment to
activities, organisational relations and others. These techniques fall under the
umbrella of Operational Process Mining (Senderovich, Weidlich, Gal, &
Mandelbaum, 2014c).
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1.2.3.1. Business Process Flow Prediction

Process mining has quite a few applications in the analysis of BP behaviour to
improve decision making. It has been used for time prediction — Van Dongen et
al. use regression equations based on event logs to prepare model for predicting
when a process instance (case) will be finished (Van Dongen, Crooy, & Van Der
Aalst, 2008); Van Der Aalst et al. presented a method for generating transition
system from an event log which is used for time prediction of a case (Van Der
Aalst, Schonenberg, & Song, 2011). The approaches are suitable for time
prediction, but they are specialised for this specific task and do not take into
account additional data attributes.

Alternatively, temporal information can also be used for anomaly detection,
such as the one presented in (Ping, Chen, Chen, & Howboldt, 2010). The approach
builds Bayesian networks with data about event sequences and their temporal
probabilities as additional nodes. The approach is specific to temporal anomalies
and does not provide insight how to detect general anomalies. There are additional
algorithms for general anomaly detection in BP event logs (Bezerra & Wainer,
2013). The drawback of these algorithms is that they deal with sequences in
activities and ignore additional data attributes.

BPA using process mining and the data associated with BPs is a rather new
area. De Leoni et al. in (De Leoni, Munoz-Gama, Carmona, & Van Der Aalst,
2014) presented which can be used to create multi-perspective models. De Leoni
et al. have also presented an approach which detects data flow from an event log
and associates it with a BP model (De Leoni & Van Der Aalst, 2013). Prediction
models have been applied to process mining before, but most of the research
focuses on the discovery of BP models using prediction models, e.g. Markov
chains were used in methods presented in (Cook & Wolf, 1998; Ferreira, Zacarias,
Malheiros, & Ferreira, 2007).

Prediction of BP properties by using prediction models built from event logs
has been researched before. Most of the research deals with the prediction of a
specific parameter, such as duration. In (Verenich, Dumas, La Rosa, Maggi, & Di
Francescomarino, 2016) authors present an approach which builds an SVM
prediction model and regression models to optimise process flow to eliminate over
processing, i.e. activities that are redundant and has no impact on the final result
of the process. In (Folino, Guarascio, & Pontieri, 2014) authors implement a
prototype method for prediction by using Predictive Clustering Tree where
decision rules are mined. In (Ceci et al., 2014) authors exploit sequential pattern
mining and use additional information about the activities to train nested
prediction models and predict follow-up sequences and process instance duration.
Methods using machine learning also exist for BP prediction. In (Polato, Sperduti,
Burattin, & De Leoni, 2014) authors present a method which calculates the
likelihood of all the following activities using Naive Bayes Classifier and uses
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support vector regression for remaining time prediction, but does not focus on the
correct next activity prediction. In (Rogge-Solti & Kasneci, 2014), authors
employ non-Markovian stochastic Petri nets with elapsed time since last observed
event to predict the follow-up event durations, but not follow-up activities. In (Tax
et al., 2017) authors train Long Short-Term Memory neural networks and use
them as predictive models.

Table 1.3. Summary of process mining predictive method purpose and analysed features

Reference Approach Purpose Analysed feature
(Van Dongen et al., | Regression Prediction of Activity duration
2008) equations time, left for a

process instance
to end

(Van Der Aalst et
al., 2011)

Transition system

Prediction of
summary time
duration of the
process instance

Summary duration,
but applicable to
other aggregable
attributes

(Ping et al., 2010)

Bayesian network
with temporal data

Identification of
anomaly based

Event sequence and
duration probability

on probability.
(Bezerra & Wainer, | Heuristic Anomaly Event sequence
2013) algorithms detection
(Verenich et al., | Support Vector Elimination of Activities having

2016)

Machine prediction

over processing

no impact on the

model final result
(Folino et al., 2014) | Predictive Decision rule Data dependency
Clustering Tree mining
(Ceci et al., 2014) Sequential Prediction of Sequence patterns
pattern mining follow-up

sequences and
total duration of
process instance

(Polato et al., 2014) | Naive Bayes Remaining Activity duration
Classifier and uses | process instance
support vector re- duration
gression prediction

Table 1.3 presents a summary of identified methods for predicting BP exe-
cution features. None of them focuses on the domain data that is available in the
logs, and they focus on the prediction of aggregable business features, such as
duration.
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1.2.3.2. Business Process Behaviour Parameter Detection

While the prediction of BP flow is very useful for BP owners, the prediction is
not so useful when individual process behavioural rules need to be detected.
Process mining techniques assist in this regard because they can provide
information on individual parameters of a BP.

There are process mining techniques which, when applied to event logs, can
infer how resources are assigned to activities. Ly et al. in their paper (Ly, Rinderle-
Ma, Dadam, & Reichert, 2006) presented an approach on how to detect which
staff is assigned to which activities in a BP. They treat the assignment problem as
inductive learning problem and use decision tree learning approach to derive staff
assignment rules. The approach is limited, as it detects simple assignment rules
for activities and cannot detect rules where assignment of a resource to an activity
depends on the resource of the preceding activity, e.g. if a person accepts a call
for a restaurant reservation, it could also be the same person that makes a
reservation of the table. Zhengxing and Huilong presented an approach that mines
association rules for resource allocations taking into account the ordered
correlations between items in the event log (Zhengxing Huang & Huilong, 2011).
The authors of (Senderovich, Weidlich, Gal, & Mandelbaum, 2014a) have
presented an approach to mine resource scheduling protocols from event logs. The
approach assumes that organisations have a protocol that defines the sequence of
activities which are done by a specific set of resources, therefore it is possible to
know what activities and what resources will be assigned to those activities if the
protocols can be detected. Although the results are interesting, the approach is
limited to service-based processes.

The above-presented resource assignment mining techniques are limited to
single event assignment rules. Sometimes context is important to facilitate more
detailed analysis of the behaviour of resources, and for this, some approaches
mine resource behaviour from event logs. One of such approaches is presented in
(Ferreira & Alves, 2012), which mines communities from an event log to detect
resource interactions, such as:

— Handover of work: analysing resources which are assigned to sequences
of activities allows inferring related resources, i.e. the ones that possibly
interact and affect the flow of the process.

— Working together: analysis of a single class of events allows to detect
groups of resources that belong to the same class and perform the same
activities. This detection can be used in inferring resource pools for
activities or a number of resources that are required for performing an
activity. Also, working together implies that resources were working in the
same process instance.
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The approach presented in (Ferreira & Alves, 2012) presents a method to
create two social network graphs, where one is for the handover of work and nodes
in the graph represent resources while arcs represent which resource hands over
work to which another resource. Each arc is weighted with the count of times that
such handover of work was detected in a log. The other social network graph has
the same nodes, but the arcs are undirected and represent which resources have
worked together in the same case. Clustering techniques are then applied to the
graphs to identify groups of resources that form a community to reduce the
complexity of the social network graph.

Finally, process mining has also been applied in decision point analysis.
Rozinat and Van Der Aalst in (Rozinat & Van Der Aalst, 2006) present a method
to extract rules for control flow point in the process model based on data in event
logs. The rules are extracted using classification algorithms such as C.45. De
Leoni et al. in (De Leoni & Van Der Aalst, 2013) present a method which
calculates alignment in BPs to extract data flow rules between activities. Authors
of (Liu et al., 2012) propose to simulate discovered models for use in decision
support. Also, process mining has been applied to domain-specific decision
analysis as in (Samo, Dewandono, Ahmad, Naufal, & Sinaga, 2015) where an
approach is presented which uses process mining and association rule learning for
fraud detection.

1.3. Business Process Simulation

Simulation is a process of creating a model of a real-life problem in order to
imitate its behaviour without affecting the real-life. Simulation is a process of
creating a model which experimentally predicts the behaviour of a real system for
the purpose of designing the system or modifying the behaviour. It is not always
possible or feasible to make tests in a real environment. Therefore simulation is
the perfect way to save costs and test what-if scenarios (Jansen-Vullers & Netjes,
2006).

Simulation is distinct from animation because it imitates the behaviour of an
object and does not focus on the animation of a graphical model. By executing a
single process instance or a batch of instances, the simulation can help in detecting
potential model errors, identify bottlenecks or resource overload. Based on an
analysed problem, a simulation can be either deterministic or stochastic
(Waddington, 1974). Deterministic simulation’s output is solely dependent on the
input parameters, and if the same input is fed into the simulation, the output is
always the same. Stochastic simulation, on the other hand, contains
indeterministic elements and stochastic input, thereby the output of the simulation
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is non-deterministic. Stochastic simulation is sometimes also referred to as Monte
Carlo simulation due to the random outcome of the simulation.

A different classification of simulation execution is based on how the model
behaves in time. There can be either continuous or discrete-event simulation.
Continuous simulation, sometimes referred to as system dynamics, is used when
the time of flow is important, i.e. in this simulation, time is a continuous function,
and all elements of the simulation model can be modelled as functions taking time
and state as parameters. This simulation is expensive to create because the
elements of the simulation model are mathematical functions. Therefore the
creation of such model is a difficult process which requires high skill-set. Discrete
event simulation, in contrast to the continuous simulation, pays less attention to
time. In discrete event simulation, the time flows in ticks, i.e. the time moves
forwards when an event occurs, and the model does not pay attention to what is
happening in-between events because at that time the state of the simulation model
does not change.

The elements of the discrete event simulation model do not take time as one
of the parameters but change the state of the simulation model once activated, and
an event in the simulation is a change of the state. BPs are usually modelled with
modelling notations based on Petri Nets. Therefore it is clear that discrete event
simulation is the best approach to facilitate the simulation of BPs (Hlupic &
Robinson, 1998).

A special case of simulation is an agent-based simulation (Szimanski, Ralha,
Wagner, & Ferreira, 2013). In this type of simulation, the elements of the model
are independent agents that communicate in-between to imitate some domain be-
haviour. This type of simulation is best applied for simulating multiple independ-
ent systems, such as human interactions, process orchestration and others.

BP simulation, as a process, has not changed for the past 20 years (c.f.
(Hlupic & Robinson, 1998) (Van Der Aalst, 2015)) - what has changed is how the
simulation models are created, how the data for simulation models is collected, or
the simulation result application.

1.3.1. Simulation Models

1.3.2.1. Discrete Event Simulation Models

Most of the BPS approaches and tools rely on DES (Jansen-Vullers & Netjes,
2006; Vasilecas, Kalibatiene, & Lavbi¢, 2016). By default, DES models require
the following parameters (Morgan, Banks, & Carson, 1984):

— Entities. They are the elements of the models that modify the state of the
simulation and interact with other entities. They can be either permanent
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and stay throughout simulation or appear only temporarily, e.g. during
subprocess execution. In BPS, the Entities refer to activities, events and
other visible model elements.

— Resources. A special case entities that are consumed or occupied by other
entities to perform some action.

— Activities. They are functions that resources perform when consumed or
occupied by an entity. The activities can have a duration (static or a distri-
bution of some form). While entities in BPS are reflected by model
elements, the activities are the actual behaviour that these elements per-
form. Usually, BP models do not define this behaviour, and this is added
when a BP model is transformed to a BPS model.

— Attributes. They identify entities and define their characteristics. In BPS,
they are the names

— Variables. They reflect the characteristics of the system as a whole and are
used to describe the state of the process. The variables are not associated
with entities, although the entities might modify the variables.

— Events. They are facts that occur at a given time during simulation, and
their source is a change in simulation state. The events can be either
internal and occur during the execution of a process or external and occur
outside of the process. The events are what forces the flow of time during
the simulation.

1.3.2.2. Business Process Simulation Models

Standard BP modelling languages pay attention to how process control flow is
performed but do not care about the actual behaviour. Most widely used BP
modelling languages have model elements to describe the following aspects of
BPs (Heidari, Loucopoulos, & Brazier, 2013):

— Behavioural aspect, which defines the control-flow of the process, how
activities follow each other, what events occur and how they impact the
control flow. This behavioural aspect does not contain information on
when the activities occur or how long do they take to occur, because that
is not in the scope of the modelling languages.

— Functional aspect which identifies the activities that can be executed in
the BP, but the activities are not defined in detail; they are only named,
with perhaps references to the actual documentation, describing what is
done during the activities.

— Informational aspect, which defines data objects, storage locations used,
data that is the input and output of activities and others. More complex
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elements, such as messages or conversations are also available in some
languages.

— Organisational aspect, which is used to describe the resources, executing
the activities or participating in them. The organisational aspect is mostly
limited to performers of activities. The resources that are consumed or
created during the activities are not modelled, or there are no specific
elements to model such elements. Also, resource behaviour, such as
allocation time, schedules, priorities, are not modelled in those languages.

It is clear that existing modelling languages focus mainly on modelling the static
properties of the processes and the actual behaviour, such as what resources are
required by activities, how long do they take to complete or what process state
parameters are available during the execution, are out of the scope of such
modelling languages.

The missing details in the existing models lead to ineffective BPS.
Organisations usually have BPs documented, but they are not suitable for BPS
because the models have to be modified to facilitate simulation. Therefore, when
there is a need to simulate a BP, the existing BP model has to be extended with
simulation parameters (Laue & Mueller, 2016).

Only recently a BPS model standard appeared. The standard is called BPSim
(Yi & Filippidis, 2013) and it aims to unify the BP Simulation tools and facilitate
interoperability between them. The standard is an extension of BPMN and pro-
vides a schema for describing simulation parameters by annotating BPMN models
with additional parameters (Fig. 1.4).
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Fig. 1.4. BPSim standard interaction with BPMN and XPDL (Yi & Filippidis, 2013)
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The BPSim standard adds additional parameters to BP Model elements,
thereby facilitating simulation parameters (Fig. 1.5). The parameters can be the

following:

— TimeParameters define the time-related behaviour of a process element,
e.g. how long an activity takes to complete, the wait time and others.

— ControlParameters define the behaviour of control-flow elements such as
split nodes, loops and others, e.g. the probability distribution for each se-
quence flow path, event occurrence probability.

— ResourceParameters define parameters of the resources used in BP ele-
ments. These parameters only apply to elements, which require resources,
e.g. activities, tasks. The parameters define the availability of the re-
sources, their quantity and selection parameters, such as roles.

— CostParameters specify the cost of a BP element or its execution. It can
be either fixed cost for each occurrence or a cost per unit of time.

— PropertyParameter specifies other properties of a BP element which are
domain-specific.

— PriorityParameter specifies the properties of how the process element
interacts with the whole process, e.g. whether it is interruptible or what is
the prioritisation of paused elements.

‘ «interface»
BusinessProcessModelEl

ElementParameters

VendorExtension|

s

+ id: Sting

TimeParameters

+trangferTime: Parameter
+queueTime: Parameter
+waitTime: Parameter

+setupTime: Parameter 0.1

+ vendorExtensions: VendorExtension

Ref: BusinessProcessModelElement

+ name: String
+ value: Object

+vendorExt
1 0.

HimeParameters
r=g

+oomr0IPammEl/ers 0.1

+processngTime: Parameter
+validationTime: Parameter

ControlParameters

+reworkTime: Parameter
+lagTime: Parameter
+duration: Parameter
+elapsedTime: Parameter

+ o+ o+

triggerCount: Parameter
probability: Parameter

interTriggerTimer. Parameter
condition: Parameter

Parameter

+value: Parametervalue
+esultRequest: ResultType

+ name: String
+ lype: PropertyType

+CogP;

«enumeration» \(: 0.1

1+prinmyParanmters

ResourceParameters

+ availability: Parameter
+ quantity: Parameter

PriorityParameters

+ interruptible: Parameter
+ priority: Parameter

+ selection: Parameter
+ role: Lisg<Parameter>

+propertyParameters 0 1

| PropertyParameters

PropertyType ‘

CostParameters

string
boolean

long

+fixedCogt: Parameter
+unitCost: Parameter

+ property: List<Property>
+ queuelength: Parameter

double
duration
dateTime

Fig. 1.5. BPSim Element Parameter extension (Yi & Filippidis, 2013)

All parameters in the model have an interval of time for when they are
applicable and a value for the time. The value can either be a constant (String,
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Number, Float, Boolean, Duration or DateTime) or a result of distribution. The
standard presents a total of 13 distribution possibilities, e.g. Beta, Gamma, Erlang
and Uniform.

The standard is supported by multiple BP modelling and simulation tools
used in industry, such as Bizagi Modeller (Bizagi, n.d.) or Sparx System
Enterprise Architect (“Business Process Simulation (BPSim),” 2017).

The complexity of planning and scheduling is determined by the degree to
which activities contend for resources (Fadel, Fox, & Gruninger, 1994) and the
final problem with existing BPS solutions is that they have limited details of the
process behaviour. The standard business process simulation models cannot
represent complex behaviour, such as human interactions in processes (Yi &
Filippidis, 2013) or they use simplified general resource behaviour versus the way
resources behave (Fadel et al., 1994; Vasilecas, Normantas, Rusinaite, Savickas,
& Vysockis, 2016). This forces business analysts to employ non-BPS specific
approaches, but general simulation tools such as Arena or Simul8 (Greasley,
2004). The problem with these tools is that they use proprietary modelling
languages for generic simulation, making them non-interchangeable with BP
management systems (Van Der Aalst, 2015).

Dynamic Business Process Simulation (DBPS) attempts to solve this
problem (Vasilecas et al., 2015). The DBPS proposes a process modelling and
simulation approach, where BPs are interpreted as having no clear control flow
and the flow is decided during the execution.

The DBPS takes note of BP terms and elements, thereby keeping a
connection with general BP research area. Activities in the DBP are defined using
the form activity = (rule, taskSet), which allows maximum possible flexibility
of process control flow and taskSet is a pseudo-code definition of how activity
modifies the state of the context. Such definition of activities allows to achieve
more precise BPS results (Vasilecas, Normantas, et al., 2016).

1.3.2. Process Mining Application in Business Process
Simulation

For discovering BP behaviour parameters that can be used in the simulation,
process mining provides multiple solutions. To name a few of such state of the art
methods: Rozinat provides decision rule mining that can be used to predict
branching (Rozinat & Van Der Aalst, 2006); Van Dongen et al. in (Van Dongen
et al., 2008) have presented an approach for predicting activity durations;
Senderovich et al. apply process mining for discovering resource scheduling
protocols (Senderovich et al., 2014c). While there are many possible applications
of process mining methods for discovering BP behaviour, their application is
limited to discovering parameters that can be used for simulation. Authors of
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(Martin, Depaire, & Caris, 2016) performed systematic literature review analysis
on what Process Mining methods could be used for discovering data and could be
used in BP simulation. On the other hand, there is no reasearch available on the
integration of the reviewed approaches in BP simulation, and no experiments were
done to investigate the actual value of the methods in BPS.

General simulation model discovery from the event logs has seen only a few
applications. In (Ahn, Dunston, Kandil, & Martinez, 2015) authors use a refined
alpha algorithm to discover workflow paths and durations which is then used to
create a discrete event simulation model, but the simulation model does not
contain complex data and decisions. Authors of (Giuseppe, Valerio, Teresa, &
Carmela, 2014) present a method to create a risk-based simulation model to
perform conformance analysis of a modelled process, and it is focused for that
specific task. In (Nagatou & Watanabe, 2015) authors discover performance
parameters using well-known process mining techniques and manually, based on
them, create a simulation model to analyse what-if scenarios, but the approach is
not explained in detail. None of the found approaches tries to create a model which
would provide not only activity and their duration simulation, but also data
generated in the activities.

The simulation itself can also be applied to improve process mining. In
(Szimanski et al., 2013), authors use agent-based simulation on BP models to
simulate interactions between agents and map the interactions with events in a
log. The research uses Hidden Markov Models for modelling event occurrences
and maps them to higher level BP. Authors of (Ackermann, Schonig, & Jablonski,
2016) use BP simulation to generate an event log and use the generated event log
for mining a different paradigm BP — from declarative process models to well-
structured process models. The research focuses on simulating already existing
models and does not focus on the creation of detailed simulation models from
event logs.

1.4. Conclusions of Chapter 1 and Formulation of
Objectives

1. Most of the BP prediction techniques in process mining focus on the state
of the process or a single attribute, e.g. time or duration; therefore, their
applicability for other, domain-specific, parameters prediction is un-
known.

2. Discrete Event Simulation is the most widely applied BP simulation
method, although its use is limited due to multiple existing problems —
static process models, a single, not widely adopted simulation standard,
and manual labour required for model creation.



32 1. INVESTIGATION OF METHODS FOR BUSINESS PROCESS ANALYSIS

3. Existing process mining techniques can be applied to discover BPS model
parameters, but their practical application has limited research, and their
integration and combination are not researched to prove their use in BPS.

Based on the literature review, the following further objectives were

formulated to achieve the goal of the dissertation:

1. A method must be proposed which could:

1.1. discover a business process model from an event log that would
take dynamic and stochastic properties of BPs into account;
1.2. generate a simulation model from discovered business process
models.
2. The proposed method must be experimentally evaluated using event logs
of multiple BPs with varying degree of complexity.



Discovery of Bayes Belief
Network and Simulation Model
from an Event Log

The improvement of BPs can be performed using multi-perspective analysis.
Based on the expected result, the analysis focuses on three different perspectives:
the past, the present or the future. The analysis of the past includes the investiga-
tion of historical data on how a BP has been executed to gain insights on what
could be improved. The analysis of the present focuses on the BPs that are being
currently executed to support decision-making activities and to assist in the detec-
tion of anomalous activities. Finally, the future analysis focuses on one of two
tasks — the prediction of the near-future behaviour of the current process instance
or the prediction of process behaviour in the long term for what-if analysis.

This chapter presents a method to create a probabilistic Bayesian Belief Net-
work from an event log and, furthermore, use the belief network for simulation
model creation. The method uses historical data of the BP execution to create a
belief model which allows gaining insights into the behaviour of the past, identify
anomalies for BP instances and to facilitate near-future prediction of the currently
running process instances. The generated simulation models can assist business
analysts in performing BP simulation and allows what-if analysis. The contents of
this chapter are based on previously published content by the author in

33
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(Kalibatiene, Vasilecas, Savickas, Vysockis, & Bobrovs, 2016; Savickas &
Vasilecas, 2014, 2015, 2017; Vasilecas, Kalibatiene, et al., 2014; Vasilecas et al.,
2015).

2.1. The General Approach

Two of the main issues that hinder BP analysis is that the existing knowledge
available in the ISs is not reused and that the process of modelling the domain is
a time-consuming task (see chapter 1). That is where lies the idea of the proposed
method: there is a need to extract already-existing knowledge in IS about the pro-
cess execution and to automate domain modelling. Having achieved the
mentioned objectives, the approach would facilitate faster analysis of the BPs the
users are interested in.

The method starts with the re-use of existing knowledge. All BPs, when au-
tomated and executed in an IS, leave a trace of its execution in some form. How
much data is in the traces depends on an IS, e.g. process-aware ISs keep a detailed
log of the activities, their performers and other associated domain data, such as
locations, customer details, and others. Other systems, which are not process-
aware, might store such traces in an inexplicit form, e.g. files, relational database
tables and others. In any case, this data is available in some form, but due to the
inexplicit, non-standard format, it cannot be extracted in the same manner each
time. Therefore, the extraction of such data is a manual task.

The idea to use historical data for BP analysis is not a new one, and it is the
basis of the process mining research area (see chapter 1). The proposed method
follows the same path as existing process mining methods and ignores the type of
the source data. Due to the unpredictability and non-uniformity of the data source,
the approach assumes that it is the duty of the user to acquire an event log with
the representation on how a BP has executed in the past. The event log is a well-
known construct in the process mining research area and is described in more
detail in section 1.2.1.

The other problem lies in the domain modelling. The domain model must
satisfy the following constraints in order to be usable for analysis:

1. The process is a set of activities executed in a specific sequence to trans-
form input into output. Therefore, the model must represent control flow
of the process.

2. The process has input, output and generates data. Therefore, the model
must take into account the data occurring in the BP that is stored in an
event log.

3. The process has stochastic nature due to human interactions, unknown
and unpredictable context (such as weather, clients, third party systems)
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and other factors. Therefore, the model must represent this stochastic na-
ture.

4. The process contains feedback mechanisms because behaviour and de-
cisions made at one point in the process might have an impact on behav-
iour later in the process in a complex or an indirect way. Therefore, the
model must represent feedback mechanisms.

The constraints mentioned above eliminate most of the standard BP
modelling languages, such as BPMN, UML Activity Diagrams and Petri Nets. It
is so due to the fact that even though the standard BP modelling languages can
represent control flow and data, they cannot represent stochastic nature and
implicit behaviour mechanisms. Their purpose is to provide a static view that
represents how the process should behave in a perfect scenario, e.g. to depict how
the activities in the BP follow each other via activity and arc elements. The
constraints depicted in the model are often overlooked in real-life scenarios, or, in
other cases, there are no elements that depict feedback mechanisms between
activities not directly linked by arcs. Also, the modelling languages often lack a
detailed view of the data that is occurring in the process and is generated in
software systems, because it is deemed not useful by the analysts. Another
drawback of such models is their limitation to represent the behaviour of the past,
e.g. how often and for what reason the splits in the control flow of the process
were made.

An alternative to standard BP modelling languages are artificial intelligence
models, such as Support Vector Machines (SVM) and Neural Networks (NN).
Such models do not satisfy the above-mentioned constraints because they can
represent stochastic nature and implicit feedback mechanisms in the BP, but a
single model cannot represent control flow and data in a comprehensible and
visible manner. They are mathematical, non-graph-based models and this makes
it hard to depict BPs in a manner that would allow easy identification of activity
sequences or attribute dependencies or explain the reasoning behind the models.

Only the probabilistic, graph-based methods are left. Markov chain could be
a suitable candidate, but it assumes that given the past, the future is independent.
Therefore Markov chains do not satisfy the 4" constraint above. The final
candidate is the Bayesian Belief Network (BBN). It is suitable, because:

— the underlying Directed Acyclic Graph (DAG) could represent the control
flow;
— the conditional probability tables represent data used in the process and
exhibit:
o attribute and value space of the data in the process;
¢ stochastic nature via probabilities of data occurrence;
o feedback mechanism using joint probability tables.
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The main limitation of the BBN is that the underlying graph is directed and
acyclic. Such limitation reduces the control flow depiction capabilities, i.e. the
BBN does not permit loops and cycles, but it is offset by the ability to use the
belief network to analyse historical data and the capability to:

— see possible event sequences;
— detect anomalous behaviour by inferring the low probability of some exe-
cution path;

Start
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Fig. 2.1. Conceptual Model of the approach
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The BBN can also facilitate BP simulation because the underlying model
could allow inference of data probabilities and it could be used to generate data or
decide what path the process should follow based on the past behaviour.

Finally, the BBN by itself is not suitable for investigating what-if scenarios.
It facilitates the inference probabilities for the underlying data and the prediction
of the data. The de facto approach to analyse what-if scenarios is BP simulation.
Therefore it must be the final step in the overall approach.

As the outcome of the deliberation in this section and the ideas, the concept
of the method was designed — to use historical data from IS describing historical
BP execution to create a BBN and furthermore use it to generate a simulation
model to facilitate historical, present and future execution of BPs. The conceptual
model of the approach is presented in Fig. 2.1.

The method consists of the following activities:

1. Name: Extract Logs

Input: Information system and the corresponding data storage.

Activity:  Aninformation system is analysed, and an event log depicting his-
torical execution of a BP is extracted. The activity is a manual task
and is dependent on the system.

Output: Event log.

2. Name: Construct Bayesian Belief Network

Input: Event Log

Activity:  Data in the event log is transformed into Bayes Belief Network.

Output: Bayes Belief Network

3. Name: Evaluate Fitness

Input: Bayes Belief Network

Activity:  The Bayes Belief Network is evaluated whether it fits the event
log, i.e. whether the graph is correct, whether prediction rate and
probability inference are sufficient for analysis, etc.

Output: Fitness

4 Name: Modify Event Log

Input: Event Log, Information System

Activity:  Event Log is modified to improve the fitness of the discovered
Bayes Belief Network. The activity is manual and might remove
attributes from the event log, might select different activities,
might modify data (cluster values, etc.).

Output: Event Log

5. Name: Create Simulation Model

Input: Bayes Belief Network

Activity:  The belief network is used to create an initial simulation model
which imitates the behaviour of the event log.

Output:  Simulation model
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6. Name: Perform historical, present and near-future analysis

Input: Bayes Belief Network

Activity:  The analyst uses the model to:
check probabilities of the historical behaviour, e.g. how often an
activity occurred given some client information;
infer the probability of the currently executed BP instance to detect
anomalous behaviour;
predict BP behaviour of the current instance given the current con-

text;
Output:  Analysis results for the given task.
7. Name: Perform what-if analysis
Input: Simulation model

Activity:  The simulation model created from the belief network is used to
modify the process behaviour and assess the impact of the change.
Output:  Analysis result for the given task.
The following sections in detail describe the process of creating each of the
outputs in the stages.

2.2. Event Log and Process Instance State

The data in IS is not uniform. Therefore an intermediate form of BP historical
execution data format is needed. The process mining research area has long used
event logs (Van Der Aalst, De Medeiros, & Weijters, 2005a) to describe BP
execution history and all of the process mining approaches use the event logs as
the main input. It is for the same two reasons — to have a unified form for data and
to have data which describes the historical execution of the BP — that event log is
chosen as the input for the method (Fig. 2.2). To eliminate the need for a specific
file format, we introduce an event log definition which abstracts away the actual
implementation of the event log.

The event log contains process instances (or cases, or traces) where each
instance is defined by a set of events that have occurred during the process
instance. Each event, furthermore, is described by one more or more data
attributes. The method uses the definition based on research by VVan Dongen et al.
in (Van Dongen et al., 2008). The original definition did not have individual
attribute values of the events because their work was focused on totals or an
attributes values in all events to predict some parameter or a case. In this case,
however, this is not suitable. We need individual attribute and value pairs for them
to be usable during the creation of the BBN. Also, the ordering of events is not
used in the method above, but it is needed to model the DAG, which is a
component of the BBN (see section 2.3).
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<trace>

<string key="concept:name" value="1632",/>
<string key="description" wvalue="Simulated process instance"/>

<event>
<string
<date
<string
<string
<fevent>
<event>
<string
<date
<string
<string
<string
<fevent>
<event>
<string
<date
<string
<string
<fevent>
<ftrace>

keyv="grg:rescurce” value="40-49"/>

key="time: timestampn" value="1970-01-01T04:47:08.0004+01:00"/>
kev="lifecygle: transition" wvalue="complete"/>
key="concept:name" value="incoming claim"/>

kev="grg:resource" value="Center Klaipsda"/>

key="time: Limestampn" value="1970-01-01T05:53:52.0004+01:00"/>
kev="lifeqgyvnle: transition" value="complete"/>

key="location" value="Elaipeda"/>

kev="concept:name" value="B check information"/>

key="grg:rescurce” value="Center Vilnius"/>
keyv="time:timestampn"” value="1970-01-01T06:04:04.0004+01:00"/>
kev="lifecygle: transition” walue="B register claim"/>
key="concept:name" wvalue="complete"/>

Fig. 2.2. Example of an Event Log in XES format

Definition 4. An event log over a set of activities A and time domain TD is defined
asLarp = (E,I,N,M,V,u,a,y, B, >, > name), where:
— E is afinite set of events;
— I is afinite set of cases (process instances);
— N is a finite set of attribute names;
— V is a value space of attributes;
— M:NXYV is afinite set of attributes;
— u: E - M is a function assigning each event with attributes and their val-

ues;

— a: E — Ais afunction assigning each event to an activity;

— v:E - TD is a function assigning each event to a timestamp;

— B:E — I is a surjective function assigning each event to a case;

—name:E - N is a function identifying the name of an event and
name(e) =v:(v € V,n € N: (v,n) € u(e) An ="name”);

— >C EXE is the succession relation, which imposes a direct ordering of
the events in E;

— >c>% is the succession relation, which imposes a total ordering of the
events in E.
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Graph-based models discovered from event logs are not fault-tolerant and
could be underfitting. Therefore, using such approaches might sometimes lead to
erroneous predicted behaviour. For example, if there is a graph
{{a, b}, {b, c},{b,d},{c,d}}, it permits a sequence of {a, b, d, c} to occur, which
might not exist in the original event log. Therefore, a state during any process
analysis should be tracked and the possible execution or inference paths should
be constrained.

Authors of (Van Der Aalst et al., 2011) introduced a labelled state transition
system which was used to predict the duration of a process instance. This transi-
tion system keeps track of a process state and allows the identification all possible
execution paths for a given partial traces of an event log.

Definition 5. Given a state representation function [st3t¢and an event represen-
tation function [¢V¢™ a labelled transition system is defined as TS =

(Y,E,T) where Y= {[state (hd"‘(a)) o € LAO <k < |o] is the state space

and hd*(o) is a “head” of event sequence in a trace of first k elements.
E = {l®"*"(g(k))|oc € LA1 <k < |o|} is the set of events labels, where

X = {lstate (hdk(O')) , levent(o.(k 4+ 1))' [State (hdk+1(0')) ) levent| gE
L A0 <k < |o|}is the transition relation. YSt#"t = {[state(( )} is the sin-
gleton of initial states and Y¢*¢ = {[5t%¢€(g)|o € L} is the set of final states.

The definitions of the trace state [5¢3t¢ and the event state [¢V¢™ are left un-
used and undefined in the original work, therefore, for the method these defini-
tions are introduced. The trace state [5¢%t€ is used in tracking the state of the cur-
rent process instance and the event state [¢7¢™ is used to track the data that de-
scribes the event in an instance of the BP.

Event state [¢V¢™¢ describes attributes and their values that belong to the spe-
cific occurrence of an event in a trace, therefore it can be defined using the defi-
nition of u:

Definition 6. Event state is defined as [¢7¢™(e) = u(e),e € E,u(e) € M and it
describes attributes and their values of a specific event.

A state of a trace is a collection of event states; therefore, it can be defined
as:

Definition 7. Trace state for a partial trace is represented as a set of event states
15tate (0) = {e, M, eprevious|e € EAVa(e) =t At € 0,M, € M Au(e) =
Me:eprevious > e}'
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The use of event log and process state definitions allows operation using for-
mal methods and abstractions which later on can be implemented in any system.
These definitions are the basis for constructing the BBN and simulation models
and, furthermore, facilitate the modelling of a process state for the hypothesis in
the inference of the probability of the simulation state (see section 2.3.3).

2.3. Bayesian Belief Network Construction

Bayes Belief Network is a model that can depict causality between data. The BBN
consists of two main parts — directed acyclic graph (DAG) and conditional prob-
ability tables (CPT). They are two separate components where DAG is used for
depicting event conditional independence and CPTs depict the probability of data
in a specific node (Fig. 2.3).

Conditional Probahility Table

Var | P
X 0.3
Node vy 07

Edge

(=]
w]

Var| Var | P Var | Var | Var | P

x |a [015 x la |1 011

x 1b ggg x |a_ |j__|o007

Y E K X _|b_ [ 013

y : X b j 028
y a I 013
¥ a ] 0.08
y |b i 007
¥ b i 0.13

Fig. 2.3. lllustration of Bayes Belief Network

There is only a single alternative method that can create a Bayesian Belief
Network from an event log (Sutrisnowati, Bae, Park, & Ha, 2013). It is a general
method for creating Bayes belief network. The method does not take into account
the underlying control flow of the BP but rather attempts to discover it by
analysing dependency between events in the log. It is for this reason that the
constructed Directed Acyclic Graph is not usable to depict the sequencing of the
events. The method, furthermore, is not tested for anomalies or the current state
probability inference; therefore, its usability is not proven. The following sections
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present a novel method for building a BBN from an event log (Fig 2.4), as the
underlying graph is built to specify the sequences of events and the conditional
probability tables provide a way to infer the probability of occurrence of an event
or the data probability of data describing a specific event.
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2.3.1. Directed Acyclic Graph Extraction from an Event Log

The directed acyclic graph is one of two core components of the Bayesian Belief
Networks. Since the graph is directed, it can represent the sequences of activities
in the BP. DAGs cannot fully represent a BP due to a vital difference from the
standard BP modelling languages — the DAGs cannot have cycles which are a
common component in BPs. On the other hand, it is possible to model the cycles
using different approaches, e.g. identification of a loop and transformation into a
junction tree (Jensen, 1996). Another alternative is to calculate beliefs by allowing
the cycles, although undirected, using belief propagation for inference (Murphy,
Weiss, & Jordan, 1999). Bayesian Belief Network requires directed acyclic graph
and the usual approaches for discovering BP models are unsuitable because the
discovered models are non-acyclic (see section 1.2.1 and (Augusto et al., 2017)).
These methods allow edges in the graph to exist that could form a loop.

It is clear that the graph must depict control flow of the process to make the
discovered DAG semantically similar to the original BP and be usable by the
BBN. In other words, the arcs have to go between events that can follow each
other in the log, but the graph must not have loops. Causal Net acts in a similar
fashion (Weijters & Ribeiro, 2011). It evaluates the frequency of events following
each other in the log to build the graph, but the resulting discovered graph is not
acyclic. Therefore it is not suitable for BBN. For this reason, the proposed method
uses similar frequency calculations, but the graph building algorithm differs in
order to create an acyclic graph.

The loops in the graphs, discovered from events logs using existing Process
Mining methods, have the following causes:

— The BP contains a loop, and it is extracted as such from the event log.

— The BP contains parallel activities which are extracted as sequences from
the event log, thereby forming a loop. This extraction renders the model
semantically incorrect and modelled activities become causally dependent,
while in reality, they are independent.

A process instance loop is defined as a set of events that are ordered in se-
guence, but the first and last events in the set appear in the log more than once and
they belong to the same trace:

Definition 8. A process instance loop in an event log L is a set of events
Z={po,p1,..,pi-1,pi} where:
— Z is afinite set of events;
—Vz € Z:z € E all events in the set belong to the event log;
~Vzy,zj €Z : z > zj ,Where k > j,k > 0,7 >0,k <i,j<i, all events
inside the loop are ordered;
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— zy > z;&z; > z,, first and last elements follow each other in the trace;
—-Vz€eZE — i€l alleventsinaloop belong to the same trace.

For example, there may be traces ABCD, ACBD and ABBCD. The first two
traces do now allow for the loop to exist, but standard process mining tools would
extract it in a way to allow a loop (Fig. 2.5a). The correct way would be to model
them as independent activities (Fig. 2.5b). For the third trace, the process allows
the loop (Fig. 2.5c¢), but this construct cannot exist in the directed acyclic graph.

b) c)

Fig. 2.5. Loop discovery types: a) Incorrect, and b) correct graphs for traces “ABCD”
and “ACBD”; ¢) loop of trace “ABBCD” (Vasilecas, Savickas, et al., 2014).

An incorrect model level loop is defined as a set of hodes that are ordered in
a sequence and its first and last elements and their corresponding events never
form a loop in any trace in an event log.

As it can be seen, the goal is to transform an event log into a graph, where
events follow each other in a way that would not form a loop. Having identified
the problem, it is clear that there is a need to identify the loops and eliminate them.

First of all, the directed acyclic graph is defined as follows:

Definition 9. Directed acyclic graph over event log L is defined as T, =
(F,D, M, 6), where:
—F={f€E:Ae € Ee> f&f > e} is a set of nodes for each subset of
events not forming a cycle;
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- D ={FXF:f;, fj € F, fi > f;} is a set of edges connecting nodes, whose
representative events directly follow each other;

— M is a finite set of attributes;

— 6: M — F is a surjective function assigning each attribute to a node.

The frequency of event followings is calculated in a matrix. The calculations
are done by iterating through traces, and each trace is processed to identify how
events behave both in the same trace and in different traces, i.e. whether they di-
rectly follow each other, form loops, eventually follows each other or never appear
together. The sequence matrix is defined as follows:

Definition 10. A sequence matrix is a set My = (N, d,9,9, 0,0 ), where:

— N € EXE is aset of event pairs;

— 0:EXE - N° where d(e;,e;) = |[{ e, ej(e; EE N e €E Ne; # e A
e; > ej)}l is a function assigning each event pair a count of times when
the event e; directly follows event e;;

— 9:EXE - N® where 9(e;, ¢;) = |{3e;,e;(e; EE A e EE Ne; > e}
is a function assigning each event pair a count of times when the event e;
follows event e; somewhere in an instance of a process;

— Q:EXE - N° where Q(ei, ej) = |[{3e;,ej(e, EE N ¢ EENe; > e A
ej > e;)}| is a function assigning each event pair a count of times when
the event e; is followed by event e;and follows the same event somewhere
in an instance of a process.;

— prEXE - {0,1} where p(e;, ¢;) = {Ie;, ejle; EE Nej €EA
(ﬁ(ei,ej) <TA 19(ej, ei) <T-p=0)A (ﬁ(ei,ej) >TA 19(ej,ei) >
T — p = 1]} is a function declaring whether the events ever occur in the
same case;

— 0:EXE — {0,1} where a(ej, e;) = {3e;A¢; [ei EE Nej €EEN
(5ene) >t n9(ee) <) v ((eney) > Ad(eser) < (eney) »
0.1) -0 = 1)]}is a function declaring whether event can be connected
in a graph.

In the matrix calculations, the argument 7 is used to denote a noise threshold.
In best case scenario, where logs contain no noise, this threshold could be zero
value. In extensive testing, best results were reached when t was selected to be
alpha level of matrix with value 0.1, but the threshold could be set on case by case
basis. In contrast with (Weijters & Ribeiro, 2011), the discovered graph should
not have cycles. For this, the tree is formed iteratively and, on each addition, it is
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checked whether the addition would form a cycle. If it does, a nearest previous
node in the graph, which does not form a graph, is selected. This reflects the idea,
that the node nearest in the chain before the cycle is the one that causes the loop.

Having the matrix as defined above, the event log can be transformed into a
Directed Acyclic Graph with the following algorithm:

For each trace in traces
For each event in trace
If Graph.NodeCount = 0
CreateRootNode (event.previous)
If Suitable(event.previous, event)
Graph.AppendNode (event, event.previous)
Else
Let x = Graph.NearestSuitable (event, trace)
Graph.AppendNode (x, event)

Function Suitable (PreviousEvent, Event)

If

p (event.previous,event)>T &

o (event.previous,event)>T &
—Graph.CreatesLoop (event, event.previous)
Return True

Else
Return False

The algorithm iterates through each trace in the event log and each of the
events in the traces. Initially, the graph is empty. Therefore the first event of the
first trace is used as the root node of the graph. Afterwards, for each event in the
trace, the algorithm checks whether the event can follow the preceding event using
the frequency matrix. If it is deemed that the arc between the events is suitable,
the event is added as a node, and the arc is created with the preceding event. If the
node would be not suitable to be connected (would form a loop or fails the thresh-
old value), the function NearestSuitable would identify any other event in the
graph that is suitable for the arc. Once found, the arc is created between the current
event’s node and the suitable node. If for any reason, there is no suitable node
found in the existing events, the returned event from the NearestSutiable is none.
In that case, the AppendNode function creates a new root node Start_event, con-
nects the current root node as its child event, and connects the current event’s node
with an arc to the Start_event node.



2. DISCOVERY OF BAYES BELIEF NETWORK AND SIMULATION MODEL FROM... 47

o

assess_claimcomplete
check_on_advicecomplete initiate_paymentcomplete
close_claimcomplete

advice_claimant_on_reimbursementcomplete

a)

“-
b)

Fig. 2.6. Exemplary fragments of the graph discovery: a) Directed Acyclic Graph with
independent events; b) the same events with alternative result of Heuristic Miner

advice clai..

close clai...

Fig. 2.6 presents an example of the behaviour of the algorithm. The resulting
graph of the algorithm is compared with the resulting graph of the Heuristic
Miner. The Heuristic Miner discovers a graph with a possible loop
{initiate payment, check on advice, advice claimant, intiate payment},
whereas the proposed algorithm prevents the cycle. It does so by identifying that
the events check on advice and initiate payment are independent and therefore
should be executed in independent paths of the process. Moreover, the {assess
claim, check on advice, advice claimant on reimbursement} pathway is
independent of {initiate payment, close claim}, therefore these pathways should
not be interleaved, even if in the event log the corresponding events are
interleaved in time.

The resulting Directed Acyclic Graph is a representation of a BP model and
how the events in the process are time and causally related. The resulting graph is
denoted as a tuple G(E, L), where E is a set of nodes representing events and L
are arcs connecting events to each other.
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2.3.2. Conditional Probability Table Construction

The conditional probability table (CPT) is another core element of the Bayesian
Belief Networks. They contain information on how data attributes of the nodes
are related to each other. The relation is presented as marginal probability values
of P(X|Y), where X is the variable of one node and Y is the variable of a connected
node. In the context of event logs, the CPT can be defined as:

Definition 11. A Conditional Probability Table of an event is defined as a tuple
0(A,,V,, w), where:

- A, ={x: EleiEIe]-[ej EENe, EENe <e NP(e) = ﬁ(ej) Ax =
1(e;)]} is a set of all possible values for each attribute of previous nodes
in the graph;

— V.= {x:3e;[e; € E Ax = u(e;)]} is a set of attributes and their values
belonging to the main node of the probability table;

— w is aprobability function P(V,|A,) assigning conditional probability for
each possible attribute value of the main node related to attribute value
set of parent nodes.

The conditional probability table is constructed for each node in the discov-
ered directed acyclic graph. Since a node in the graph depicts an event in a BP,
the probability of an event’s attributes can be calculated by iterating through the
log. Each parent node has a set of attributes and values which, it is assumed, im-
pact the occurrence of values of a child node following the parent. A real-life
example of this impact could be as follows: for a decree to approve a final thesis
to occur, the topic must be given for a student in university at study year 3 and the
year of the final defence of the thesis must always be equal to or higher to the said
value of the study year. The rule is broken only when an event to pause studies
also occurs. Therefore, the value of attribute study year is directly dependent and
caused by previous event attribute’s study year value and based on whether any
pausing decree (Occurred or Previous attribute value 1 on any pausing event) has
occurred. Since contextual data for the process is usually limited to what is avail-
able in the system, no distinction is made on the data — all data attributes available
in the log are used. To eliminate data attributes with no impact or to reduce the
dimensions of the CPTs, null-hypothesis check might be performed, but this is left
for further research.

For each attribute and its possible values, a probability for it to occur
together with each possible value set of parent nodes is calculated and stored.
Parent node events might not always occur together with the event of the CPT, or
the event of the CPT might not always occur when the parent node’s event occurs.
Therefore, the method uses only those process cases where only the event of the
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CPT and related events (connected nodes in the graph) have occurred. When not
all of the events occur in the same case, there must be a value depicting a non-
occurrence. Such non-occurrence is denoted as an empty element in value sets 4,
and V,. Having data attributes and a graph allows the modelling of dependence
between events and related data. For prediction, sequencing must also be taken
into account. BPs can have complex control flows (Russell et al., 2006) and these
have to be taken into account to for correct prediction. For directly-follows
prediction, only two attributes are required — occurred and previous. The two
attributes — Previous and Occurred — are stored in the CPT for each parent node.
The attribute Previous can have values of 0 or 1 and depicts whether the event has
previously occurred in the same case the current event has occurred. The attribute
Occurred can also have values of 0 or 1 and depicts whether the event has
occurred in the same process case as the event of the CPT. Other complex control
flows could also be added, but the extraction of such control flow is out of scope
of this thesis. Finally, the CPT can be created using the following algorithm:

For each node e€FE in graph G:
Let N=eU{e:3ejA e €EENAV(e,e) EL};
Let T={t:3c[ceCAInENAc=LM)At=c]});
For each case ¢ in T:
Let S={a:del[e€ EA B(e)=cAha=(eule))]}
For each node n; in N
If ﬂ(nl,{(ai, vj)}) ES
Update set S with values -1 for all attributes
of the nodes
Update the S with (occurred,—1,n;)
Update the S with (previous,—1,n;)
Else
Add (occurred,1,n;) to the set S
If node n€N:e>n
Add (previous,1,n) to the S
Else
Add (previous,0,n) to the S
If there is an element in @ for the attribute-
value set of the case
Update the w value
Else

Set probability to m
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Based on Definition 11, all calculated conditional probability tables have
minimal required size, because A, and ¥, contain only those values that have
occurred at least once in an event log. Therefore, for example, for any integer data
type, the value ranges are a subset of the integer set. Furthermore, the attributes in
an event log might contain many different values or data types, therefore it is
mandatory to make some kind of aggregation or transformation of the value
ranges, e.g. transform strings into unique ids, use clustering algorithms to reduce
value range of floating point data type and so on. This is by itself a topic of statistic
and data preparation, therefore transformations or rounding techniques of variable
values are omitted in this thesis. The values of the events are assumed to be
discrete values either as extracted from the data source or due to pre-processing
of the event log .

2.3.3. Business Process Execution Inference Using Bayes
Belief Network

BPs, once automated in an IS, have a controlled work-flow. During this work-
flow, performers of the process generate data with regards to the process
execution, such as location, organisational resource or other domain-specific data
such as student group, faculty and similar. This data, once taken as a whole and
used in a belief network facilitates detection of causality between events or
between data parameters.

The usual approach for analysing BP execution is to use statistical data, such
as averages, maximums, minimums, sums, frequencies and others. While this does
provide a means to infer how the process behaves, it could be superficial, because
it might not take into account conditional dependencies between data describing
the events. To solve this, a Bayesian inference could be used for decision support,
because it provides reasonable expectations.

Bayesian inference derives the posterior probability using well-known
Bayesian inference formula (Darwiche, 2008):
P(D|H)XP(H)

P(H|D) = Z2x

(2.1)

In here, P(E|H) is the posterior probability of a hypothesis H based on
evidence D and it is a consequence of two antecedents — the prior probability P(H)
and a likelihood P(D|H) with a marginal likelihood P (D).

For BPs, the hypothesis is any set of event attributes and values whose
probability we would like to infer. For example, for a question "what is the
probability of the claim status to be declined?", claim is the event, status is the
attribute and declined is the value. Even though the BPs can drift and mutate over
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time, the possible choices for the hypothesis are limited to those attributes and
value pairs which have been seen before in the trace.

Definition 12. Hypothesis of a BP is defined as H, € NxV,3e; € E,h € H;:h €
u(e;) — a set of event’s attributes and value pairs which have been observed
in the past in the log.

The hypothesis is not limited to a single {e, m} tuple, because there can be
multiple events occurring in the same process instance.

As the hypothesis contains multiple possible elements, the prior probability
is calculated as a product of probabilities for each of the attribute values to occur
with no conditions, i.e.

P(H) =I[; P(hy) = Il w(hy). (2.2)

In the standard statistical methods, only the number of times when H|E
occurred would be used for inference, but this is not really useful for decision
support, because it does not take into account the marginal likelihood and only
shows a number of times it has been seen regardless of the likelihood of each of
the parameters. In other words, the Bayesian Inference not only shows how often
this hypothesis has been seen before, but also how likely is it to be seen given the
current evidence. Therefore, for inference, we need to use the evidence likelihood.
We assume that the inference is done in the context of a single process instance,
therefore the evidence is the current state of the trace of the process — [5t%t€,

Given a partial trace o and the current state of the process [5¢4t¢(qg), the
evidence for a hypothesis is defined as a set of events that have occurred in the
current partial trace and their attribute value pairs, i.e. D = {(e;,; m;)|e; €
ag, (el-,ml-) € EXM, e, €Eo0,m; € ,u(el-)

Given the definition of the evidence, marginal likelihood can be calculated
as a sum of all probabilities for the evidence to occur with the subsets of a
hypothesis, i.e.

P(D) = 5 P(DIR)XP(hy) = (T P(dilh)x P(h) = i (11,22

w(hy)
w(hy). (2.3)

Finally, the prior likelihood is the given probability of seeing the evidence

given the hypothesis, and it can be calculated as P(D|H) = 'DxlgleMl, i.e. the num-

ber of times the evidence has been seen together with the hypothesis divided by
the number that the evidence has been seen in general.
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Having all of the components of the inference, we get the final formula:

lo(DNH)|

x [l w(hy)
_ |w(D)]|
PHID) = S w(aprom)<wtmy

Using this formula, we can calculate a probability for an event to occur with
the attributes in the H given some conditional parameters D. The probability for
an event to occur given the instance data is defined as P, (aoccurea=11Ve;) » Where

a is the node of the event for anomaly evaluation and V,, = {x:3e;[e; € E A
u(ej) € V. Aa > e; Ax = e;]}. Prediction of BP execution with a belief network
can be done by finding the most probable next event given the current instance
data, i.e. argmaxh,(al|V;,), where V,, = {x:3e;[e; € E /\,u(ej) EVe Ax =g}
is the data of the current execution and a: a € E is an unknown event.

(2.4)

2.4. Simulation Model Generation from Bayes Belief
Network

In order to simulate BPs, a simulation model first needs to be created. Standard
simulation models are static, i.e. all elements and the control flow of the process
is known before-hand. The static models use distribution probabilities for control
flow or statistical variations in the duration of activities to simulate the pathways
during the execution. The event logs contain more data than that — they contain a
set of data attributes that describe each event in the log. These attributes, in real-
life, are used in making decisions, or they might govern how long an activity takes
time to complete. In general, the data describes the behaviour of BP. For this
reason, the simulation model must also be capable of reflecting not only the
control flow but also the data created during the execution of BPs. Such model
with data taken into account facilitates making deeper insights on how the process
behaves. The DBPS (see section 1.3.1) simulates the processes without a
predefined control flow, activity execution activiation is based on conditions.

2.4.1. Dynamic Business Process Simulation

Dynamic BPs do not have a pre-defined sequence of steps (Kalibatiene et al.,
2016). In declarative or imperative process modelling languages, process
execution is managed using control-flow, therefore limits the behaviour (Fahland
et al., 2010). As opposed to this, in dynamic BP execution activities are activated
based on rules applied to the context, instead of a control flow mechanism, and it
adds further flexibility to the BP execution or permits more complex decisions
based on the data generated during the execution of BPs.
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Due to its ability to use data generated during the execution of the processes
and ability to use complex contextual rules for controlling the execution of the
process (Vasilecas, Kalibatiene, et al., 2016), the DBPS was chosen as the
simulation approach of the method. The simulation process is depicted in Fig. 2.7.

Definition 13. The DBPS model is defined as atuple S = (p,A, T, C, Q):

— Context C is a set of elements ¢ € C, where ¢ = (k, v) with k - name of
context element and v - element value. Context is used to model resources,
simulation statistics and other parameters.

— Process p is a set of Activities. p = (a € A), where A is a set of possible
activities defined in the process model or dynamically added/removed dur-
ing simulation.

— Rule 7 is a function whose result states whether all conditions to execute
an activity are satisfied.

— Activity a = (r,T, € T) is a tuple, where T, is a set of tasks which have
to be executed if rule condition r is satisfied and T is a set of all possible
tasks in simulation model.

— Task t € T, is a function which can change any element of simulation
state, e.g. activities, resources or context. Task is an atomic simulation
action that can be neither divided nor interrupted.

— Queue Q is a set of elements g € Q, where g = (t,d). t is the task to be
executed and d is the moment in time when the task should be executed.

[ [ =

an w .............................. _

(A>—‘{ Select Activity
e
\ .

Add All Activity
Tasks to Queue

: =
: : w ———
: R A . .
Historical Data - - - Perform Task t------ Y
.. —
— l ) . .

Update Simulation‘{ Update Simulatior’ Y ~—

State Statistics - '

Fig. 2.7. A process on how simulation of dynamic business process is performed
(Vasilecas et al., 2015)
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When the simulation engine evaluates all information (Resources, Context,
Activities and Historical Data), it selects the most suitable activity to be performed
next. Once selected, tasks defined in the selected activity are added to the queue.
Afterwards, activity selection subprocess repeats. If additional activity is found
and selected, it means that these two activities are to be performed in parallel. The
steps continue until no other activity is selected to be activated. When there are
no more activities to start, a task queue is evaluated. If the task queue is empty,
the simulation engine waits for a context change and resumes simulation once the
change is detected. If the task Queue is not empty, then task(s), simultaneous in
the next simulation step, are executed. During the step update simulation statistic,
metrics such as duration, queue information, context variables are stored for
further analysis. The activity Update simulation state updates variables related to
the simulation execution: simulation time and task queue. After the state of
simulation has been changed, a check is performed to see if the simulation goal is
reached. If the goal has not been reached, the activity perform simulation step is
started from the beginning with new or updated simulation variables. Otherwise,
if the goal is reached, the simulation is completed.

2.4.2. Bayes Belief Network Transformation to Simulation
Model

The conditions in DBPS models are defined in a predicate logic. Therefore, they
allow data to be used in the activity selection decisions. Also, the DBPS allows
activities to change the context, which itself is a set of data attributes. Such data-
based behaviour fits neatly with the BBN behaviour — the BBN operates with
probabilities of data, where the data is the causal reason for something to occur or
not. These are the reasons that make the DBPS the choice of simulation for the
proposed method.
The method to generate simulation model from an event log L is based on the
following sequence of steps:
1. A belief network is discovered from an event log (section 2.3).
2. Using the belief network, the simulation model S; is generated.
3. A belief network is combined with transition system to facilitate infer-
ences on the events to occur during the simulation.
4. The simulation model is manually customised for specific needs. This
step requires human input.

The method performs multiple transformations and objects of each step are
associated with the objects in the following steps (Fig 2.8). Everything starts with
a log. A log is a set of traces where each trace describes how an instance of a
process has been executed. A trace contains one or more named events, and each
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of them can have data attributes that are specific to that event. The following
attributes are standard data attributes that apply to all events in all event logs:

— Concept:name of data type string defines a name of an event.
— Time:timestamp of data type date defines when an event has occurred.

Other data attributes are domain- and event-specific. The domain-specific
data attributes, when used in belief networks, allow a probabilistic view of event
occurrences and the data attributes they have.

Belief Network is a Directed Acyclic Graph (DAG) where each node has a
Conditional Probability Table (CPT). When a belief network is discovered from
a log, each node in a DAG of the belief network is named after corresponding
event’s concept:name data attribute. Each node in the belief network can have one
or more relations that define the conditional dependency to other nodes. Each node
has a CPT that is constructed from all occurrences of corresponding events, their
associated data attributes, and preceding events with their data attributes in the
same trace. The CPT is a table, therefore it consists of Cells where each cell de-
fines a data attribute’s value, and each Row has a probability to occur.

First of all, for the creation of the simulation model, the associations of ele-
ments of the belief network, simulation model and event log are defined:

—evg:P > M, evg(p)=1{(ab):a€NAv€EV An = concept: name}
is an injective surjective function mapping each node p of the belief net-
work graph G to a specific name of events in the log;

— aca: A - P is afunction mapping each activity a of simulation model s to
node p of a belief network graph G;

— gen: AXC - M where gen(a,c) =x € {m:e € E,m € u(e) A
evg(aca(a)) = name(e)} is a function generating random attributes
with values from previously observed attribute list of the events repre-
sented by the activity a;

When a simulation model is being created, a belief network’s DAG is a direct
source of the initial Business Process (BP). Each node in the DAG is transformed
to Business Process Element (BPElement). As an event in a log can represent any
element type (BPElementType) of a process, its type is, by default, selected to be
Activity. If it is not the correct element type, the user of the simulation could set it
to another appropriate type. This way, the initial set of activities is created:

Definition 14. A;,;; is the initial set of activities, where Va € A;,;;: Jaca(a)
Each activity in the simulation model consists of a set of tasks and a rule that

defines when an activity can occur. The rules are in the form of a predicate logic
and define a condition, which, when satisfied, allows for an activity to occur. The
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idea of the method is to automatically generate a simplified simulation model
which could further be customised. Therefore, the simulation model focuses on
the BP behaviour such that during the simulation, activities occur when in reality
they would have the highest probability of occurrence. That is why, when a node
is transformed to an activity, the rule of the activity to occur is defined as:

Definition 15. A default activity rule r is defined as ("started", "true™) € C A
evg(aca(a)) = name(arg max P(e| 0)).
e &

In other words, if the simulation is started and, based on the current state of
the process, the most probable next event is the event represented by the activity,
then this specific activity should be executed next.

The body of the activity is a task that invokes a belief network and randomly
generates data attributes based on the CPT in the belief network for that specific
node. The data generation function can be of any type — inferred most probable
value set, weighted random selection, or other. The generation function should be
selected based on the task the simulation tries to solve.

If the simulation tries to imitate intricately a specific process instance, then
the generation function should use the inferred most probable value set. This
would allow to see how changes of a specific process context would impact the
behaviour of the process instance. On the other hand, it would limit the scope of
the behaviour exposed by the simulation, and the same input variables would
result in the same behaviour of the process instance. This limits the use of the
generation function to a specific scenario testing.

The method attempts to expose as much behaviour as visible in the event log
during the simulation to facilitate a Monte Carlo simulation, therefore weighted
random selection generation function is the most appropriate. When data is
generated during the simulation, all possible values sets of a specific node are
selected and their probabilities, based on the current state of the process, are
calculated. Afterwards, the random value set is selected weighted by the
probabilities. It makes it more likely to select values for the most probable value
sets and less likely for the rarer value set.

It is for the above reason that the method uses random weighted selection to
generate data attributes. The resulting data attributes from the generation are then
added to the context of the process. The exception to this is if one of the data
attributes is named duration, in which case it is used as the duration of the task.
Otherwise, the activity has no duration, i.e. it is instantaneous. The default task is
defined as follows:

Definition 16. A default task of an activity is such operation, which modifies con-
textinsuch away C' = C U gen(a, C)\((duration,x € V) € M).
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The simulation model consists of multiple activities that, once executed,
modify the context of the process. The context of the process describes the current
state of the process instance. There are many possible types of context variable
types, sources and values which are usually domain specific. For example, a
context variable might be a result of a query to a server, a data record from the
database, a file or anything else. In general DBPS use, the context is a set of
variables that identify the activities that have been executed, the data that has been
generated during the execution of the activities, the variables used by the
activities, the events that have occurred, etc.

For the purpose of the method, it is assumed that the context is a set of key-
value pairs with the name of an element and a value to synchronise it with the data
used by the BBN.

Finally, once generated, the DBPS model can be customised based on the
needs of the simulation performers. The customisations can be an addition of other
activities, modification of activation rules, and/or modification of activity
behaviour. For example, if there is a need to customize the model and add a rule
such that a warehouse accepts incoming transport only after 9:00am and only until
6:00pm, an activity named accept transport could be modified to make its
activation rule as (in pseudo code) “$time > (9:00am) and $time < (6:00pm) and
$started =true and most_probable_next_event(accept transport) = true” .

Another example could be that the performers want to test only a single
decision path. In that case, generated activities could be modified to generate a
specific set of data attributes, thereby forcing a specific process path, as opposed
to the usually used pseudo-random data. This way, the method allows for the
performers of the simulation to automatically generate the initial simulation model
from an event log and then modify it for their needs to test what-if scenarios or
analyse the general process behaviour.

2.5. Conclusions of Chapter 2

1. The deliberation on the selection of a method for prediction and simulation
has shown that Bayesian Belief Networks are useful for modelling stochas-
tic domains, and in the case of the proposed method, stochastic properties
of BPs and the underlying Directed Acyclic Graph in the proposed method
can represent event dependency.

2. Automated BP simulation model generation allows reducing the workload
required to prepare simulation models. It does not create a self-sufficient
simulation model for all analysis tasks but facilitates further customisations
to solve analytical tasks using BPS.
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3. The presented Bayes Belief Network discovery method and inference for-
mulas facilitate BP analysis in the form of decision support by inferring the
probability of the current process instance state and prediction of BP execu-
tion to identify how the BP instance will behave in the short-term.

4. The main pitfall of the presented method is the limited BP behaviour
exhibited during the simulation, because it focuses on data, but not on com-
plex BP concepts, such as resource allocation rules.






Experimental Evaluation of
the Proposed Method for
Business Process Prediction
and Simulation

The proposed method in the 2™ chapter is designed to support the BP analysis.
There is a need to perform an experimental evaluation to prove that the method is
usable in practice. This section presents the design of the experiment and the
experimental results proving the usability of the proposed method. The contents
of this chapter are based on previously published content by the author in
(Kalibatiene et al., 2016; Savickas & Vasilecas, 2014, 2015, 2017; Vasilecas,
Kalibatiene, et al., 2014; Vasilecas et al., 2015)

3.1. Experiment Design

There are multiple activities involved in creating the BBN and the Simulation
model. Therefore each of the activity results must be verified. For this, the exper-
iment has been designed to test each of the components of the activities in the
method.

61
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3.1.1. Selection of Input for the Experiments

The design of the experiments starts with the definition of the experimental data.
The approach has a specific goal to be usable with event logs and to facilitate
faster analysis. Therefore the first step in design is to select the input of the
experiments — the event logs. The experiments should cover the method as much
as possible, and the experiments must be verifiable. Therefore the following
requirements apply to the event logs used in the experiments:

1. One or more of the event logs must be publicly available to facilitate
repeatability.

2. One or more of the event logs must cover real-life use cases, i.e. they must
belong to real-life processes.

3. There must be at least three event logs with differing process complexity to
cover differing behaviour of the BPs.

4. The logs used in the steps of the experiments must overlap, i.e. experiments
steps should re-use the same logs in each step.

Multiple event logs were selected to cover the requirements. First of all, a
publicly available insurance claim synthetic BP event log (Van Der Aalst et al.,
2007) was used. This log contains a total of 3512 cases with up to 11 events each.
Not all events in the log contain data attributes, therefore some additional
attributes, such as performer and age, were generated to imitate domain data.
Secondly, 3 publicly available real-life logs from BPI challenge were used — a
publicly available Dutch Financial Institution event log from BPI‘12 (Van
Dongen, 2012), BPI’13 event log (Steeman, 2013) of car manufacturer incident
reporting process and BPI ’15 log (Van Dongen, 2015) of municipality building
permit application processes and. Finally, a proprietary university edict event log
(EIMSD) of a fully dynamic process was selected, i.e. the sequences of the BP are
not pre-defined. The logs contain 3512-1087 BP intances and 20339-262200
events with 9-289 possible vents and 2-12 attributes. The exact properties of the
event logs are listed in Table 3.1.

Table 3.1. Properties of the event logs used in the experiments

Log Instances | Unique Events | Total Events | Attributes
Synthetic log | 3512 9 20339 2-6

BPI 12 13087 36 262200 34

BPI 13 7554 13 65535 9

BPI 15 1156 289 59083 12
EIMSD 2774 63 21392 6
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3.1.2. Experiment Environment

To facilitate the experiments, an implementation of the proposed method is nec-
essary. For this purpose, a prototype tool called BBNGs (Business process Belief
Network enGine) was designed and implemented using .NET framework for cre-
ating BBNs and making inferences. The BBNGs is a tool designed to receive an
event log of a BP as an input and transform it into belief network, thereby allowing
inferences to be made using the belief network. The overall architecture is
presented in Fig. 3.1.
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Fig. 3.1. Implementation architecture of the prototype

The main component responsible for the behaviour of the tool is the control-
ler. This component is responsible for controlling the process of BBN discovery
and initiating other actions, such as inferences or observations. It is connected to
the XES parser component, which is responsible for loading event log files and
pre-processing them to prepare for the discovery of the BBN. The steps of the
proposed method are implemented in the DAG Extractor, CPT Generator and In-
ference Engine components. DAG Extractor component discovers directed acy-
clic graph from the event log, and then the CPT Generator component uses the
event log to create conditional probability tables and connects the tables to the
DAG. Finally, Inference Engine uses the DAG and the CPTs to make inferences
and stores current variable observations.

To facilitate the use of the prototype to general users, the Prototype exposes
the User Interface (GUI) (Fig. 3.2). The GUI is used by the users to perform ac-
tions such as:

— to load the event log source files,
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— to perform attribute value observations, thereby creating the state [5t4t¢
and levent

— to execute inference or to test the correctness of the predictions,

— to preview discovered graphs and inference results.

The GUI has three main components — Control, Graph Presenter and
Inference Presenter. The Control component is responsible for exposing functions
related to the loading of source files, initiating BBN discovery, performing
inferences and processing the discovered elements. The Graph Presenter
component is used to provide a graphical view of the discovered directed acyclic
graph, and the Inference Presenter provides a graphical representation of the
inference results.
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Fig. 3.2. The graphical user interface of the prototype

The initial task of the prototype is to receive an input in the XES format from
an external system. The specific input format was chosen because most of the time
ISs do not have event logs of BP and the data might be heterogeneous, and the
XES file format is the most widely used format for representing the event logs.
The XES parser component loads the data into the BBNGs and makes the event
log accessible in memory. Afterwards, the other components perform each of the
activities described in section 2.3.
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DBPSim
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Fig. 3.3. DBPSim Simulation using integrated BBNGs module

The prototype BBNGs is used for working with BBN and has no simulation
functionality. For the simulation, the BBNGs has been integrated into DBPSim
(Fig. 3.3) — a prototype tool for DBP. The tool has been conceptualised and im-
plemented in Vilnius Gediminas Technical University IS Research Laboratory.
During the integration, DBPSim was extended with functionality to allow loading
BBNGs as a plugin and to create a simulation model as defined in chapter 2.

3.1.3. Experimental Evaluation Steps

The final step in the experiment design is the definition of experiment steps. First
of all, the approach discovers a BBN from an event log. This discovery consists
of two steps —a DAG and CPT creation. The purpose of the DAG is to represent
a BP albeit without cycles, therefore the first step is to verify the creation of DAG
from event logs. Since the DAG is only a visualisation of event sequences, it is
deemed sufficient to inspect the graphs visually and compare with alternative
methods. Heuristic Miner (Weijters et al., 2006) was selected as a comparison
because it is one of the most widely used methods to discover BP models.

The CPTs are used in inferences, therefore, to evaluate them, the next step is
the experiments with the created BBNs to verify inference correctness. The
evaluation is done with the different event logs using the following process:

1. The event log is transformed into two subsets — 90% and 10%.
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2. The 90% subset is used for discovering BBN.

3. A leftover subset of the remaining 10% traces is used for the evaluation.

4. The experiment is repeated 9 more times with a different subset of event
logs to create k-fold=9 results.

The sample size of 90% for the training set is selected in order to cover the
most behaviour available in the event log and to facilitate high k-fold validation.
By choosing a smaller subset for training, the experiments could have worse re-
sults, but this would not test the method itself — the results would be worse only
due to the fact that the BBNs express less behaviour than is available in the logs.

The experiment itself is performed by imitating the execution of a BP. The
system iterates through each event and creates a partial trace with a state [5t%t¢ (o),
where ¢ is the currently iterated part of the trace in the event log.
Already-knowing what is the state [°¥®"t(g(k)) of the last event,

P (le”ent(a(k))llsmte (hdk'l(a))> — the probability for the event’s state, given

the already occurred events in the partial trace — is calculated. The probability
calculations are done only when |g| > 0, i.e. at least one event is available in the
partial trace. It is done so, because the first event in the trace has no impact in the
experiment — its probability does not have any conditional dependencies, therefore
it does not test the method.

For the evaluation of the method, we perform experiments which answer the
following:

1. What are the average probability and standard deviation for the currently
executed event?
2. How successful is the approach in predicting near-term future:
a. with different size of attribute sets? In other words — what is the impact
of the data on the effectiveness of prediction?
b. with different log complexity? In other words — how does the method
deal with different processes?

The evaluation should examine the following prediction results:

— Correct prediction, when the event was chosen correctly, i.e. it was
correctly predicted that it would be the next one in the process instance.

— Correct interval prediction, when the chosen event was not the next one,
but it occurred further in the process instance. Only a single correct interval
prediction is counted to account for a possibility that the prediction is re-
peated multiple times until the event occurs.

— Wrong prediction, when the chosen event never appeared in the BP in-
stance while it was predicted to occur.
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The final step is the evaluation of the BP simulation. It was decided to apply
the approach as depicted in Fig. 3.4 to evaluate whether the method is suitable for
simulation and whether its results are satisfactory. The approach consists of the
following steps:

1. Load an event log.
2. Generate simulation model based on the event log.
3. Perform simulation for at least 250 cases and generate event log of the sim-
ulation results (GEL).
4. Apply conformance checking methods to test source event log (SEL) against
the simulated event log:
a. discover Petri Net process models from the generated (GMM) and source
event logs (SMM) using Inductive miner (Leemans et al., 2013).
b. check conformance of the event logs versus the discovered Petri Nets
using replay (Van Der Aalst, Adriansyah, & Van Dongen, 2012) for:
i. the source event log against Petri Net discovered from the generated
event log.
ii. the generated event log against Petri Net discovered from the source
event log.
5. Evaluate the results.

Load Event Log
Generate Simulation Model

Execute simulation and generate
simulation event log

Discover Petri net from Discover Petri net from
Source Event Log Generated Event Log

Replay Generated Event Replay Source Event Log

Log on Discovered Petri Net on Discovered Petri Net

Evaluate Results

Fig. 3.4. Selected simulation evaluation approach
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The chosen evaluation approach facilitates formal evaluation of the simula-
tion results. Inductive miner was chosen for the discovery of Petri Nets because it
is guaranteed to provide a Petri Net which is sound and fits the event log (Leemans
etal., 2014). For conformance checking, it was decided to replay event logs
against the discovered Petri Nets (Adriansyah et al., 2011b) to see whether the
simulated results are conformant to the original sequences of events in the source
event log.

The replay does not take into account generated data, but this does not need
to be verified since the data does not strictly follow causal path — it is pseudo-
randomly generated, i.e. it is generated not based on what is the most probable
data, but weighted against probability distribution in the CPT.

3.2. Experimental Results

3.2.1. Evaluation of Bayesian Belief Network

During the processing of the event logs, attributes lifecycle:transition,
concept:name, time:timestamp were ignored in the CPT creation step. In addition,
each event had an attribute time added with timestamp’s hour of the day. This was
done to eliminate the amount of unique time values and include a possibly valua-
ble data attribute. All other data attributes available in the log and associated with
the events were used.

3.2.1.1. Evaluation of Directed Acyclic Graph Discovery

To test the directed acyclic graph discovery, the event logs were fed to the proto-
type and directed acyclic graphs representing BPs were discovered. The graph of
the synthetic log discovered using the proposed method is present in Fig. 3.5a

The extracted graphs were compared to those extracted by the well-known
and widely used PRoM tool (Van Dongen, De Medeiros, Verbeek, Weijters, &
Van Der Aalst, 2005) and the algorithms it contains (Van Der Aalst, De Medeiros,
& Weijters, 2005b; Van Der Aalst et al., 2004; Van Dongen, De Medeiros, &
Wen, 2009). A sample graph discovered from the synthetic log using Heuristic
miner is presented in Fig. 3.5b. The resulting graphs, as can be seen from the
visualisations, are similar. The main difference is that the proposed method dis-
covered a graph which has no cycles, as opposed to that of the Heuristic Miner’s
result.
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Fig. 3.5. Visualizations of discovered graphs of synthetic log: a) using the proposed
method, b) using Heuristic Miner

3.2.1.2. Evaluation of Inference

The experiments of the inference resulted in a total of 17 750 trace runs with a
total 0of 232 861 events. Not all of the events were used in probability calculations,
and some of the probabilities were rejected. In total, 74 168 were rejected. The
reason for the rejection was one of the following:

— the events had no data available in the training set;
— the events were anomalous (P(D|H) = 0);
— the events were the first event in the trace.
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The precision defines the average expected probability of any event in the
presented event log and is calculated as follows:

Definition 17. given an event’s probability function Prob(trace, eventPos) =

P (le"ent(a(eventPos))|l“ate(hdk (o) € trace)), average inferred prob-

k=|1| «Jj=leeB(ixeD]| .
Thzo iy K Prob ik, )
k:|1|zj=|e€ﬁ’(ik€1)|
k=0 4j=1

ability (precision) is calculated as AV ,q = : ol
1[Prob(ik,j)=0

During the experiment, the precision was calculated for each of the event logs
and with cross-validation of k-fold =10. The results are presented in Table 3.2.

Table 3.2. Probability inference results using k-fold=10

Log Inferences | Total inferences/ Events Observed/ | Precision, %
taken into | Total events in the Events in the log
account log
Synthetic | 10 679 16 782/20 339 8/9 78.71+22.73
BPI’'12 122 720 147 255/262 200 34/36 63.1+14.26
BPI’15 11236 53 324/59 083 35/289 98.16+16.36
EIDSM 14 058 15500 58/63 62.66+10.25

From all of the inferences taken into account, the highest average probability
was for the synthetic log, as expected. This was due to the fact that the underlying
process is rather simple. The inference average was 78.71% with 4 of the events
having an average inferred probability higher than 99% with deviation <1%. Other
events had the average probabilities ranging from 30% to 85% with deviation
ranging from £36% to +£50%.

Other processes were much more complex and had much more possible data
variations. This resulted in a lower average precision. In the case of the BPI’12
log, the events contained barely 3—4 data attributes, therefore the causal
dependency between the events is arguable. This resulted in an average precision
of 51%, but 10 out of 36 events had the average precision higher than 80%. 3 of
the events in the BPI’12 log were ignored in inferences, because either they were
always the first event or had occurred less than 5 times in each of the test sets.

The BPI’15 log had the lowest results regarding calculations taken into ac-
count (11 236 out of 53 324), but the process itself is the most complex — the log
has 289 unique possible events and only 1 156 traces in total. This causes the be-
lief network to perform under-trained due to such complex structure and low
amount of data. Also, for the log, there were usable inferences only for 35 out of
289 possible events. Ignoring that, the average precision was 99%. Furthermore,
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in total 33 out of 35 events taken into account had the average probability higher
than 80%.

To sum up, the experiments show that the method is usable, but its effective-
ness relies on data. When the values of an attribute are observed but have never
been observed in the training set, or if there is a limited amount of historical ob-
servations which do not fully cover the process behaviour, the approach has lim-
ited use. In any case, for events whose behaviour is expressed in the event log, the
proposed approach shows great results and allows answering questions important
to the execution of processes — whether events are expected in the process instance
or what data might accompany those events.
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Fig. 3.6. Inference results of: a) Synthetic log; b) BPI’12; ¢) BPI’15
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3.2.2. Evaluation of Prediction

The charts in Figure 3.7 show a list of events in the process log and their prediction
effectiveness. On the left of the charts are bars whose width is relative to the value
of the prediction result count. On the top are the total values for all predictions in
the experimental set. The green colour represents Correct predictions, red colour
—wrong predictions, and blue bar — correct interval predictions.

Progress:1054/1054 | = Correct: 59% | w Partial: 34% | = Wrong: 3% | 2%

I 11100%10% 0%  adviceclaimant_on_reimbur
I 11100%10% 10%  assessclaimcomplete
— 176% 124% 10%  closeclaimcomplete

[T U573 149% 10% checkon_advicecomplete
[ 1513 10% 124% initiatepaymentcomplete
I J10% 10% 0%  bregister_claimcomplete
F J10% 1100%10%  endcomplete

I J10%  10% 0%  incomingclaimcomplete
[

[

10% 10% 10%  sregister_claimcomplete
req i p
J10%  10% 10%  startevent

a)
Progress:1054/1054 | m Correct: 70% | m Partial: 15% | = Wrong: 14% | 0%
I |1M00%10%  10%  adwiseclaimant_on_reimbur
I J1100%:10%  10%  assessclaimcomplete
f 1100%10%  191%  bregister_claimcomplete
[— 1763 124% 10%  dloseclaimeomplete

[ I4e% 152% 10% checkon_advicecomplete

[ [148% 10% 124% initiatepaymentcomplets
I {10% 1100%:10%  endcomplete
[ [10% 10% 10%  incomingclaimcomplete
I [10% 10% 10%  sregister_claimcomplete
[ [10%  10% |0%  startevent

b)

Progress:1054/1054 | m Correct: 88% | w Partial: 0% | w Wrong: 0% | 11%
[I100%:10%  10%  adviceclaimant_on_reimburse
[ M00%10%  10%  assessclaimcomplete
11100%10% 10%  bregister_claimcomplete
11100%10%  10%  checkon_advicecomplete
11100%10%  10%  sregister_claimcomplete
[I74% 10% 10%  closeclaimcomplets
]130% 10% 10%  inibatepaymentcomplete
]10%  10% 10%  endcomplete

]10% 10% 10%  incomingclaimcomplete
10% 0% |0%  startevent

c)

Fig. 3.7. Screenshots of prediction results using: a) weighted random selection;
b) reduced attribute count; c) full attribute list
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In the Fig. 3.7, there are always two events that contain no data. These events
are the startevent and incomingclaimcomplete. These events are always at the first
position in the traces. Therefore no data predictions are made for them.

The results of the experiment show that the proposed method is an improve-
ment over random selection based on frequency. It is an improvement because
random selection ignores the actual data that occurs in real-life processes. This
data is ignored by most BP prediction approaches where only behavioural statis-
tics are used for the prediction. It can be seen that the method is dependable on
the attributes of each event. Therefore the correct selection of data related to the
BP is crucial to the analysis results.

The next experiment step is the evaluation of the prediction capabilities. The
results of the prediction experiment are presented in Figure 3.8 and Table 3.3.

Table 3.3. Prediction results for event-logs with k-fold of 10

Event Log Correct, % Correct Interval Wrong, % Missing, %
Prediction, %

Synthetic 84.49+18.66 | 2.52+7.29 5.74+8.06 7.25+19.67

BPI’12 73.49+£31.36 | 3.61+11.31 13.7+£18.86 9.2+25.04

BPI’15 53.01+31.54 | 21.36+23.27 18.24+22.55 7.17+25.01

EIMSD 67.6+£32.54 | 4.87+10.66 21.994+31.57 5.54+30.47

The BPI’15 log prediction rate is the lowest. It managed to predict correctly
on average only 53.01% of the events and 21.36% of events in incorrect sequence;
also, on average it failed to predict 7.17% of events and made wrong prediction
for 18.24+22.55% of the predictions. The low prediction rate is due to the high
amount of unique event types — overall 398 — and a small training set. On top of
this, the number of dimensions — count of event types and attributes — in compar-
ison with total event count is insufficient for reliable predictions. There are too
many possible value combinations with the regards to trace count. In other words,
from BP perspective, the underlying process is complex.

The prediction for BPI’12 log shows much better results. The approach, on
average, correctly predicted 73.49% percent of events and 3.61% of events in in-
correct sequence. It missed, on average, 9.2% of events and made wrong predic-
tions in 13.7% of cases.

Finally, EIMSD was the most dynamic BP as the control flow was not fully
controlled. In real life a decree for a student cannot always be decided, e.g. when
a student leaves university, there is a decree for leaving, but the time and purpose
of the leaving might be unknown from the data in the event log. It can be seen
from the results that EIMSD log prediction was correct, on average, for 67.6% of
events and wrong predictions were made for 21.99% events. The lacking results



74 3. EXPERIMENTAL EVALUATION OF THE PROPOSED METHOD FOR BUSINESS...

might be partially explained by the underlying dynamic control flow of the pro-
cess. Additional causally related attributes are required to improve the results.
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Fig. 3.8. Screenshot of fragments of: a) BPI’15 log prediction;
b) the prediction of BPI’12 log

It can also be seen from Figure 3.8 that no matter what event log is used for
the evaluation, the approach missed 5.54-9.2% of events. There is a need for
deeper research on what are the root causes of the stable Missing and what could

be done to improve the prediction.
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3.2.3. Evaluation of Simulation

The simulation was executed using input event logs, called Source Event Log
(SEL). The result of the simulation was a generated event log (GEL) which was
used for further evaluation. The properties of the SEL and GEL are listed in
Table 3.4.

Table 3.4. Parameters of the logs used in evaluation of simulation

Log Traces | Unique Events | Total Events | Attributes
Synthetic log — source 3512 9 20339 2-6
Synthetic log — generated | 530 9 4240 2-6
BPI12 — source 13087 | 36 262 200 34
BPI12- generated 530 34 4526 34
BPI13 — source 7554 13 65 535 9

BPI13 — generated 524 10 1231 9

BPI15 — source 1156 289 59 083 12

BPI15 — generated 250 136 38 364 12

As defined in the experiment design, Petri Nets were discovered from the
event logs: Source event log Mined Model (SMM) was discovered from the SEL
and Generated event log Mined Model (GMM) was discovered from the GEL.
Exemplary SMM and GMM are presented in Figure 3.9. It is clear that the two
discovered Petri Nets are very similar in their expressiveness of the control flow.
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. S_Register_Claim
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Close_Claim
Advice_Claima

Check_On_Advice| Advice Claimant

Fig. 3.9. Petri Net discovered: a) from Synthetic Log Source;
b) from Generated Event Log; b) using Inductive Miner
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The differences of the discovered Petri Nets are minimal, e.g. there is a miss-
ing path from Incoming_Claim to the End event in the GMM, while the arc is
present in the SMM. All missing links are related to the jump to the End event
from the middle of the process. Such jump indicates that the process was stopped
unsuccessfully, and it does not happen often. Due to the low probability of the
scenario to occur, it is possible that simulation was no run long enough to generate
such cases.

Finally, conformance checking was done. It was done by cross-replaying the
event logs on the two mined Petri nets to reduce any possible impact of the chosen
discovery algorithm. As can be seen from the results in Table 3.5, SEL replay on
GMM is less fitting, but this could be explained by the fact the simulation result
had a lower amount of traces and because the log might have failed to cover all
possible execution paths observed in the SEL. It is further proven by the fact that
the simpler synthetic SEL had a high move-log fitness (0.929) on the GMM and
high fitness (0.941 trace and 0.891 move-log fitness) of the GEL on SMM. In
general case, the simulated processes had a fitness against the source event log
higher than 0.814, except for the BPI13 event log, whose flow was dynamic and
the data attributes did not represent decisions made in the process. Other than that,
the other lowest fitness was for the BPI15 log, which has the biggest number of
unique events and the least amount of traces, therefore it would be required to
simulate many traces to cover all of the possible execution paths.

Table 3.5. Simulation evaluation results for different event logs

Log SEL conformance with GMM GEL conformance with SMM
Trace Move-Log Fitness | Trace Move-Log Fitness
Fitness Fitness

Synthetic log | 0.795 1.000 1.000 1.000

BPI12 0.821 0.817 0.814 0.771

BPI13 0.928 0.906 0.438 0.582

BPI15 0.572 0.585 0.886 0.832

EIMSD 0.982 0.995 0.979 0.987

SEL — Source event log, SMM — Mined Model from Source event log, GEL — Generated event log,
GMM — Mined model from generated event log

As can be seen from the results, the fitness of the SEL against the GMM
varies more widely than the other way around. This could be explained by the
complexity of the process that is contained in the SEL and limited trace count in
the GEL, e.g. there are 289 unique events in the BP115 source log with 1159 traces
while the generated log contained only 250 traces and 136 unique events. This
means that the generated log did not express as much behaviour as the source log.
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In order to evaluate whether the size of the event log has an impact on the
expressiveness of the process and what is the least amount of traces to have in an
event log to achieve stable fitness, different length of simulation was performed.
The simulation resulted in differing amounts of traces. The tests were done with
100-1000 simulation runs for the BPI12 log. The results are shown in Table 3.6
and charted in Figure 3.10 (with trendlines).

Table 3.6. Simulation evaluation results for differing trace counts

Trace count SEL conformance with GMM GEL conformance with SMM
Trace Move-Log Fitness | Trace Move-Log Fitness
Fitness Fitness
100 0.593 0.572 0913 0.885
200 0.649 0.627 0.839 0.848
300 0.699 0.653 0.810 0.766
400 0.752 0.732 0.819 0.833
500 0.821 0.817 0.814 0.710
600 0.821 0.817 0.817 0.775
700 0.840 0.831 0.821 0.778
800 0.835 0.833 0.825 0.839
900 0.800 0.773 0.830 0.790
1000 0.830 0.88 0.820 0.778
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Fig. 3.10. Fitness versus trace count
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The fitness of GEL against SMM log increases when the simulated trace
count is decreasing, and the conformance of the source event log with Petri Net
discovered from the generated event log decreases when the simulated trace count
is decreasing. In both cases, the fitness stabilises at 500 traces. This can explain
why the BPI’15 fitness results were so low — the process is very complex (has 289
unique events), and there were not enough simulated traces (250) to reach stable
fitness results. This is further proven by the number of unique events that were in
the generated event log — only 139 versus 289 in the source event log.

3.2.4. Threats to Validity

The experiments were done to evaluate the approach and its capability to solve
the problems it is designed for. It was created based using constructive research
method, therefore threats to the validity of the research must be addressed. The
chosen validity threat classes were Construct, Internal, External and Reliability
(Barros & Neto, 2011) and the assessment is presented in Tables 3.7-3.9.

Table 3.7. Construct Validity Threats

Threat Management

Poorly The metrics for evaluating the approach were chosen directly based on

chosen the problem the approach tries to solve.

evaluation Performance and efficiency metrics were not selected because these

metrics metrics were not the focus of the research and are hard to control, i.e.
they depend not only on the theoretical framework but also on the
capabilities of the implementer and experiment environment.

Ineffective For decision support, business analysts want to know how reliable their

measures decisions are and for this, general inference correctness was evaluated.

selected BP behaviour prediction can have multiple outcomes, therefore each
of them was evaluated. The missing evaluation was on how correctly
the data in the events are predicted, but this was not the focus of the
current research. It was sufficient to know that CPTs contain the correct
probabilities of each of the (attribute, value) set.

Business Process Simulation deals with replicating real BP behav-
iour. The selected testing method used state of the art conformance
checking technique. In order to eliminate possible errors of model dis-
covery, a cross-check was done.

Bugs in The prototype was created by an experienced developer and the error

implementa- | count in implementation is minimal. The possible errors that could

tion provide better than actual results are those that perform the evaluation,
but the evaluation components are rather simple and were tested for
errors during the implementation of the prototype, therefore bug risk
is minimal.




3. EXPERIMENTAL EVALUATION OF THE PROPOSED METHOD FOR BUSINESS...

79

Table 3.8. Internal Validity Threats

Threat

Management

Poor parameter
settings

The experiment is described in detail and designed to maximise
the coverage of the evaluation.

Lack of discussion
on instrumentation

The prototype implementation is described.

Lack of clear of
data collection

Data selection for experiments has been described in detail, and
all parameters of the data are identified. The selected data was

event log size

tools and taken to cover as wide real-life application cases as possible, i.e.

procedures varying complexity event logs with differing number of traces,
event types, attribute count and other properties.

Sensitivity to The approach is based on Bayesian Belief Networks, therefore

calculations increase exponentially with increasing amount of
data (event types, data attributes). For this reason, one of the
logs in the experiment was sufficiently big to test this problem.
It consisted of 289 distinct events. The approach was successful
in inferring probabilities and simulating such process, therefore
it is viable for real-life application.

Table 3.9. External Validity Threats

Threat

Management

Unreliable data

The data input of the experiments was selected to cover as wide
range of possible scenarios as possible. The baseline scenario was
covered by a synthetic log with a very simple process, thereby
showing general applicability of the approach. Real-life data was
taken from well-known public source — Business Intelligence
Conference, which provides data sources that are used by re-
searchers in the research area. Finally, one more non-public
dataset (EIMSD) was chosen to cover a process which is unpre-
dictable, i.e. does not have clear control flow.

evaluations for
instances of
growing size and
complexity

Limited The approach is sensitive to the data existing in the event logs.
behaviour When the ration between exposed behaviour (such as event types)
exposed in the and trace count is high, the success of the approach is limited.
event logs
Non-comparable | The approach and experiment are described in detail, and some of
experiment the data sources used are publicly available, therefore experi-
ments can be done to compare the approach with other research.
Lack of The data selected for experiments was taken from publicly availa-

ble sources and had a wide range of data in it (trace count-wise
and data attribute-wise). Scalability evaluation was not the focus
of the research, and it would be possible only with non—public
data, thereby reducing experiment reproducibility.
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3. EXPERIMENTAL EVALUATION OF THE PROPOSED METHOD FOR BUSINESS...

3.3. Conclusions of Chapter 3

1.

3.

4.

The BBN creation from an event log method allows decision support with
an average inferred probability of events ranging 63-98% and prediction
of events in the current business process instance with good (immediate
or in the interval) predictions ranging 71-87%.

The proposed method of creating business process simulation models
from a discovered BBN can simulate business processes with fitness rang-
ing 58-98% for generated business process model versus source event
log.

The method is reliant on information existing in event logs and complex
event logs with many event classes versus a small number of traces or
data attributes lead to unreliable results.

To achieve reliable simulation results, at least 500 simulation runs for a
process should be run for simulation results to sufficiently exhibit the
behaviour of the simulation process.



General Conclusions

The review of process mining techniques has shown that existing
techniques are specialised, and this research area lacks general analysis
methods. Also, the predictive process mining techniques focus on single
parameters, such as duration and do not focus on domain-specific data
attribute prediction.

The review of business process simulation methods and techniques has
shown that although they provide value to business process analysis, they
still have limitations — there is only a single BPS language standard, each
tool has proprietary simulation models or requires specific skill-set.
Dynamic Business Process Simulation (DBPS) attempts to facilitate
flexible simulation with detailed models, therefore, could be integrated
with knowledge discovered from event logs.

The proposed method for discovering Bayesian Belief Networks (BBN)
from event logs automatically creates a probabilistic business process
model, thus facilitating decision support via inference of the current
process instance state probability and business process execution
prediction.

The proposed method for transforming the BBN to DBPS reduces manual
labour required for the creation of the initial simulation model from an
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event log, and the simulation of the model reflects the source event log
with high fitness.

5. The proposed approach of using Bayes Belief Network and Simulation
Model Generation facilitates analysis of general BP behaviour, execution
of currently running process instances, and the future of the process
execution.

6. The experimental evaluation has shown that the proposed approach:

a) is able to create DAGsS;

b) allows inference of the currently executed processes’ current
event’s probability with the precision of 63-98%;

c) allows prediction of events in the current business process instance
with good (correct or partially correct) guesses ranging 71-87%;

d) generates simulation models with replayability cost-based fitness
ranging 58-98% for generated business process model versus
source event log.
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Jvadas

Problemos formulavimas

Verslo procesai (VP) yra vieni pagrindiniy bet kurios organizacijos komponenty. Globali
konkurencija skatina organizacijas nuolat tobulinti jose vykdomus VP. VP nasumo didi-
nimas bei egzistuojan¢iy duomeny panaudojimas yra pagrindiniai veiksniai, lemiantys or-
ganizacijy sékme (Thomas & James, 1990; Trkman, 2010). Poreikis tobulinti VP lémé
operacijy tyrimais grindziami metody, VP modeliavimo bei imitacijos, procesy gavybos ir
didZiyjy duomeny (angl. Big Data) analitikos atsiradimg. Visgi, VP analizei dazniausiai
taikomi VP modeliavimo ir imitacijos metodai.

Iprastiniy VP analizés metody rezultaty kokybé daznai netenkina, nes analizé remiasi
nepatikima jvestimi. Taip yra todél, kad metody jvestis (pavyzdziui, interviu su darbuoto-
jais ar VP apraSymo dokumentai) gali neatspindéti tikrojo VP vykdymo. Taip pat realybéje
vykstantys VP yra dinamiski ir stochastiski (Kellner et al., 1999; Van Der Aalst et al.,
2010), nes jie nuolat kinta bei sprendimy priémimo vykdyme dalyvauja zmonés. Tai le-
mia, kad ta pati VP jvestis negarantuoja tos pacios i§vesties. Statiniai analizés metodai yra
netinkami neraiskiy, taikomy procesy vykdymo metu, Ziniy (angl. inexplicit knowledge)
iSgavimui. Tokiems atvejams viena i§ tinkamy alternatyvy yra tikimybiniy modeliy nau-
dojimas.
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Pastaraisiais metais i$sivysteé procesy gavybos (angl. Process Mining) tyrimy kryptis,
kurios taikymo sritis — jvykiy zurnaly (angl. Event Log) panaudojimas verslo procesy
analizei. [vykiy zurnaluose saugomi duomenys apie procesy vykdymga informacinése sis-
temose (Griffeth et al., 2000). Procesy gavybos metodai sprendzia uzdavinius, susijusius
su: modeliy iSgavimu bei tobulinimu; modeliy atitikties vertinimu lyginant Zurnala su re-
aliai vykstangiais procesais; VP elgsenos prognozavimu ir kt. Sie metodai leidZia organi-
zacijoms automatizuoti VP analizés uzduotis. Kita vertus, Sie metodai sprendzia tik mazas,
specializuotas uzduotis (Augusto et al., 2017; Martin et al., 2015), o tai riboja platesnj jy
taikyma.

Sioje disertacijoje tiriama jvykiy Zurnaly, aprasanéiy VP vykdymo istorinius duo-
menis, transformacija | tikimybinius modelius, siekiant jgalinti sprendimy parama
(angl. decision support) bei automatizuoti VP imitaciniy modeliy kiirimo procesa.

Darbo aktualumas

Visos organizacijos, norédamos uztikrinti savo sé¢kme, privalo taikyti VP valdymo meto-
dus ir jrankius. Todél, §iy metody ir jrankiy vystymas jgauna vis didesne svarbg (Statista,
2017).

Organizacijose sukuriamy duomeny panaudojimas de facto yra ta sritis, kuri sukuria
didziausig pridéting verte. Duomenys gali biit panaudoti jvairiy uzduo¢iy sprendimui, pa-
vyzdziui, rinkos analizei (Erevelles et al., 2016), sprendimy paramai (Kim et al., 2014;
Liu et al., 2012; Vasilecas, Kalibatiene, et al., 2014), sveikatos apsaugai (Groves et al.,
2013).

Procesy gavyba leidzia naudoti istorinius duomenis sprendimy, vykdomy verslo pro-
cesuose, paramai. VP vykdymo duomenys gali suteikti didel¢ pridéting vertg, nes leidzia
jvertinti egzistuojanciy VP modeliy bei jy vykdymo istorijos atitiktj, VP modeliy iSgavima
ar jgalinti sprendimy parama, susijusig su vykdomais VP egzemplioriais (Griffeth et al.,
2000). Automatinis VP modeliy iSgavimas paspartina VP analizg, nes leidzia automati-
zuotai iSgauti VP modelius i§ istoriniy duomeny ir sumazina zmogiskyjy istekliy poreikj
(Augusto et al., 2017). Galiausiai, procesy gavyba taip pat leidzia automatizuoti spren-
dimy priémima, anomalijy VP vykdyme aptikima ar VP vykdymo prognozavima (Ceci
et al., 2014; Rogge-Solti & Kasneci, 2014; Tax et al., 2017). Visgi, nors ir egzistuoja daug
metody skirty spresti atskiras VP analizés ar imitacijos uzduotis (Augusto et al., 2017;
De Weerdt et al., 2012; Martin et al., 2015), vis dar nepilnai istirtas kelias nuo duomeny
apie VP vykdymag atsiradimo informacinése sistemose iki VP analizés ir imitacijos.

ISvardintos problemos 1émé, kad Sioje disertacijoje sieckiama sukurti metoda, kuris
galéty i$ jvykiy Zurnalo, aprasancio procesy elgsena, iSgauti modelj, tinkamg sprendimy
paramai ir VP imitacijai.

Tyrimo objektas

Disertacijos tyrimo objektas — VP prognozavimo ir elgsenos analizés, panaudojant iSgau-
tus VP (imitacinius) modelius i$ jvykiy Zurnalo, procesas.
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Darbo tikslas

Mokslinio darbo tikslas — patobulinti VP analiz¢ bei imitacijg pasitlant metoda, skirta
automatiskai i$gauti tikimybinj verslo procesy modelj, ir sukurti imitacinj model; i$ jvykiy

zurnalo.

Darbo uzdaviniai

Darbo tikslui pasiekti ir mokslinei problemai spresti, darbe buvo iskelti Sie uzdaviniai:

1.

Atlikti verslo procesy analizei skirty procesy gavybos metody analize ir nusta-
tyti egzistuojan¢iy metody trikumus.

I$analizuoti verslo procesy imitacijos metodus bei problemas, ribojancias jy tai-
kyma.

Pasitlyti metoda, skirta i§ Zurnalo i$gauti tikimybinj verslo proceso modelj, ir
sukurti imitacinj modelj naudojant i§gautg tikimybinj modelj.

Eksperimentiskai jvertinti pasitilyta metoda, taikant dirbtinius ir realius duome-
nis.

Tyrimy metodika

Darbe taikyti Sie tyrimy metodai:

1.

Pazintinio tyrimo metodas taikytas mokslinio tyrimo objekto analizei, jsigilinant
1 problemas bei siekiant atlikti su tyrimy objektu susijusios literatiros analizg.

Konstruktyvinio tyrimo metodas taikytas konstruojant ir eksperimentiskai ti-
riant $ioje disertacijoje sitilomus naujus metodus, skirtus i§gauti VP tikimybinj
model;j i$ jvykiy zurnalo ir transformuoti j imitacinius modelius, bei jy praktinj
taikyma VP analizei. Pasitilytas metodas buvo realizuotas, taikant C# programa-
vimo kalbg, kaip savarankiskas prototipas tikimybinei analizei bei jskiepis eg-
zistuojancioje VP imitacijos priemonéje DBPSim.

Darbo mokslinis naujumas

Darbo mokslinis naujumas pagrjstas §iais rezultatais:

1.

Pasiiilytas metodas leidzia i§ jvykiy zurnalo iSgauti Bajeso tikimybinj modelj
(angl. Bayes Belief Network). Metodas remiasi nauju algoritmu, kuris leidzia
iSgauti kryptinj beciklj grafa (angl. Directed Acyclic Graph) i$ jvykiy Zurnalo.
Pasitilytas metodas jgalina sprendimy parama ir leidzia prognozuoti vykstancio
proceso egzemplioriaus tolimesnius jvykius.

Pasitilytas naujas metodas leidzia automatizuotai sukurti pradinius VP imitaci-

nius modelius. Metodas transformuoja Bajeso tikimybinj modelj | dinaminiy
verslo procesy imitacijos (angl. Dynamic Business Process Simuliation) model;.
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Darbo rezultaty praktiné reikSmé

Siame darbe pasiiilytas naujas metodas Bajeso tikimybinio modelio i§gavimui gali bati
taikomas sprendimy paramai, t. y. aptikti vykdomo VP egzemplioriaus anomalijas bei
prognozuoti VP vykdymg (jskaitant biisimus duomenis). Pasitilytas metodas leidZia ana-
litikams sukurti pradinius verslo procesy modelius, kurie gali bati taikomi VP varianty
(angl. what-if) analizei. Metodas leidzia sumazinti VP imitaciniy modeliy kiirimo laiko
sanaudas.

Pasitilytas metodas buvo jgyvendintas prototipuose — tikimybinio modelio i§gavimas
jgyvendintas naujame prototipiniame jrankyje BBNGs, o $is jrankis buvo integruotas j
dinaminiy verslo procesy imitacijos priemone¢ DBPSim. Prototipo veikimui reikalingas tik
korektiSkas placiai taikomo XES formato failas, todél, su mazais patobulinimais, sukurtas
metodas galéty bati taikomas praktikoje.

Ginamieji teiginiai
Sios disertacijos ginamieji teiginiai yra:

1. Pasitlytas Bajeso tikimybinio modelio i§gavimo i jvykiy Zurnalo metodas geba
panaikinti ciklus kryptinio beciklio grafo i§gavimo metu. Taip pat metodas geba
jvertinti VP egzemplioriaus jvykiy tikimybe 63-98 % tikslumu ir prognozuoti
toliau jvyksianéius verslo proceso egzemplioriaus jvykius 72-87 % tikslumu
naudotiems eksperimentiniams Zurnalams.

2. Pasiilytas metodas geba automatizuotai sukurti dinaminiy VP imitacijos mode-
lius, o jy vykdymas pasiekia 58-98 % kaina paremtg atitiktj (angl. cost-based
fitness), kai jvykiy Zurnalas, gautas imitacijos metu, lyginamas su pradiniu jvykiy
zurnalu.

Darbo rezultaty aprobavimas

Disertacijos autorius paskelbé 9 mokslines publikacijas disertacijos tema, i§ kuriy: 2 pub-
likuotos Zurnaluose, jtrauktuose j Clarivate Analytics (buv. Thomson Reuters) Web of
Science duomeny bazg, 7 — moksliniy konferencijy pranesimy rinkiniuose. Moksliniai re-
zultatai buvo pristatyti 4 mokslinése konferencijose:

— 20" International Conference on Information and Software Technologies (ICIST
2014). 2014 m. spalio 9-10 d., Druskininkai, Lietuva.

— Electrical, Electronic and Information Sciences (eStream). 2015 m.
Balandzio 21 d., Vilnius, Lietuva.

— 23 International Conference on Information Systems Development (1SD2014
Croatia). 2014 m. rugséjo 2—4 d., Varazdin, Kroatija.

— Data Analysis Methods for Software Systems (DAMSS). 2016 m. gruodzio 1-3 d,
Druskininkai, Lietuva.
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Disertacijos struktira

Disertacija yra sudaryta i§ jvado, trijy pagrindiniy skyriy, bendryjy i$vady, Saltiniy saraso,
disertacijos autoriaus publikacijy saraso bei lietuviskos santraukos. Disertacijos apimtis:
124 puslapiai, 20 formuliy, 2 algoritmai, 23 paveikslai ir 12 lenteliy.

1. Verslo procesy analizés metody tyrimas

Verslo procesai yra vykdomi visose organizacijose, todél konkurencija skatina nuolatinj
VP tobulinimg. Nuolatinis procesy nasumo didinimas bei ziniy (per-)panaudojimas lemia
organizacijy sékme (Thomas & James, 1990; Trkman, 2010). Poreikis tobulinti VP 1émé
verslo procesy tobulinimo biidy atsiradima.

VP gali biti labai paprasti ir juose gali vykti vos keletas veikly, pvz., kasininkés
darbas, arba VP gali bati labai sudétingi ir trukti ilgai, o jy vykdyme gali dalyvauti daug
skirtingy zmoniy bei sistemy. VP modeliavimas ir valdymas yra sudétingas, nes (Kellner
et al., 1999):

—  procesai yra nenuspéjami. Viena vertus, procesai gali biiti sunkiai suvaldomi dél
zmogiskyjy istekliy elgsenos (Van Der Aalst et al., 2010). Kita vertus, patys
procesai gali sagveikauti su kitais procesais, kuriy nejmanoma kontroliuoti, nes
jie yra vykdomi organizacijos isor¢je (Zhang, 2006).

— procesai nuolat kinta (Bose et al., 2014) ir nauja elgsena gali atsirasti be atitin-
kamos dokumentacijos ar apraSymo.

—  procesuose egzistuoja sudétingi grjiZztamojo rySio mechanizmai. Tai lemia, kad
VP pradzioje vykdomos veiklos nulemia toliau vykdomy veikly seka ir rezulta-
tus. Tokie grjztamojo ry$io mechanizmai daZznai yra nezinomi ir neapibrézti mo-
deliuose. Taip pat siekiant supaprastinti proceso apragyma, $ie griZztamojo rysio
mechanizmai gali biiti i§ viso nemodeliuojami.

Siuolaikinés organizacijos didziaja savo duomeny dalj saugo jvairiose skaitmeninése
talpyklose, pvz., duomeny baziy valdymo sistemose, skaitmeniniuose dokumentuose ir kt.

Organizacijose vykdomy VP analizé gali buti atlickama taikant procesy gavybos
(PM) metodus (Vossen, 2012). PM metodai naudoja jvykiy zurnalus, kuriuose esantys
duomenys aprao istorinj verslo procesy vykdyma (VP elgsena). Zurnaluose saugomas
procesy egzemplioriy sarasas, jvykiy seky saraSas bei jvykius aprasantys duomenys. VP
modeliy i§gavimui egzistuoja daug jvairiy metody, taciau Sie metodai skirti specializuoty
uzduotiy sprendimui. Pirmiausia, metodai gali i§gauti VP modelius tam tikra modelia-
vimo kalba, pavyzdziui, Petri tinklais (De Medeiros, 2006; Leemans et al., 2013, 2014;
Rebuge & Ferreira, 2012; Van Der Aalst et al., 2004; Van Der Werf et al., 2009;
Weijters & Ribeiro, 2011; Weijters et al., 2006) ar deklaratyviy procesy modeliavimo kal-
bomis (Di Ciccio et al., 2016; Maggi et al., 2012; Maggi, Dumas, Garcia-Bafuelos, &
Montali, 2013b; Pesic et al., 2007). Taip pat PM metodai gali buti skirti iSgauti VP mode-
lius, tenkinancius ribojimus, pavyzdziui, atspindéti veikly priezastinj rysj taikant priklau-
somybés tinklus (angl. causal network) (Weijters et al., 2006), garantuoti tinkamus (angl.
fitting) ar pagristus (angl. sound) modelius.
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VP modeliy teisinguma gali apskaiGiuoti Vertinimo metodai. Jie jvertinta ar VP mo-
delyje esancios veikly sekos atitinka (angl. fits) jvykiy Zurnaluose esancias jvykiy sekas.
Atitikties (angl. fitness) metrikos kiekybiSkai jvertina kiek elgsena, galima VP modelyje,
atitinka elgsena, pastebéta jvykiy zurnale. Jei modelis leidZia platesn¢ elgsena nei paste-
bima jvykiy Zurnale, tai laikoma, kad modelis yra nepakankamai atitinkantis (angl. under-
fitting) ir, atvirks¢iai, kai modelis leidZia ne visg elgseng, kuri matoma Zurnale, modelis
laikomas pernelyg atitinkanéiu (angl. overfitting).

PM metodai tinka ne tik VP modeliy i§gavimui bei vertinimui, bet ir sprendimy
paramai ar VP elgsenos parametry nustatymui. Sie metodai geba nustatyti tuos VP para-
metrus, kurie leisty padidinti VP nasumg ar patobulinti VP modelius. Pavyzdziui, VP
elgsenos parametry iSgavimo metodai gali nustatyti istekliy priskyrimo taisykles (Ferreira
& Alves, 2012; Ly et al., 2006; Senderovich, Weidlich, Gal, & Mandelbaum, 2014b;
Zhengxing Huang & Huilong, 2011). Viena i$ pagrindiniy sprendimy paramos sriéiy, ku-
rioms tinkami PM metodai, yra VP laiko parametry valdymas, pvz., VP egzemplioriaus
trukmés nustatymas (Polato et al., 2014; Rogge-Solti & Weske, 2013; Van Dongen et al.,
2008). Siekiant i§ anksto numatyti galimas VP egzemplioriy vykdymo problemas, biitina
i§ anksto zinoti apie jo tikéting baigtj. Tai galima atlikti panaudojant jvykiy zurnala VP
prognozavimui (Ceci et al., 2014; Cook & Wolf, 1998; Ferreira et al., 2007; Folino et al.,
2014; Polato et al., 2014; Rogge-Solti & Weske, 2013; Tax et al., 2017). Visgi, visi rasti
metodai akcentuoja vieno parametro, pavyzdziui, laiko ar trukmés, vertinima. Leka ne-
aiSku, kiek Sie metodai yra tinkami prognozuoti kitus dalykinés srities duomenis.

Imitacija yra procesas, skirtas sukurti tam tikros probleminés srities modelj ir imi-
tuoti jos elgseng neturint jtakos paciai probleminei sric¢iai. Taip pat imitacija dazniausiai
taikoma siekiant patobulinti sistemos veikima ar numatyti, kaip sistema veiks, kai bus
jgyvendinta. Galiausiai, imitacija leidzia aptikti galimas modeliy klaidas, nustatyti ,,bute-
lio kaklelius* ar iStekliy perkrovg. Imitacija gali baiti deterministiné (ta pati jvestis garan-
tuoja tg pacig iSvestj) arba stochastiné (ta pati jvestis negarantuoja tos pacios iSvesties).
Stochastinés imitacijos pavyzdys yra Monte-Carlo imitacija.

Pagrindinés VP imitacijos problemos:

— Jprastos VP modeliavimo kalbos yra nukreiptos j kontrolés srauto modeliavima,
bet ne j veikly elgseng, todél jprasti VP modeliai netinka detalios VP elgsenos
analizei, o norint atlikti imitacijg reikia kurti specializuotus VP imitacinius mode-
lius.

— Neéra standartizuoty VP imitacijos sprendimy, 0 jrankiuose naudojamos nuosavos
VP imitacinio modeliavimo kalbos. Tik 2013 m. atsirado pirmasis VP imitacijos
modeliavimo standartas DBPSim (Yi & Filippidis, 2013), leidziantis papildyti
BPMN modelius imitacijos parametrais. Sis standartas néra plagiai taikomas.

— Iprasti VP modeliai neturi pakankamai informacijos apie VP elgsena (pvz., kaip
zmoneés saveikauja (Yi & Filippidis, 2013)) arba juose modeliuojama supapras-
tinta elgsena (Fadel et al., 1994; Vasilecas, Normantas, et al., 2016). Detaliai
analizei reikia naudoti dalykinés srities duomenis.

Dinaminiy verslo procesy imitacija (Vasilecas et al., 2015) leidzia atlikti procesy
imitacija, kurioje veikly vykdymas ir jose esantys duomenys yra detaliai imituojami
(Vasilecas, Normantas, et al., 2016).
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PM metody taikymas leidzia paspartinti modeliy kiirimg bei padidinti modeliy
tiksluma, nes naudojami istoriniai VP vykdymo duomenys. Kaip rodo Martino atlikta VP
imitacijai tinkamy sprendimy analizé (Martin et al., 2016), egzistuoja daug metody,
tinkamy VP imitacijos uzdaviniy sprendimui, ta¢iau néra tyrimy, jrodanciy $iy metody
efektyvuma VP imitacijoje.

2. Bajeso tikimybinio modelio ir imitacinio modelio iSgavimo
iS jvykiy zurnalo metodas

VP tobulinimui bitina jy analizé. Si analizé skirta jvertinti VP pakeitimy pasekmes ar
nustatyti tobulintinas vietas. Priklausomai nuo siekiamy rezultaty, analizuoti galima isto-
rin¢g VP elgsena, dabarting VP biiseng arba tolimesnj VP vykdyma.

Siame skyriuje pristatomas sitilomas metodas, skirtas i$gauti Bajeso tikimybinj mo-
delj (BBN) i$ jvykiy zurnalo ir ji panaudoti imitacinio modelio kirimui (S2.1 pav.). Sky-
riaus turinys remiasi autoriaus ankscéiau publikuotais tyrimais (Kalibatiene et al., 2016;
Savickas & Vasilecas, 2014, 2015, 2017; Vasilecas, Kalibatiene, et al., 2014; Vasilecas
etal., 2015).

Dvi pagrindinés problemos, sunkinancios VP analizés taikyma, yra tai, kad nenau-
dojamos IS egzistuojancios zinios, bei tai, kad dalykinés srities modeliavimas yra daug
laiko reikalaujantis uzdavinys. Siekiant i§spresti minétas problemas, biitina pakartotinai
panaudoti IS egzistuojancias Zinias apie tai, kaip istoriskai vyko VP. Taip pat biitina au-
tomatizuoti dalykinés srities modeliavima ir imitacija. Atlikus Sias uzduotis, biity pagrei-
tinta VP analizé bei pagerinti analizés rezultatai.

Sitilomas sprendimas prasideda nuo egzistuojanciy ziniy pakartotinio panaudojimo.
Visi VP, kurie yra automatizuoti IS, palicka savo vykdymo pédsaka duomeny baziy val-
dymo sistemose ar kituose skaitmeniniuose 3altiniuose. Siy VP vykdymo istoriniy duo-
meny (jvykiy zurnaly) panaudojimas VP analizei néra nauja sritis — tai yra Procesy gavy-
bos (PM) pagrindas. Siilomas sprendimas taip pat naudoja jvykiy zurnalus kaip jvestj.
Siame darbe jvykio Zurnalo $altinio formatas ignoruojamas, nes duomeny i§gavimas kiek-
vienu atveju yra unikalus ir priklauso nuo IS jgyvendinimo. Sis uzdavinys paliekamas
analitikui.

Antra sitilomo sprendimo dalis padeda spresti dalykinés srities modeliavimo prob-
lema. Dalykinés srities modelis turi gebéti: atvaizduoti VP kontrolés srauta; atsizvelgti |
tai, kad VP modelis naudoja ir generuoja jvairius duomenis; atsizvelgti | tai, kad VP i§
prigimties yra dinami$ki; atsizvelgti j griztamojo ry$io mechanizmus.

Statiniai analizés metodai gali atvaizduoti kontrolés srauta ir duomenis, taciau jie
neatsizvelgia | grjztamajj rysj bei VP dinamiskuma. Dirbtinio intelekto sprendimai, pvz.,
neuroniniai tinklai ar paramos vektoriy masinos, geba atsizvelgti j stochastiskuma ir grjz-
tamojo ry$io mechanizmus, taciau negali paaiskinti savo sprendimy ar atvaizduoti kontro-
lés srauto. Geriausiai keliamus reikalavimus tenkina tikimybiniai modeliai, kurie remiasi
grafy teorija. Bajeso tikimybiniai modeliai (BBN) yra tinkamiausi, nes jy kryptinis becik-
lis grafas (DAG) leidzia atvaizduoti kontrolés srauta, tikimybiniy skirstiniy lentelés (CPT)
atvaizduoja generuojamus ir naudojamus duomenis, o i§vedimo mechanizmai leidzia at-
sizvelgti i griztamajj rysj ir VP stochastiSkumg. BBN turi dvi pagrindines dalis — DAG ir
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CPT: DAG yra skirti atvaizduoti jvykiy sglygine priklausomybe, o CPT naudojamos ap-
rasyti tam tikro mazgo duomeny tikimybes.

F ?Pradéti
=

ISgauti Zurnalus |-

F

ISgauti Bajeso |...

_

..................... Tikimybinj
: Modelj
:
: v
_ ..................... Jvertinti tinkamuma gw;ﬂng’ykiq
Modelis N ]
tinkamas?
......................... Yes
; Sukurti
BB;N simuliacinj
: modelj
I 2
%Iikti istorine, =
dabarties ir Atlikti kas-biity-
ateities analize o _
jeigu-baty
analize

Analizés rezultatai

S2.1 pav. Sitlomo metodo struktiiriné schema

Informacine

sistema

Analizés rezultatai

DAG kiirimo sub-proceso uzdavinys yra i§ jvykiy zurnalo sukurti grafa, kuriame
kiekvienas jvykis atspindimas mazgu, o kontrolés srautas tarp veikly — krastinémis. Pag-
rindinis DAG ribojimas yra tai, kad, prieSingai nei VP, DAG negali turéti cikly. Metodas,
grafo kiirimo metu, iteruoja pro jvykius Zurnale ir, pastebéjes cikla, jj sudarancius mazgus
padaro nepriklausomus arba transformuoja j ciklg apimantj mazgg (Vasilecas, Savickas,
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etal., 2014). DAG kiirimo metu papildomai panaudojama dazniy matrica, kurios taikymas
leidZia nustatyti peréjimus tarp jvykiy ar jy tarpusavio priklausomybe. Dazniy matrica re-
miasi Euristinio i§gavéjo naudojamu prieZastiniu tinklu (angl. Causal Network) (Weijters
et al., 2006), kuris buvo i8pléstas siekiant jgalinti jvykiy nepriklausomybés nustatyma.

CPT iSgavimas yra antras BBN kiarimo sub-procesas. CPT kuriamos pakartotinai
iteruojant pro jvykiy zurnalg ir kiekvienam mazgo duomeny rinkiniui, priklausomai nuo
ankstesniy jvykiy duomeny, konstruojant tikimybiniy skirstiniy lenteles. Baigus iteruoti
pro ivykius zurnale, kiekvienam mazgui priskiriama tikimybiniy skirstiniy lentelé.

Norint vykdyti VP imitacijg, pirmiausia reikia turéti VP imitacinj modelj. Standarti-
niai VP imitaciniai modeliai yra statiniai (t. y. visi elementai ir kontrolés srautai yra i§
anksto numatyti), todél ir imituojami VP biina statiniai, 0 imitacija teikia ribotus rezulta-
tus. Taip pat, jprasti imitaciniai modeliai nenaudoja detaliy duomeny, kuriamy veikly vyk-
dymo metu ar naudojamy sprendimy priémimui. Dinaminiy verslo procesy imitacija
(DBPS) leidzia detaliai imituoti VP, nes VP kontrolés srautas néra i$ anksto numatytas bei
daroma prielaida, kad veikly iniciacijg nustato predikaty taisyklés. Be to, DBPS veikly
vykdymui ar sprendimams leidZia naudoti detalius kontekstinius duomenis (Kalibatiene
et al., 2016).

Sitilomas sprendimas transformuoja BBN j DBPS imitacinius modelius. Transfor-
macijos procesas yra sudarytas i$ $iy zingsniy:

1. ISgaunamas BBN i§ jvykiy zurnalo.

2. Sukuriamas DBPS modelis panaudojant BBN.

3. Sukombinuojamas BBN su peréjimy sistema (Van Der Aalst et al., 2011), kad

igalinty peré¢jimy tikimybiy i§vedima.

4. Imitacinis modelis tobulinamas rankiniu biidu pagal analitiko poreikius.

DBPS modelio kuirimo metu kiekvienas jvykis transformuojamas j veikla, kurios ak-
tyvacijos taisyklé yra tokia —, jei pagal esamg proceso biseng jvykio tikimybé yra didZiau-
sia, veikla turi buti atliekama . Vykdoma veikla kei¢ia VP biuiseng bei sugeneruoja atsi-
tiktinius duomenis panaudojant CPT rinkinius. Sugeneruoto duomeny atributo duration
reik§mé nustato veiklos vykdymo trukme. Sukurtas DBPS imitacinis modelis yra tik pra-
dinis ir imituoja zurnalo elgseng. Todél, siekiant spresti specializuotg analizés uzdavinj,
analitikai gali papildyti ar pakeisti imitacinj modelj, papildyti ar pakeisti modeliuojamy
veikly turinj, pridéti papildomas aktyvacijos taisykles.

Rys8ys tarp zurnalo, BBN ir imitacinio modelio elementy yra pateiktas S2.2 pa-
veiksle. Siame paveiksle pateikta klasiy diagrama, kurioje nurodyti jvykiy Zurnaly ele-
mentai (Zurnalas, Egzempliorius, Jvykis, DuomenyAtributas, KonceptoVardas, Atributo-
Varads, AtributoReiksme), tikimybinio modelio elementai (DAG, Mazgas, CPT,
CPT eilute, CPT langelis) bei imitacinio modelio elementai (VP, VP_elementas, Kon-
tekstoElementas ir kt.). Rysiai tarp klasiy nurodo kokie Zurnalo elementai naudojami tiki-
mybinio ir imitaciniy modeliy kiirimui.
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3. Pasiulyto metodo eksperimentiniai tyrimai

2 skyriuje pristatytas siilomas metodas susideda i§ keliy zingsniy, Kurie turi biti
eksperimentiskai istirti. Pagrindiné metodo jvestis yra jvykiy Zurnalas, todél, siekiant
tinkamai i$tirti pasiiilyta metoda, butina pasirinkti tokius jvykiy Zurnalus, kurie padengty
jvairig procesy elgseng ir leisty pakartoti eksperimentus. Dél §iy prieZaséiy buvo pasirinkti
5 skirtingi jvykiy zurnalai. Pirmasis Zurnalas yra dirbtiniS vieSai prieinamas Zurnalas,
apraSantis draudiminio jvykio procesg (Van Der Aalst et al., 2007), kuris buvo pasirinktas
dél savo paprastumo ir mazo triuk8mo. Kiti trys pasirinkti Zurnalai — viesai prieinami
Business Process Intelligence konferencijos varzybose naudoti jvykiy Zzurnalai:
BPI’12 — zurnalas su Olandijos Finansinés institucijos paskolos prasymo proceso
duomenimis (Van Dongen, 2012), BPI’13 — zurnalas su automobiliy gamintojo incidenty
valdymo proceso duomenimis (Steeman, 2013) bei BPI’15 — jvykiy Zurnalas su
savivaldybés statybos leidimo iSdavimo proceso duomenimis (Van Dongen, 2015).
Paskutinis pasirinktas zurnalas — studenty jsakymy priémimo proceso istoriniai duomenys
(EIMSD). Studenty jsakymy priémimo procesas yra dinami$kas, nes veiksmy jvykiy seka
néra i§ anksto aiskiai apibrézZta. Pasirinkty Zurnaly savybés pateiktos S3.1 lenteléje.

S3.1 lentelé. Eksperimentams parinkty jvykiy Zurnaly savybés

Zurnalo Egzemplioriai, Unikalts jvykiai, | I8 viso jvykiy, | Atributy kiekis,
pavadinimas vnt. vnt. vnt. vnt.

Synthetic log 3512 9 20339 2-6

BPI 12 13 087 36 262 200 3-4

BPI 13 7 554 13 65 535 9

BPI 15 1156 289 59 083 12

EIMSD 2774 63 21392 6

Eksperimenty formulavimas vykdomas po eksperimenty duomeny parinkimo.
Pirmoji metodo dalis sukuria BBN i§ jvykiy Zurnalo. BBN kiirimas susideda i§ dviejy
zingsniy — DAG ir CPT kiirimo. DAG paskirtis yra atvaizduoti jvykiy sekas (Su
panaikintais ciklais), todél pirmiausia jvertinamas DAG kiirimas. Kadangi DAG yra grafas
ir jis skirtas tik vizualizacijai, todél jo vertinimas irgi yra vizualus — atliekamas grafinis
palyginimas tarp grafo, iSgauto taikant pasililyta metoda, bei grafy iSgauty taikant
alternatyvius metodus, pavyzdziui, euristinio i§gavéjo (angl. Heuristic Miner) (Weijters et
al., 2006).

Néra prasmés atskirai vertinti CPT, nes jos naudojamos duomeny tikimybiy
i$vedimui. Tolesnis eksperimentas yra BBN veikimo eksperimentinis tyrimas, kuriame
vertinamas tikimybiy iSvedimo teisingumas. Vertinimas atliekamas, panaudojant
skirtingus Zzurnalus, tokiais zingsniais:

1. Zurnalas i§skaidomas j dvi dalis — 90 % ir 10 %.

2. 90 % dalis naudojama iSgauti ir paruosti BBN.

3. Like 10 % naudojami eksperimentuose.

4. Eksperimentas kartojamas dar desimt karty, panaudojant skirtingas Zurnalo dalis,

tam, kad pasiekti k bloky kryzminj tikrinima (k = 10).
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Tikimybiy vertinimo eksperimentai atliekami imituojant VP  vykdyma.
Eksperimento metu iteruojama pro Zurnale esanéius jvykius ir kuriama tarpiné proceso
biisena [5¢%%¢ (), kur ¢ yra §iuo metu pasickta egzemplioriaus dalis Zurnale. Zinant koks
buvo  paskutinis jvykis su bisena [?"*"(og(k)), galima apskaidiuoti
P (17 (0 (k) |15 (ha*~*(0))), t.y. sekantio egzemplioriaus jvykio tikimybe,
zinant iki $iol jvykusius egzemplioriaus jvykius. Tikimybés skai¢iavimas atlickamas tik
tada, kai [o| > 0, t. y. kai bisenoje yra bent vienas jvykis. Pirmasis jvykis ignoruojamas,
nes prie$ pirma jvykj proceso biisena yra tuséia, todél ir i§vesta tikimybé nevertina metodo.

Tikimybiy i§vedimo tikslumo vertinimui atliekami Sie eksperimentai:

1. Skai¢iuojama vidutiné jvykiy tikimybé bei standartinis nuokrypis.

2. Vertinama, kaip gerai metodas geba prognozuoti proceso egzemplioriaus ateitj:
a) su skirtingais atributy rinkiniy dydziais — vertinama kaip duomeny kiekis daro

jtakg prognozavimo efektyvumui;
b) su skirtingu Zzurnaly sudétingumu — vertinamas bendras metodo tinkamumas
jvairaus sudétingumo procesams.

Verslo proceso egzemplioriaus jvykio prognozavimas gali biiti:

— teisingas (angl. Correct), kai kitas jvykis Zurnale yra tas, kuris buvo
prognozuotas.

— teisingas intervale (angl. correct interval prediction), kai kitas jvykis zurnale néra
tas, kuris buvo spétas, taCiau jvykis pasirodé zurnale véliau tame paciame
egzemplioriuje. Jei teisingos prognozés intervale kartojasi tam paciam
egzemplioriaus jvykiui, prognozés rezultatas praleidziamas.

— neteisingas, kai prognozuotas jvykis proceso egzemplioriuje nejvyko.

Paskutinis zingsnis yra imitacijos eksperimentinis tyrimas. Pasiilyto metodo

imitacijos tikslumas vertinamas Siais zingsniais:

1. Ikeliamas jvykiy zurnalas (SEL) i DBPSim.

2. Taikant metoda, sukuriamas imitacinis modelis (naudojant jvykiy zurnala).

3. Atliekama bent 250 VP egzemplioriy imitacija ir sukuriamas rezultaty jvykiy
zurnalas (GEL).

4. Atliekamas atitikties vertinimas tarp SEL ir GEL:

a) iSgaunami procesy modeliai Petri tinklo pavidalu i§ sugeneruoto jvykiy
zurnalo (GMM) ir pradinio jvykiy zurnalo (SMM), taikant Indukcinj i§gavéja
(angl. Inductive Miner) (Leemans et al., 2013);

b) atliekamas atitikties vertinimas tarp SEL ir GMM bei tarp GEL ir SMM taikant
Pakartojimo metoda (Van Der Aalst et al., 2012).

5. Vertinami rezultatai.

Pakartojimo metodas ignoruoja jvykiy duomenis atitikties vertinimo metu. Duomeny
atitiktis ir neturi buti vertinama, nes duomenys generuojami pseudo-atsitiktinai,
atsizvelgiant  istorinj VP vykdyma.

DAG i8gavimo vertinimui, jvykiy Zurnalai buvo jkelti | BBNGs ir i§ jvykiy Zurnaly
buvo iSgauti DAG, atvaizduojantys verslo procesus. Tie patys zurnalai buvo jkelti j placiai
taikomg procesy gavybos priemone PRoM (Van Dongen et al., 2005) ir, pritaikius PRoM
esan¢ius procesy modeliy iSgavimo metodus (Van Der Aalst et al., 2005b, 2004; Van
Dongen et al., 2009), buvo i§gauti lyginamieji VP modeliai. I$gauti VP modeliai buvo
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vizualiai panasiis | pasililyto metodo iSgautus modelius, taciau grafai, iSgauti taikant
sitiloma metoda, neturéjo cikly.

Antrasis eksperimentas — BBN taikymo tikimybiy iSvedimui tyrimas. Eksperimento
metu buvo panaudota 17 750 procesy egzemplioriy ir i$ viso atliktas 232 861 jvykiy tiki-
mybiy i§vedimas. IS viso atmesti 74 168 iSvedimai, kurie buvo: pirmo proceso egzemplio-
riaus jvykio; anomalijos (P(D|H) = 0); neZinomi. Nezinomi jvykiai yra tokie, kurie ne-
pasitaiké apmokymo duomenyse. Gauti i§vedimo rezultatai pateikti S3.2 lenteléje.

S3.2 lentelé. Tikimybiy iSvedimo rezultatai su £ bloky kryzminiu vertinimu ir k = 10

Zurnalo Panaudoti | Visi iSvedimai/ Pastebéti unikaliis Vidutiné
pavadinimas | i§vedimai, | I8 viso jvykiy Zurnale, | jvykiai/ tikimybe, %
vnt. vnt. Unikalas jvykiai
Zurnale, vnt.

Synthetic 10 679 16 782/20 339 8/9 78,71+£22.,73
BPI’12 122 720 147 255/262 200 34/36 63,1+14,26
BPI’15 11236 53 324/59 083 35/289 98,16+£16,36
EIDSM 14 058 15500 58/63 62,66+£10,25

Geriausi rezultatai buvo Synthetic Zurnalo atveju — vidutiné i§vesta tikimybé sieké
78,71 % ir net 4 jvykiai turéjo viduting i§vestg tikimybe didesng nei 99 % su <1 % stan-
dartiniu nuokrypiu. Kity jvykiy iSvestos tikimybés svyravo nuo 30 % iki 85 % ir standar-
tinis nuokrypis svyravo tarp £36 % ir £50 %.

Kiti procesai yra sudétingesni ir tai atsispindi gautuose rezultatuose. BPI’12 Zurnalo
ivykiai tur¢jo tik 3—4 duomeny atributus, todél néra aisku, ar jvykiy duomenys apraso
tarpusavio priklausomybe. Gauti rezultatai rodo, kad vidutiné prognozuota tikimybé buvo
51 %, bet 10 i§ 36 jvykiy vidutine iSvedimo tikimybé buvo didesné nei 80 %.

Maziausiai panaudoty jvykiy buvo i§ BPI’15 zurnalo (11 236 i$ 53 324), taciau pats
procesas yra sudétingiausias, nes jame i§ viso yra 289 galimi jvykiai ir tik 1 156 egzemp-
lioriai jvykiy Zurnale. Mazas duomeny kiekis nulémé, kad BBN apmokymui neuzteko
duomeny ir dél to nukentéjo tikimybiy i§vedimo rezultatai. Nepaisant to, vidutiné i§vesta
tikimybé sieké 99 %. Be to, 33 i$ 35 jvykiy, kuriy tikimybiy i§vedimai panaudoti rezulta-
tuose, vidutiné iSvesta tikimybé virsijo 80 %.

Treciasis eksperimenty etapas — BBN tinkamumo prognozuoti VP vykdyma vertini-
mas. Pirmiausia buvo tiriama, kaip duomeny atributy kiekis zurnale daro jtaka prognoza-
vimo kokybei. Tam buvo panaudotas Synthetic Zurnalas. Eksperimento metu, buvo atlik-
tas tikimybiy iSvedimas su pilnu duomeny atributy rinkiniu, o po to su sumazintu duomeny
atributy rinkiniu. Rezultatai palyginti su atsitiktiniu sp&jimu, kuriame kiekvienas kontrolés
srauto ¢jimas pasirenkamas atsitiktinai, pagal tai kaip istoriskai daznai buvo einama skir-
tingais keliais.

Eksperimentai parodé, kad BBN demonstruoja geresnius rezultatus nei atsitiktinis
kontrolés srauto spéjimas, remiantis statistiniais svoriais atskiriems keliams. Be to, duo-
meny atributy pridéjimas pagerina gaunamus rezultatus. Visgi, reikalingi papildomi tyri-
mai, kurie nustatyty kokios duomeny savybés daro jtakg prognozés tikslumui.

Antras prognozavimo vertinimas atliktas atkartojant zurnaly vykdyma ir bandant
prognozuoti kitus VP egzemplioriaus jvykius. Gauti rezultatai pateikti S3.3 lenteléje.
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S3.3 lentelé. Prognozavimo rezultatai su £ bloky kryzminiu vertinimu ir k = 10

Zurnalas Teisingai, % Teisingai intervale, % Neteisingai, % Praleista, %
Synthetic 84,49+18,66 2,52+7,29 5,74+8,06 7,25£19,67
BPI’12 73,49+31,36 3,61£11,31 13,7+18,86 9,2425,04
BPI’15 53,01+£31,54 21,36+23,27 18,24422,55 7,17+£25,01
EIMSD 67,6+32,54 4,87+10,66 21,99+31,57 5,54+30,47

BPI’15 zurnalo prognozavimas buvo maziausiai tikslus — teisingai prognozuota tik
53,01+31,54 % visy jvykiy ir teisingai intervale prognozuota 21,36 % visy jvykiy. Taip
pat §io zurnalo atveju neteisingai prognozuota vidutiniskai 21,36+23,27 % jvykiy. Mazas
procentinis teisingy spé&jimy kiekis gali buti paaiskinamas tuo, kad zurnale i§ viso yra 289
unikaliis galimi jvykiai ir tik 1 196 egzemplioriai. Taip pat, Zurnale esantys jvykiai turi
mazai duomeny atributy, o tai nulemia ir prastesnj tikimybés i§vedimo rezultatg. Apibend-
rinant galima teigti, kad Zurnale esantys duomenys yra sudétingo proceso vykdymo istorija
ir zurnale yra per mazai duomeny tam, kad biity sudarytas tikslus BBN modelis. BPI’12
prognozavimo rezultatai yra daug geresni - teisingai prognozuota 73,49+31,36 % jvykiy,
o teisingai intervale — 3,61+11,31 % jvykiy. Visgi, neteisingai prognozuota vidutiniskai
13,7+18,86 % jvykiy ir i§ viso praleista vidutiniskai 9,2+25,04 % jvykiy. Galiausiai,
EIMSD Zurnale esantys duomenys yra dinamiskiausio proceso, kurio kontrolés srauto val-
dymas yra neapibréztas. Nepaisant to, pasiiilytas metodas teisingai prognozavo vidutinis-
kai 67,6+32,54 % jvykiy, o teisingai intervale — 21,36 % jvykiy. EIMSD atveju neteisingai
prognozuota vidutiniskai 21,99 % jvykiy, taciau dalis jvykiy yra visiskai nenuspé¢jami ir
priklauso nuo iSoriniy veiksniy, kurie Zurnale neisreiksti. Apibendrinant visus prognoza-
vimo rezultatus, galima teigti, kad visiems Zzurnalams metodas vidutiniSkai praleidzia
5,54-9,2 % jvykiy. Biitina atlikti papildomus tyrimus, siekiant iSsiaiskinti priezastis, le-
miancias stabily praleidziamy jvykiy kiekj, bei biidus, kaip galima sumazinti §j kiekj.

Paskutinis eksperimentinis tyrimas vertina metodo VP imitacija. VP imitacija buvo
atlikta remiantis eksperimento aprasu — imituoti i§ pradinio Zurnalo sukurti imitaciniai
modeliai bei sugeneruoti imitacijos rezultato jvykiy zurnalai. Po to, Sie jvykiy Zurnalai
buvo tarpusavyje palyginti. Gauti rezultatai pateikti S3.4 lenteléje.

S3.4 lentelé. Imitacijos vertinimo rezultatai skirtingiems zurnalams

Zurnalo pava- SEL atitiktis GMM GEL atitiktis SMM
dinimas Egzemplioriaus Atkartojimo Egzemplioriaus | Atkartojimo
atitiktis atitiktis atitiktis atitiktis

Synthetic log 0,795 1,000 1,000 1,000
BPI12 0,821 0,817 0,814 0,771
BPI13 0,928 0,906 0,438 0,582
BPI15 0,572 0,585 0,886 0,832
EIMSD 0,982 0,995 0,979 0,987

SEL — pradinis jvykiy zurnalas, GEL — imitacijos rezultato jvykiy zZurnalas, GMM — Petri tinklas
isSgautas is GEL, SMM — Petri tinklas isgautas is SEL.
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SEL atkartojimas GMM atitinka maziau, nei GEL atkarojimas SMM. Tai gali buti
paaiskinama tuo, kad GEL yra maziau egzemplioriy, todél ir iSgautas GMM yra maziau
atitinkantis, o SEL esantys duomenys atspindi sudétingesne elgseng, kurios GMM
neleidzia. Tai jrodoma tuo, kad Synthetic Zurnalo procesas gan paprastas, 0 mazas
egzemplioriy skaiius atspindi visa proceso elgseng — Synthetic Zurnalas atitiko GMM
(0,929) panasiai kaip ir GEL atitiko SMM (0,941). Bendru atveju, imituoto proceso
atitiktis pradinio Zurnalo procesui buvo aukstesné nei 0,814. Sis teiginys negalioja
automobiliy gamybos proceso zurnalo atveju, nes zurnale yra maZai duomeny atributy ir
todél metodas nesugeba tiksliai imituoti proceso srauto.

I8 gauty rezultaty matyti, kad SEL atitiktis GMM varijuoja labiau nei GEL atitiktis
SMM. Tai gali buti paaiSkinama tuo, kad SEL yra didesnis istorinio VP vykdymo duo-
meny rinkinys — pavyzdziui, BPI’15 zurnalo atveju, pradinis Zurnalas turi 289 unikalius
jvykius ir 1 159 egzempliorius, o sugeneruotame Zurnale buvo tik 250 egzemplioriy ir 136
unikal@is jvykiai. Tai lemia, kad sugeneruotas jvykiy zurnalas silpniau isreiskia proceso
elgsena, nei pradinis jvykiy Zurnalas.

Norint jvertinti, kokia jtaka imituoty egzemplioriy skaiéius zurnale daro atitikéiai
tarp pradinio zurnalo ir imitacijos rezultato, buvo atliktas papildomas eksperimentas. Eks-
perimento metu imituotas skirtingas egzemplioriy skaic¢ius (100-1 000) ir vertinta kaip
kinta sugeneruoto jvykiy Zurnalo atitiktis pradiniam jvykiy zurnalui. Eksperimentams pa-
sirinktas BPI’12 Zurnalas. Gauti rezultatai pateikti S3.5 lenteléje.

S3.5 lentelé. Imitacijos vertinimo rezultatai skirtingiems egzemplioriy kiekiams

Egzemplioriy SEL atitiktis GMM GEL atitiktis SMM
kiekis, vnt. Egzemplioriaus Atkartojimo Egzemplioriaus | Atkartojimo
atitiktis atitiktis atitiktis atitiktis

100 0,593 0,572 0,913 0,885
200 0,649 0,627 0,839 0,848
300 0,699 0,653 0,810 0,766
400 0,752 0,732 0,819 0,833
500 0,821 0,817 0,814 0,710
600 0,821 0,817 0,817 0,775
700 0,840 0,831 0,821 0,778
800 0,835 0,833 0,825 0,839
900 0,800 0,773 0,830 0,790
1000 0,830 0,88 0,820 0,778

GEL atitiktis SMM mazéja, didéjant imituoty egzemplioriy kiekiui, o SEL atitiktis
GMM maze¢ja. mazéjant imituoty egzemplioriy skaiciui. Abiem atvejais, atitiktis stabili-
zuojasi ties 500 egzemplioriy. Tai paaiskina kodél BPI’15 Zzurnalo atitikties rezultatai buvo
tokie netiksliis — procesas yra pakankamai sudétingas (i$ viso 289 unikalas jvykiai), imi-
tuota tik 250 egzemplioriy, ir to nepakako atitikties stabilizavimui. Tai taip pat jrodo GEL
ir SEL unikaliy jvykiy skai¢iaus palyginimas (139 galimi unikalas jvykiai GEL ir 289
unikaliis jvykiai SEL).
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SUMMARY IN LITHUANIAN

Bendrosios iSvados

1.

Procesy gavybos metody analizé atskleidé, kad egzistuojantys metodai yra specia-
lizuoti ir Sioje tyrimy kryptyje truksta bendriniy analizés metody. Prognozavimui
skirti metodai specializuojasi atskiry duomeny prognozei, pvz., trukmei, ir negali
prognozuoti dalykingés srities duomeny.

. Verslo procesy imitacijos metody analizé parodé, kad, nors imitacija ir yra vertinga

VP analizei, ta¢iau egzistuoja daug trikumy — sukurtas tik vienas verslo procesy
imitacijos modeliy standartas, egzistuojantys jrankiai naudoja individualias mode-
liavimo kalbas, modeliy kiirimas reikalauja specializuoty jgidziy, todél imitaciniy
modeliy kiirimas reikalauja daug rankinio darbo.

. Pasiiilytas metodas, skirtas iSgauti Bajeso tikimybinius modelius (BBN) i§ jvykiy

zurnaly, sukuria tikimybinj verslo modelj, todél jgalina sprendimy parama, suteik-
damas galimybe iSvesti dabar vykdomy verslo procesy egzemplioriy tikimybes bei
prognozuoti tolimesnj VP egzemplioriy vykdyma.

. Pasiiilytas transformacijos i§ BBN | DPBS modelius metodas sumazina rankinj

darba, reikalingg pradiniy imitaciniy modeliy kiirimui, ir sukurty imitaciniy modeliy
vykdymas atspindi pradiniuose zurnaluose esanéius istorinius VP vykdymo duome-
nis 57,2-92,8 % tikslumu naudotiems jvykiy Zurnalams..

. Pasiilytas btidas BBN iSgavimui ir imitaciniy modeliy kiirimui leidzia atlikti bend-

rosios VP elgsenos analize¢ ir analizuoti vykdomus VP egzempliorius bei progno-
zuoti tolimesnj jy vykdyma.

. Eksperimentiniai pasiiilyty metody tyrimai parodé¢, kad:

a) pasitlytas metodas gali i§gauti beciklius kryptinius grafus;

b) vykdomy egzemplioriy tikimybinio vertinimo tikslumas siekia 63-98 %;

) vykdomo VP egzemplioriaus biisimas jvykis tinkamai prognozuojamas 72—
87 % atvejy;

d) sukurti imitaciniai modeliai pasiekia 58—98 % atitiktj tarp pradinio jvykiy Zur-
nalo bei imitacijos rezultato.
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