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#### Abstract

The Trends in International Mathematics and Science Study (TIMSS) makes it possible to compare the performance of students in the US in Mathematics and Science to the performance of students in other countries. TIMSS uses four international benchmarks for describing student achievement: Low, Intermediate, High, and Advanced. In this study, we linked the eighth-grade Math TIMSS and NAEP scales using equipercentile equating to (a) help better interpret U.S. eighth-grade students' performance on TIMSS, and (b) investigate the progress of eighth-grade U.S. students over time relative to the progress of students in other countries. Results indicated that relative to other countries, U.S. eighthgrade students increased with respect to the "At or Above Basic" NAEP Achievement level, but that other countries saw larger improvements in the higher achievement level categories, relative to the US. This finding may reflect the emphasis of No Child Left Behind on raising lower achievement to "proficient." However, with respect to "Advanced" mathematics achievement, eighth-grade U.S. students showed less
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improvement than students in other countries.
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## La vinculación de las evaluaciones TIMSS y NAEP para evaluar las tendencias internacionales en el logro

Resumen: Las Tendencias en Matemáticas Internacionales y Estudios Ciencias (TIMSS) le permite comparar el rendimiento de los estudiantes en los EE.UU. en Matemáticas y Ciencia con el rendimiento de otros estudiantes de los países. El TIMSS utiliza cuatro puntos de referencia internacionales para describir el rendimiento del estudiante: bajo, intermedio y avanzado de alta. En este estudio, asociamos las escalas de TIMSS matemáticas y NAEP dadas en octavo grado utilizando equipercentile equivalente a (a) ayuda a interpretar mejor el rendimiento de octavo grado en el TIMSS, y (b) para investigar el progreso de los estudiantes de $8^{\circ}$ grado en los Estados Unidos en el tiempo sobre el progreso de los estudiantes de otros países. Los resultados indicaron que, en comparación con otros países, los estudiantes de $8^{\circ}$ grado de Estados Unidos aumentaron desde el nivel "igual o superior al básico" NAEP logro, pero otros países marcaron la mayor mejora en la mayoría de las categorías de nivel de rendimiento en los EE.UU.. Este hallazgo puede reflejar el énfasis de No Child Left Behind (NCLB) para elevar el rendimiento más bajo de "competente". Sin embargo, en cuanto a rendimiento en matemáticas "avanzada", los estudiantes estadounidenses de octavo grado mostraron menor mejoría de los estudiantes de otros países.
Palabras-clave: niveles de rendimiento, equipercentile equivalente, evaluación internacional, vinculación, NAEP, TIMSS

## Vinculando avaliações TIMSS e NAEP para avaliar tendências internacionais em realizações

Resumo: As Tendências em Matemática Internacional e Estudos em Ciências (TIMSS) permite comparar o desempenho dos estudantes nos EUA em Matemática e Ciência com o desempenho de alunos de outros países. O TIMSS usa quatro referências internacionais para descrever o desempenho dos alunos: Baixo, Intermediário, Alto e Avançado. Neste estudo, associamos as escalas de TIMSS e NAEP de matemática dada na 8 série usando equivalentes equipercentile para (a) ajudar a interpretar melhor o desempenho dos estudantes da oitava série no TIMSS, e (b) investigar o progresso de estudantes de $8^{\text {a }}$ série nos EUA ao longo do tempo relativo ao progresso dos alunos em outros países. Os resultados indicaram que, em relação a outros países, os estudantes de $8^{\circ}$ ano dos Estados Unidos aumentaram em relação ao nível "no ou acima do básico" de realização NAEP, mas que outros países marcaram melhorias maiores nas categorias de maior nível de desempenho em relação aos EUA. Essa descoberta pode refletir na ênfase de Nenhuma Criança Deixada Para Trás (No Child Left Behind) em elevar a realização inferior para "proficiente". No entanto, no que diz respeito à conquista de matemática "Avançada," os estudantes americanos de $8^{a}$ série apresentaram menor melhora do que os estudantes de outros países.
Palavras-chave: níveis de realização, equivalentes equipercentile, avaliação internacional, vinculação, NAEP, TIMSS

## Introduction

Educators, researchers, and policymakers in the United States are interested in how well the academic achievement of U.S. students compares to students in other countries. However, it is difficult to study the international competitiveness of students because of few common metrics for comparing student achievement.

The Trends in International Mathematics and Science Study (TIMSS) is one of the major assessments that makes it possible to compare the Mathematics and Science achievement of students in the U.S. with that of students in other countries. The International Association for the Evaluation of Educational Achievement (IEA) implements TIMSS to measure the mathematics and science knowledge and skills of students in several countries. Since 1995, they have collected data on the mathematics and science achievement of fourth- and eighth-grade students every four years.

TIMSS uses four achievement level standards, called "international benchmarks," for each subject and grade. These benchmarks are Low International, Intermediate International, High International, and Advanced International. For instance, the descriptions of 2011 TIMSS benchmarks for mathematics at grade 8 are:

Low International: Students have some knowledge of whole numbers and decimals, operations, and basic graphs.
Intermediate International: Students can apply basic mathematical knowledge in a variety of situations.
High International: Students can apply their understanding and knowledge in a variety of relatively complex situations.
Advanced International: Students can reason with information, draw conclusions, make generalizations, and solve linear equations. (National Center for Education Statistics: NCES, 2013)

In addition to how U.S. students rank with respect to students in other countries using average TIMSS scores, the benchmarks can be used to compare the performance of U.S. students to students in other countries. However, these international benchmarks used for TIMSS reporting are not familiar to a U.S. audience, such as U.S policymakers, who are more familiar with the achievement level standards used for the National Assessment of Educational Progress (NAEP).

NAEP is a comprehensive national assessment in the United States for measuring the academic achievement of U.S. students and for tracking their achievement over time (Beaton et al., 2011; National Assessment Governing Board: NAGB, 2016a). Since 1969, the National Center for Education Statistics (NCES) has administered NAEP periodically to representative samples of students at fourth-, eighth-, and twelfth grade to measure what U.S. students know and can do in various subject areas, including mathematics and science. Three achievement levels are reported on all NAEP assessments: Basic, Proficient, and Advanced. The general descriptions are:

Basic: Denotes partial mastery of prerequisite knowledge and skills that are fundamental for proficient work at each grade.
Proficient: Represents solid academic performance for each grade assessed.
Students reaching this level have demonstrated competency over challenging subject matter.
Advanced: Signifies superior performance. (NAGB, 2016b)
Figure 1 shows the percentages of eighth-grade students at or above the NAEP mathematics achievement levels from 2003 to 2015 . With the exception of the slight dip in 2015, the percentages
of U.S. students at or above each level seems to generally increase. Some might interpret these trends as the mathematics achievement of the U.S. students is getting better over time. Although that is true with respect to performance on the NAEP exams, NAEP results cannot tell us how well U.S. students' progress over time compares to the progress made by students in other countries. Thus, data from international educational assessments can be used to help evaluate the progress of U.S. students over time, and provide a broader context for understanding NAEP results. In this study, we use TIMSS data to help understand this progress by mapping the NAEP achievement levels onto the TIMSS reporting scale, and evaluating the progress over time of students in other countries. This "linking" of NAEP and TIMSS allows us to see how well countries that have participated in TIMSS over time have progressed with respect to the NAEP achievement levels.


Figure 1. Percentage of 8th-grade U.S. students at or above NAEP mathematics achievement levels 2003 to $2015^{1}$

[^0]The goal of the present study is to link the eighth-grade NAEP mathematics achievement levels to the TIMSS eighth-grade mathematics scale to facilitate interpretation of U.S. students' performance on TIMSS mathematics, relative to the changes in the performance of students in other countries over time. Using a process called "linking," we can project how students in different countries have performed relative to the NAEP standards over time.

## Linking Educational Assessments

Phillips (2007) described linking as "a process that provides a concordance table that expresses scores on one test (e.g., TIMSS) in terms of the metric of another test (e.g., NAEP)" (p. 2). Linking studies are typically done to make general comparisons across tests, and so are "weaker" than more complex equating studies that are conducted to produce interchangeable scores across different versions of a test. Equating is typically done when there are two versions of the same test and the goal is to put them on the same scale, so examinees can take either form and get essentially the same score. Linking, as used in this study, results in "distributional equivalence" (Pommerich, 2016), where the score scales from different tests are considered to have the same distribution, and achievement levels from one test can be mapped onto the scale of the other test. This is the category of linking used in the present study.

Although previous studies have linked NAEP to TIMSS (e.g., Hambleton, Sireci, \& Smith, 2009; Jia et al., 2014; Johnson, Cohen, Chen, Jiang, \& Zhang, 2005; Phillips, 2007), these studies did not provide information about whether the performance of the U.S students improved over time compared to the performance of students in other countries. Rather, they only focused on relative performance in a given year. Thus, the present study extends previous research in a way that should be helpful to policy makers who want to evaluate how well eighth-grade U.S. students are performing in mathematics over time, within an international context.

In the present study, we used linking to map the eighth-grade 2003, 2007, and 2011 NAEP mathematics achievement levels onto the 2003, 2007, 2011 TIMSS scales, respectively. This linking allowed us to estimate the percentages of students at or above the Basic, Proficient, and Advanced achievement levels on NAEP in each country that participated in the 2003, 2007, and 2011 TIMSS mathematics assessments.

Before describing the linking method used in this study, we briefly review previous research related to NAEP and TIMSS. This review includes (a) other studies that linked NAEP and TIMSS in some way, (b) analyses of the content similarity between NAEP and TIMSS mathematics assessments, and (c) the consistency of the NAEP and TIMSS mathematics framework over time.

## Previous NAEP /TIMSS Linking Studies

Johnson et al. (2005) explored linking the 2000 eighth-grade NAEP mathematics and science assessments to the 1999 TIMSS eighth-grade mathematics and science assessments. Their major purpose was to compare the U.S. states that participated in NAEP with the nations that participated in TIMSS. To conduct this comparison, they linked the assessments using two linking methods: projection and statistical moderation. In the projection method, a regression equation based on students' NAEP and TIMSS scores was used to predict the scores on TIMSS from those on NAEP. For this method, the data were gathered from a sample of students who responded to both NAEP and TIMSS assessments. This approach "allows a direct comparison of performance on the two instruments, $\ldots$ and removes all doubt about the comparability of the people taking each instrument" (Johnson et al., 2005, p. 1).

The statistical moderation method was conducted based on the national sample of both NAEP and TIMSS. In this approach, the mean and standard deviation of the two assessments were put on the same scale by conducting a linear transformation such that the NAEP scores have the
same distribution as the TIMSS scores2. This approach could be applied to "entirely unrelated tests because this method does not use any information about the correlation between the tests being linked" (p. 33). To evaluate both linking methods, they conducted a validation study using 12 states that took both NAEP and TIMSS. The findings indicated that the projection method did not perform well because the estimated TIMSS scores significantly under-predicted actual TIMSS scores. The statistical moderation method showed a better performance for predicting the TIMSS scores from NAEP scores.

Phillips (2007) linked the 2000 NAEP mathematics and science exams to the 1999 TIMSS exams for eighth-grade students. He also applied this linking function to link the 2000 NAEP mathematics and science exams to the 2003 TIMSS. Given the results of Johnson et al. (2005), he used statistical moderation to project the NAEP achievement levels onto the TIMSS scale for each country that participated in the 1999 TIMSS and 2003 TIMSS. His goal was to discover "how would other countries perform if their TIMSS results could be expressed in terms of NAEP achievement levels?" (p. 2). He also concluded that although this study could help interpret the performance patterns of international students, "the estimates provided by statistical moderation should be considered rough, ballpark estimates and should only be for broad policy understandings" (p. 3).

Hambleton et al. (2009) used equipercentile linking to map the 2003 NAEP mathematics achievement levels onto the corresponding the 2003 TIMSS and the 2003 Program for International Student Achievement (PISA) reporting scales based on eighth grade students. Equipercentile linking is used to identify scores on a test form that have same percentile ranks as scores on another test form (Kolen \& Brennan, 2004). Once the distribution of scores on the first test form (X) are converted the new form ( Y ) scale, the converted scores of form X would have the same distribution as scores from form Y. This approach is usually applied to equate the scores of the multiple parallel test forms which have same content and same statistical characteristics so that the test scores can be used interchangeably. Obviously, these exams deviate from parallel forms derived from the same test specifications. However, the linked scores were considered sufficiently comparable for the purpose of designating the proportion of students scoring at or below the points on the NAEP scale that corresponded to the achievement levels (Hambleton et al. 2009; Waltman, 1997).

The focus of Hambleton et al. (2009) was to check whether the NAEP achievement levels were set too high by comparing the performance of the U.S. students to that of students in other countries who took TIMSS and PISA. They linked assessments administered in the same year to "avoid the confounding of findings from the study with any achievement growth that may have occur by the national student samples over time" (p. 383). The results of both the NAEP-TIMSS linkage and the NAEP-PISA linkage showed that the highest-performing countries had substantially larger students who were classified at or above the "advanced" and "proficient" levels on NAEP. They concluded "relative to the question of whether these NAEP standards are too high, it appears they are not, when taken within an international context" (p. 389).

Jia et al. (2014) linked the 2011 NAEP and TIMSS assessments for both mathematics and science. The purpose of their study was to predict comparable TIMSS scores for U.S. states that
${ }^{2}$ In this method, the distribution of NAEP scores are transformed to the distribution of TIMSS scores by using the moderation linking function such that:

$$
\mathrm{TIMSS} \widetilde{\text { score }}=A+B *\left(N A E P_{\text {score }}\right)
$$

And A and B are estimated by the equations such that:

$$
\widehat{A}=\widehat{\mu_{\text {TIMSS }}}+\widehat{B} * \widehat{\mu_{\text {NAEP }}}, \quad \hat{B}=\widehat{\frac{\sigma \widehat{T I M S},}{} \widehat{\sigma_{\text {NAEP }}},}
$$

After the NAEP scores are mapped onto the TIMSS score scale, this transforms scores have the same distribution with that of TIMSS scores.
participated in NAEP but did not participate in TIMSS. They used three linking methods-statistical moderation, calibration, and statistical projection. Statistical moderation and projection were described earlier. Calibration refers to calibration of all items from two assessments onto a common scale. This linking method is used when two tests are assumed to measure common content, but have different test specifications and different statistical characteristics. Although all three methods yielded similar predicted TIMSS scores, NCES decided to report the predicted TIMSS scores for the states that were estimated by the statistical moderation method. The reason was that "the statistical moderation technique is the simplest method among the three requiring the estimation of the fewest parameters (i.e., the means and standard deviations of the U.S. national public school samples for NAEP and TIMSS)" (p. xiv).

As we describe later, we choose the equipercentile method for linking NAEP and TIMSS in this study. Our goal was to map the NAEP achievement levels onto the TIMSS scale, and so our purpose was most similar to Hambleton et al. (2009), who used the equipercentile approach. Given that we did not have a sample of students who took both exams, the projection and calibration methods were not options for this study.

Before describing the equipercentile linking method used in this study, we first describe the consistency of content across the two assessments. The content overlap of NAEP and TIMSS has been previously evaluated in several studies.

## Comparing NAEP and TIMSS Content

NAEP and TIMSS are national and international assessments, respectively, and so it is reasonable that they differ on several features such as purpose, population, precision of estimation, and content. To defend the linking of different tests, evidence should be provided that the different tests measure similar constructs (Kolen, 2007). Analyses comparing the content of NAEP and TIMSS have been conducted by Nohara and Goldstein (2001), Neidorf, Binkley, Gattis, and Nohara (2006), and Provasnik, Lin, Darling, and Dodson (2013). The results of these studies generally indicate NAEP mathematics and TIMSS mathematics have considerable overlap with respect to mathematics content; however, there are some differences in organization of the content frameworks and item formats.

With respect to mathematics, which is the focus of the present study, Neidorf et al. (2006) compared the content of the 2003 NAEP mathematics exam and the 2003 TIMSS mathematics exam for fourth and eighth grade. They found substantial overlap in the content of both assessments. Nearly all items from each assessment were classified into one of the major content areas of the other assessment framework at the broadest level. They argued that the two assessments "appear to be quite similar overall in terms of the distribution of items across the low, moderate, and high mathematical complexity levels" (p. v). However, there were differences in content between NAEP and TIMSS when considering more detailed comparison of the mathematics content (e.g., the specific objectives measured by the items, rather than the broad content categories). They warned that although the items of both the NAEP and TIMSS mathematics assessments addressed many similar topics and required similar skills and processes to solve the items, these results should not be interpreted that both assessments measure the same content in the same way.

Provasnik et al. (2013) compared the content of the 2011 TIMSS mathematics with 2011 NAEP mathematics framework. In their study, two expert panels who were familiar with the TIMSS and NAEP assessments analyzed the similarities and differences between the TIMSS mathematics items and the NAEP mathematics items for both fourth- and eighth-grades. The content match analyses of both assessments were conducted by classifying all TIMSS 2011 mathematics items into the NAEP 2011 mathematics framework based on three specified categories: (a) content area, (b) content area's subtopic, and (c) subtopic's objective by grade level. The goal of this item-by-item
review was "to see how many TIMSS items fit in the NAEP framework and how much of the NAEP framework was covered by TIMSS items" (p. 18).

Provasnik et al. (2013) found strong content correspondence between 2011 TIMSS and 2011 NAEP mathematics assessments. Specifically, almost all items in the 2011 TIMSS mathematics could be classified in the 2011 NAEP mathematics framework's content categories. Only $1 \%$ of the 2011 TIMSS mathematics items on the fourth-grade exam, and $3 \%$ of the 2011 TIMSS mathematics items on the eighth-grade exam, could not be classified to a specific objective within the 2011 NAEP mathematics framework. Based on the results, they concluded "This level of congruence at both fourth- and eighth-grade can be described as a strong content match" (p. 23).

## Consistency of Mathematics Framework Over Time

Given that our study linked NAEP and TIMSS math assessments at three different points in time (2003, 2007, and 2011), as a reviewer of an earlier version of this article pointed out, differential change in the content of these exams is a potential problem. The NAEP mathematics framework changed slightly in 2005 and 2009. However, the framework changes for eighth-grade in both years were minimal, and NAEP continued to report trend results from previous assessments (NCES, 2016). In fact, NCES (2016) reported the objectives of the NAEP mathematics assessments for eighth-grade remained the same.

Regarding the TIMSS mathematics assessment, there were some changes in the mathematics frameworks between 2003 and 2007 for eighth-grade. These changes are illustrated in Table 1. The content and cognitive domains in 2003 mathematics differ from those of in 2007. For example, the "Measurement" and "Data" domains in 2003 are consolidated into "Data and Chance" in 2007. The 2011 TIMSS mathematics framework was the same as that used in $2007 .{ }^{3}$ Despite of some

Table 1
Mathematics frameworks for TIMSS 2003, 2007, and 2011 assessments for $8^{\text {th }}$ grade $^{4}$

|  | 2003 |  | 2007 and 2011 |  |
| :---: | :---: | :---: | :---: | :---: |
| Content | Domains | Percentage (\%) | Domains | Percentage (\%) |
| (\% | Number | 30 | Number | 30 |
|  | Algebra | 25 | Algebra | 30 |
|  | Geometry | 15 | Geometry | 20 |
|  | Measurement | 15 | Data and Chance | 20 |
|  | Data | 15 | Knowing | 35 |
|  | Knowing Facts | 15 | Applying | 40 |
|  | and Procedures | 20 | Reasoning | 25 |
|  | Using Concepts | 40 | - | - |

[^1]differences in frameworks between TIMSS mathematics assessments, we assume that the comparison results over time are not seriously affected by these differences since TIMSS technical reports already have reported the change of mathematics achievement since 1995 (e.g., Mullis et al., 2008). It is also worthwhile to note that Hencke, Rutkowski, Neuschmidt, and Gonzalez (2009) found that if TIMSS results were computed for countries based only on the items the country judged to be covered in their curriculum, the results for the countries would essentially be the same.

Although the TIMSS mathematics exam experienced more content change over the time period of this study than did the NAEP mathematics assessment, given the prior studies that supported the content comparability of the 2003 and 2011 NAEP and TIMSS math assessments (Neidorf et al., 2006; Provasnik et al. 2013), and the fact that any content changes would be the same for all countries who participated across the time period analyzed here, we believe the content similarity and consistency is sufficiently adequate to support linking the score scales from these exams for the purposes of mapping the NAEP achievement levels onto the TIMSS scale.

## Method

## Data

To map the NAEP achievement levels onto the TIMSS reporting scale, we used the 2003, 2007, and 2011 TIMSS mathematics results for grade 8 students. These data are publically available from the official TIMSS website ${ }^{5}$. The reason for selecting these three years was that this study focused on the growth of the U.S. student achievement after the No Child Left Behind Act of 2001. Also, 2003, 2007, and 2011 are the years both NAEP and TIMSS were administered to grade 8 students in the United States. The comparison of achievement across countries in the same year avoids misleading results due to growth that may occur when comparisons are made from tests administered in different years (Hambleton et al., 2009).

The number of countries analyzed in this linking study varied somewhat from year to year. The 2003 TIMSS involved 47 countries, the 2007 TIMSS data involved 59 countries, and the 2011 TIMSS data involved 60 countries. As we subsequently describe, our comparisons focused on only those countries who participated in all three assessment years.

## Data Analysis

We used equipercentile linking to map the 2003, 2007, and 2011 Grade 8 NAEP mathematics achievement levels onto the score scale of the 2003, 2007, and 2011 Grade 8 TIMSS mathematics assessment, respectively, by extending the process used in Hambleton et al. (2009). By placing the NAEP achievement levels onto the TIMSS scale, the mapped NAEP achievement levels provide new benchmarks for international comparisons of student's performance. Our equipercentile linking assumed that U.S. students who took the NAEP mathematics assessments in a given year were randomly equivalent (i.e., equivalent up to sampling error) to the U.S. students who took the TIMSS mathematics assessment in that same year. Given that both studies involved carefully selected samples to represent the U.S. population, we believe this assumption is justified ${ }^{6}$.

The overall procedure to map the NAEP mathematics achievement levels onto the score scale of TIMSS mathematics was as follows:

[^2]1) Find the percentiles corresponding to each of the NAEP mathematics achievement levels (Basic, Proficient, and Advanced).
2) Find the TIMSS scores corresponding to these percentiles in the U.S. TIMSS score distribution.
3) Use these TIMSS scores as the cut-scores to determine the NAEP basic, proficient, and advanced levels on the TIMSS score scale.
4) Classify the students in other countries using three NAEP cut-scores into the three NAEP achievement.

Because five plausible values are estimated for each student achievement on TIMSS, the average of the five plausible values were used to find the scores corresponding to the percentile of the NAEP achievement levels in Step 2 above. The percentiles for the 2003, 2007, and 2011 NAEP mathematics achievement levels and the three cut-scores corresponding to the percentiles are presented in Table 1.

Table 2
TIMSS Math Scale Scores Corresponding to the Grade 8 NAEP Math Acbievement Levels

| Year | Basic | Proficient | Advanced |
| :---: | :---: | :---: | :---: |
| 2003 | $466.7(31.9)$ | $549.5(71.2)$ | $630.1(94.6)$ |
| 2007 | $462.5(28.7)$ | $544.3(67.8)$ | $617.3(93.0)$ |
| 2011 | $462.4(26.6)$ | $540.3(65.3)$ | $612.2(91.7)$ |

Note: The scale scores in each achievement level column indicate the TIMSS scale score associated with the NAEP achievement level. The number in parenthesis indicates the percentile corresponding to the NAEP mathematics achievement level.

## Results

## Validation Check on Equipercentile Linking

Before interpreting the results of the linking, we first evaluated the accuracy of the equipercentile linking following the process used by Hambleton et al. (2009). We compared our estimates of the percentages of students at or above each achievement level on NAEP based on the TIMSS linking, with the actual percentages of students classified at or above NAEP achievement levels for three states that participated in both NAEP and TIMSS-Indiana, Massachusetts, and Minnesota. In 2003, Indiana participated in both TIMSS and NAEP. In 2007, Massachusetts and Minnesota participated in both assessments.

For Indiana in 2003, the percentages of students who were classified at or above each achievement level are quite similar between NAEP and TIMSS (the largest difference was $2.7 \%$ for "At or Above Basic"). For Massachusetts, the largest percentage difference was $3.9 \%$ (for "At or Above Proficient"). For Minnesota, the largest difference was $3.4 \%$ for "\% Advanced." These results support the validity of our equipercentile linking method, and suggest a margin of error of the results of up to $3-4 \%$.

Table 3
NAEP-TIMSS Comparison for Three States

| Year | State | Assessment | Advanced (\%) | At or Above Proficient (\%) | At or Above Basic (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2003 | Indiana | NAEP Math | 5.2 | 30.7 | 73.5 |
|  |  | TIMSS Math | 5.2 | 29.6 | 76.2 |
| 2007 | Massachusetts | NAEP Math | 14.9 | 50.7 | 85.0 |
|  |  | TIMSS Math | 17.5 | 54.6 | 85.3 |
|  | Minnesota | NAEP Math | 11.5 | 43.1 | 81.0 |
|  |  | TIMSS Math | 8.1 | 41.9 | 83.5 |

Note: The percentages at or above each NAEP achievement levels are from actual Grade 8 Math state results reported by NAEP. TIMSS results are estimated based on the NAEP achievement levels mapped on the TIMSS score scale.

## Achievement Level Results for U.S. and International Students Over Time

The achievement level results of linking NAEP mathematics achievement levels to TIMSS mathematics reporting scale are summarized in Tables 3, 4, and 5, for the "Advanced," "At or Above Proficient," and "At or Above Basic" achievement levels, respectively. We selected a subset of 31 countries from all participating countries, because there were only 31 countries that participated in all three assessment years. We also report the rank of each country each year, within the 31-country subset, where the ranks are based on the percentage of students in the relevant achievement level for that Table. Although the ranks are of less interest in this study, it is interesting to see how norm-referenced information (i.e., the rank-order of this subset of countries) changes or does not change based on the criterion-referenced achievement level results.

Table 4 shows achievement level percentages and their associated ranks for the NAEP Advanced achievement level on the TIMSS reporting scale from 2003 to 2011. In 2003, the United States ranked 8th with about $5.4 \%$ students who were classified as Advanced. In 2007, the rank of the U.S. dropped to 10 th, and declined to 12 th in 2011 . However, the percentage of the U.S. students in the NAEP advanced level increased from $5.4 \%$ in 2003 to $7 \%$ in 2007 , to $8.3 \%$ in 2011. The seeming contradiction between the increase in the percentage of "Advanced" U.S. students and the rank of the U.S. Advanced percentage is due to the fact that the achievement level gains for the US were smaller than that for the average of the 31 countries ( $11.6 \%$, see last row of Table 4).
England, the Russian Federation, Israel, and Australia, for example, all increased more than the U.S over this time period. In fact, the Russian Federation and Israel had increases in the percentages of "Advanced" students that were at three to four times that of the U.S. Similarly, the percentage increase of Advanced students in the top five TIMSS countries in 2003 grew by more than $10 \%$. For example, overall growth of the percentage in Japan was about $12.3 \%$, and the percentage of Chinese Taipei went up about $18.7 \%$.

Table 4
2003, 2007, 2011 Grade 8 NAEP Math vs. TIMSS Math for the Advanced Level (reported for 31 countries that participated in 2003, 2007, and 2011 TIMSS Math)

| Country | 2003 |  | 2007 |  | 2011 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rank | Advanced (\%) | Rank | Advanced (\%) | Rank | Advanced (\%) |
| Singapore | 1 | 40.1 | 3 | 41.2 | 3 | 52.3 |
| Chinese Taipei | 2 | 37.7 | 1 | 50.1 | 1 | 56.4 |
| Korea, Rep. of | 3 | 33.5 | 2 | 44.8 | 2 | 54.3 |
| Hong Kong, SAR | 4 | 28.5 | 4 | 36.8 | 4 | 42.7 |
| Japan | 5 | 21.0 | 5 | 30.2 | 5 | 33.3 |
| Hungary | 6 | 10.3 | 6 | 12.7 | 9 | 11.0 |
| England | 7 | 6.3 | 8 | 9.8 | 8 | 12.1 |
| United States | 8 | 5.4 | 10 | 7.0 | 12 | 8.3 |
| Russian Federation | 9 | 5.3 | 7 | 11.5 | 6 | 19.4 |
| Lithuania | 10 | 4.7 | 9 | 8.5 | 13 | 7.8 |
| Malaysia | 11 | 4.6 | 16 | 3.3 | 19 | 2.2 |
| Israel | 12 | 4.5 | 15 | 4.3 | 7 | 14.9 |
| Australia | 13 | 3.9 | 12 | 5.5 | 11 | 8.6 |
| Romania | 14 | 3.1 | 14 | 4.9 | 10 | 8.7 |
| Sweden | 15 | 2.2 | 18 | 2.7 | 20 | 1.6 |
| Slovenia | 16 | 1.9 | 13 | 5.1 | 14 | 5.1 |
| Italy | 17 | 1.7 | 17 | 2.9 | 16 | 4.6 |
| Armenia | 18 | 1.6 | 11 | 5.9 | 15 | 4.8 |
| Indonesia | 19 | 0.5 | 22 | 0.7 | 27 | 0.3 |
| Iran, Islamic Rep. of | 20 | 0.5 | 19 | 1.4 | 17 | 2.7 |
| Jordan | 21 | 0.4 | 20 | 1.3 | 25 | 0.5 |
| Palestinian Nat'l Auth. | 22 | 0.3 | 25 | 0.3 | 22 | 1.3 |
| Norway | 23 | 0.2 | 24 | 0.3 | 23 | 0.9 |
| Lebanon | 24 | 0.2 | 21 | 0.9 | 21 | 1.5 |
| Bahrain | 25 | 0.0 | 23 | 0.3 | 18 | 2.2 |
| Syrian Arab Republic | 26 | 0.0 | 27 | 0.1 | 29 | 0.3 |
| Tunisia | 27 | 0.0 | 26 | 0.1 | 26 | 0.4 |
| Botswana | 28 | 0.0 | 30 | 0.0 | 30 | 0.1 |
| Ghana | 29 | 0.0 | 29 | 0.0 | 31 | 0.0 |
| Morocco | 30 | 0.0 | 28 | 0.1 | 28 | 0.3 |
| Saudi Arabia | 31 | 0.0 | 31 | 0.0 | 24 | 0.7 |
| Mean (SD) |  | 7.0 (11.8) |  | 9.4 (14.6) |  | 11.6 (17.2) |

Table 5 presents the results of the NAEP-TIMSS Mathematics comparison with respect to the NAEP "At or Above Proficient" level. While the percentage of U.S. students who were At or Above Proficient rose about $6 \%$ over this period ( $28.8 \%$ to $34.7 \%$ ), the rank associated with the percentage remained about the same (11th, 10th, 11 th). This percentage growth $(5.9 \%$ ) was greater than the percentage increase for average of 31 countries ( $4.4 \%$ ). Again, the Russian Federation and Israel showed a larger percentage increase in this achievement level category (about $10 \%$ ).

Table 5
2003, 2007, 2011 Grade 8 NAEP Math vs. TIMSS Math for At or Above Proficient Level (reported for 31 countries that participated in 2003, 2007, and 2011 TIMSS Math)

| Country | 2003 |  |  | 2007 |  | 2011 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rank | At or Above <br> Proficient (\%) | Rank | At or Above <br> Proficient (\%) | Rank | At or Above <br> Proficient $(\%)$ |
| Singapore | 1 | 77.1 | 3 | 70.8 | 2 | 80.0 |
| Hong Kong, SAR | 2 | 75.1 | 4 | 69.0 | 4 | 75.7 |
| Korea, Rep. of | 3 | 70.5 | 1 | 73.2 | 1 | 80.2 |
| Chinese Taipei | 4 | 67.6 | 2 | 72.9 | 3 | 76.6 |
| Japan | 5 | 62.0 | 5 | 64.8 | 5 | 65.4 |
| Hungary | 6 | 42.5 | 6 | 40.7 | 8 | 39.2 |
| Russian Federation | 7 | 30.4 | 7 | 39.6 | 6 | 53.4 |
| Malaysia | 8 | 30.2 | 17 | 19.8 | 19 | 14.8 |
| England | 9 | 29.5 | 8 | 37.3 | 9 | 36.5 |
| Lithuania | 10 | 29.2 | 9 | 34.1 | 10 | 35.1 |
| United States | 11 | 28.8 | 10 | 32.2 | 11 | 34.7 |
| Israel | 12 | 25.9 | 16 | 20.3 | 7 | 41.8 |
| Australia | 13 | 25.1 | 13 | 25.6 | 13 | 29.5 |
| Sweden | 14 | 23.8 | 15 | 22.9 | 17 | 19.4 |
| Romania | 15 | 22.7 | 14 | 23.8 | 15 | 25.0 |
| Armenia | 16 | 21.6 | 11 | 28.0 | 16 | 22.0 |
| Slovenia | 17 | 20.5 | 12 | 27.8 | 12 | 31.4 |
| Italy | 18 | 18.7 | 18 | 18.6 | 14 | 28.2 |
| Norway | 19 | 9.7 | 20 | 11.7 | 18 | 15.4 |
| Jordan | 20 | 6.9 | 21 | 10.4 | 24 | 6.9 |
| Indonesia | 21 | 6.8 | 23 | 4.9 | 27 | 4.0 |
| Lebanon | 22 | 4.3 | 19 | 12.4 | 20 | 12.9 |
| Iran, Islamic Rep. of | 23 | 3.7 | 22 | 7.5 | 22 | 9.8 |
| Palestinian Nat'l Auth. | 24 | 3.5 | 25 | 3.3 | 23 | 9.0 |
| Bahrain | 25 | 2.3 | 24 | 3.8 | 21 | 10.2 |
| Tunisia | 26 | 1.1 | 26 | 2.9 | 25 | 5.8 |
| Syrian Arab Republic | 27 | 0.8 | 27 | 2.8 | 28 | 3.6 |
| Morocco | 28 | 0.5 | 29 | 0.9 | 29 | 3.6 |
| Botswana | 29 | 0.4 | 28 | 1.1 | 30 | 2.5 |
| Saudi Arabia | 30 | 0.1 | 31 | 0.1 | 26 | 5.3 |
| Ghana | 31 | 0.0 | 30 | 0.4 | 31 | 0.8 |
| Mean (SD) |  | $23.9(24.0)$ |  | $25.3(23.5)$ |  | $28.3(25.1)$ |
|  |  |  |  |  |  |  |

Table 6 presents the comparison for the percentage of students "At or Above Proficient" on NAEP. Here, the rank of the U.S. students gradually increased from 12th to 8th and the percentages of students At or Above Basic also increased (from $68.1 \%$ in 2003 to $71.3 \%$ in 2007 to $73.4 \%$ in 201). This percentage increase of $5.3 \%$ was larger than the percentage increase for average of the 31 countries $(3.8 \%)$. An interesting result with respect to this category is that among the first twelve countries in 2003 (from Hong Kong to U.S.), the U.S. percentage of At or Above Basic showed the
greatest increase in rank over the eight-year time period (from 12th to 8th). Other than the U.S., only Korea increased two ranks (3rd to 1st) over this period among the twelve countries. The top five countries in 2003 showed very small percentage changes in this category over time, but this result was likely to be due to the fact that from $87.0 \%$ (Chinese Taipei) to $94.6 \%$ (Hong Kong) of their students were already at or above the basic level in 2003.

Table 6
2003, 2007, 2011 Grade 8 NAEP Math vs. TIMSS Math for At or Above Basic Level (reported for 31 countries that participated in 2003, 2007, and 2011 TIMSS Math)

|  | 2003 |  |  | 2007 |  | 2011 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Country | Rank | At or Above <br> Basic (\%) | Rank | At or Above <br> Basic $(\%)$ | Rank | At or Above <br> Basic (\%) |
| Hong Kong, SAR | 1 | 94.6 | 5 | 88.0 | 3 | 91.5 |
| Singapore | 2 | 93.8 | 3 | 89.7 | 2 | 94.0 |
| Korea, Rep. of | 3 | 91.9 | 1 | 92.4 | 1 | 94.7 |
| Japan | 4 | 90.4 | 2 | 90.0 | 5 | 89.8 |
| Chinese Taipei | 5 | 87.0 | 4 | 88.6 | 4 | 90.2 |
| Hungary | 6 | 79.7 | 6 | 76.0 | 7 | 73.8 |
| Russian Federation | 7 | 71.3 | 7 | 75.9 | 6 | 83.8 |
| Malaysia | 8 | 69.7 | 18 | 54.8 | 20 | 40.7 |
| Lithuania | 9 | 69.7 | 9 | 73.6 | 9 | 72.8 |
| England | 10 | 68.6 | 8 | 74.8 | 11 | 71.9 |
| Sweden | 11 | 68.5 | 13 | 68.4 | 15 | 63.2 |
| United States | $\mathbf{1 2}$ | $\mathbf{6 8 . 1}$ | 11 | 71.3 | 8 | 73.4 |
| Australia | 13 | 65.6 | 14 | 67.4 | 14 | 64.6 |
| Israel | 14 | 64.0 | 19 | 53.1 | 12 | 70.8 |
| Slovenia | 15 | 63.7 | 10 | 72.9 | 10 | 72.3 |
| Italy | 16 | 59.0 | 15 | 60.3 | 13 | 69.9 |
| Armenia | 17 | 57.5 | 12 | 70.3 | 17 | 56.1 |
| Romania | 18 | 57.2 | 16 | 55.9 | 18 | 51.6 |
| Norway | 19 | 47.2 | 17 | 55.5 | 16 | 59.7 |
| Lebanon | 20 | 32.8 | 20 | 48.3 | 19 | 47.2 |
| Jordan | 21 | 31.0 | 21 | 36.1 | 22 | 30.5 |
| Indonesia | 22 | 29.0 | 24 | 24.3 | 27 | 22.1 |
| Iran, Islamic Rep. of | 23 | 22.7 | 22 | 27.9 | 23 | 30.3 |
| Palestinian Nat'1 Auth. | 24 | 20.5 | 27 | 17.8 | 24 | 30.3 |
| Bahrain | 25 | 19.3 | 25 | 23.3 | 21 | 31.6 |
| Tunisia | 26 | 16.1 | 23 | 25.6 | 25 | 27.5 |
| Morocco | 27 | 10.0 | 28 | 13.8 | 30 | 15.9 |
| Syrian Arab Republic | 28 | 7.9 | 26 | 19.9 | 28 | 19.1 |
| Botswana | 29 | 6.4 | 29 | 9.6 | 29 | 18.0 |
| Saudi Arabia | 30 | 3.1 | 31 | 3.8 | 26 | 22.2 |
| Ghana | 31 | 1.9 | 30 | 5.1 | 31 | 5.9 |
| Mean (SD) |  | $50.6(30.1)$ |  | $52.7(28.4)$ |  | $54.4(27.1)$ |
|  |  |  |  |  |  |  |

To evaluate these results further, we compared the percentages of U.S. students who were At or Above the mapped NAEP achievement levels with the percentages of U.S. students who were At or Above the TIMSS international benchmarks. TIMSS has four international benchmarks and the cut-scores for deciding each benchmark are consistent across year of administration and grade level ( 625 for advanced international, 550 for high international, 475 for intermediate international, and 400 for low international). These four cut-scores are close to the cut-scores of the mapped NAEP mathematics achievement levels in Table 1, if we compare the TIMSS advanced with the NAEP advanced, the TIMSS high with the NAEP proficient, and the TIMSS intermediate with the NAEP basic, respectively. These results are summarized in Table 7.

Table 7
Percentage At or Above the grade 8 NAEP mathematics achievement levels and At or Above the TIMSS Mathematics benchmarks of the United States ${ }^{7}$

| Year | NAEP achievement levels |  |  |  | TIMSS benchmarks |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Advanced <br> $(\%)$ | At or above <br> Proficient (\%) | At or above <br> Basic $(\%)$ | Advanced <br> $(\%)$ | At or above <br> High (\%) | At or above <br> Intermediate (\%) |
| 2003 | $5.4(0.1)$ | $28.8(0.3)$ | $68.1(0.3)$ | $7.0(0.7)$ | $29.0(1.0)$ | $64.0(1.6)$ |
| 2007 | $7.0(0.2)$ | $32.2(0.3)$ | $71.3(0.3)$ | $6.0(0.6)$ | $31.0(1.5)$ | $67.0(1.4)$ |
| 2011 | $8.3(0.2)$ | $34.7(0.2)$ | $73.4(0.2)$ | $7.0(0.8)$ | $30.0(1.4)$ | $68.0(1.3)$ |
| difference | 2.9 | 5.9 | 5 | 0.0 | 1.0 | 4.0 |
| $(2011-2003)$ |  |  | .3 |  |  |  |

Note: The number in the parenthesis denotes the standard error (SE).
As seen in Table 7, the standard errors (SE) of the percentages are so small for both assessments so that they can be comparable. For all the three comparisons, the percentages of U.S. students at or above each level were very similar. For example, in comparing the TIMSS advanced and NAEP advanced, the U.S. percentages are $7 \%, 6 \%$, and $7 \%$, respectively on the TIMSS scale, while their percentages on the NAEP advanced level were from $5.4 \%, 7.0 \%$, and $8.3 \%$. However, while the percentages At or Above the NAEP advanced and proficient levels increased gradually, the percentages at or above the Advanced and High TIMSS benchmarks barely changed. In comparing the TIMSS intermediate and the NAEP basic, the percentages of the U.S. students in both assessments showed the increasing trends. Specifically, the percentage of the U.S. At or Above the NAEP and the TIMSS intermediate benchmark rose $5.3 \%$ from 2003 ( $68.1 \%$ ) to 2011 ( $73.4 \%$ ) and $4 \%$ from $2003(64 \%)$ to $2011(68 \%)$, respectively. These results suggest the NAEP increases for the Basic achievement level are mirrored on TIMSS, but the increases for Proficient and Advanced are not. This is an important finding because it is consistent with the NCLB law that focused on getting students to "Proficiency" in grade level, rather than a higher achievement level such as "Advanced."

Phillips (2007) suggested another way to check a nation's overall performance on mathematics. He examined how well the average student in the nation was performing by classifying the average TIMSS mathematics score of the students in that nation into the projected NAEP achievement levels. As an additional analysis, we similarly compared the overall performance of the U.S students on mathematics with that of the students in other countries for the years of 2003, 2007, and 2011 by classifying the average TIMSS mathematics score of 31 countries to the NAEP
${ }^{7}$ The percentages and standard errors of U.S. students at or above the 2003, 2007, and 2011 TIMSS benchmarks were taken from the 2007 and 2011 TIMSS Mathematics reports (Mullis, Martin, Foy, \& Arora, 2012, p. 114; Mullis et al., 2008, p. 78-79).
achievement levels (mapped to the TIMSS score scale). Table 8 presents the average TIMSS mathematics scores and the corresponding achievement levels for 18 countries which were not classified as Below Basic in 2003 among 31 countries.

To determine the overall performance of each country, we adopted the criterion which Phillips (2007) suggested. "If a nation's typical student (i.e., the nation's mean) is at or above the proficient level, then we might consider the nation to represent world class educational achievement" (Phillips, 2007, p. 10). Based on this criterion, only five countries could be labeled as "world class" in educational achievement in 2003, 2007, and 2011. The United States did not meet this criterion in any of the years because the averages of the U.S. students' scores were classified into Basic level in 2003, 2007, and 2011. Accordingly, these results can be interpreted that the United States did not satisfy its own aspiration of being world class in student performance, at least in mathematics, which is similar to the results of Phillips (2007).

Table 8
Achievement levels associated with the national average in grade 8 TIMSS Mathematics ${ }^{8}$

|  | 2003 |  | 2007 |  | 2011 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Country | Average <br> TIMSS <br> Score | Achievement <br> Level | Average <br> TIMSS <br> Score | Achievement <br> Level | Average <br> TIMSS <br> Score | Achievement <br> Level |
| Singapore | $605(3.6)$ | Proficient | $593(3.8)$ | Proficient | $611(3.8)$ | Proficient |
| Korea, Rep. of | $589(2.2)$ | Proficient | $597(2.7)$ | Proficient | $613(2.9)$ | Advanced |
| Hong Kong, SAR | $586(3.3)$ | Proficient | $572(5.8)$ | Proficient | $586(3.8)$ | Proficient |
| Chinese Taipei | $585(4.6)$ | Proficient | $598(4.5)$ | Proficient | $609(3.2)$ | Proficient |
| Japan | $570(2.1)$ | Proficient | $570(2.4)$ | Proficient | $570(3.7)$ | Proficient |
| Hungary | $529(3.2)$ | Basic | $517(3.5)$ | Basic | $505(3.5)$ | Basic |
| Malaysia | $508(4.1)$ | Basic | $474(5.0)$ | Basic | $440(5.4)$ | Below Basic |
| Russian Federation | $508(3.7)$ | Basic | $512(4.1)$ | Basic | $539(3.6)$ | Basic |
| Australia | $505(4.6)$ | Basic | $496(3.9)$ | Basic | $505(5.1)$ | Basic |
| United States | $504(3.3)$ | Basic | $508(2.8)$ | Basic | $509(2.6)$ | Basic |
| Lithuania | $502(2.5)$ | Basic | $506(2.3)$ | Basic | $502(2.5)$ | Basic |
| Sweden | $499(2.6)$ | Basic | $491(2.3)$ | Basic | $484(1.9)$ | Basic |
| England | $498(4.7)$ | Basic | $513(4.8)$ | Basic | $507(2.5)$ | Basic |
| Israel | $496(3.4)$ | Basic | $463(3.9)$ | Basic | $516(4.1)$ | Basic |
| Slovenia | $493(2.2)$ | Basic | $501(2.2)$ | Basic | $505(2.2)$ | Basic |
| Italy | $484(3.2)$ | Basic | $480(3.0)$ | Basic | $498(2.4)$ | Basic |
| Armenia | $478(3.0)$ | Basic | $499(3.5)$ | Basic | $467(2.7)$ | Basic |
| Romania | $475(4.8)$ | Basic | $461(4.1)$ | Below Basic | $458(4.0)$ | Below Basic |

Note: The number in the parenthesis denotes the standard error (SE).

[^3]
## Discussion

In this study, we examined how the performance of U.S. students on mathematics improved over time within an international context. We compared the performance of U.S students' achievement on mathematics with that of students in other countries by placing the 2003, 2007, and 2011 NAEP mathematics achievement levels on the score scale of the 2003, 2007, and 2011 TIMSS mathematics exams, respectively. The results suggest that the increase in mathematics achievement of the U.S. students over this period is greater than the average increase for the 31 countries that participated in all three years only with respect to the two lower achievement levels-Basic and Proficient. The percentage increases of the U.S. students at or above the NAEP Proficient and Basic achievement levels were $5.9 \%$ and $5.3 \%$, respectively, compared to $4.4 \%$ and $3.8 \%$, on average, for the other countries. Regarding the NAEP Advanced level however, the percentage increase of the U.S. was smaller relative to that of the average percentage for other countries over the same period ( $2.9 \%$ for the U.S. versus the $4.6 \%$ average).

The results also indicate the NAEP and TIMSS achievement levels were similar with respect to what they demand of students (see Table 7). In the U.S., some researchers claimed that the NAEP "Basic" achievement level is analogous to the "Proficient" achievement levels set on state achievement tests under the No Child Left Behind Act (e.g., Stoneberg, 2007). If that were true, the improved percentages of U.S. students At or Above Basic over time may be due to the focus of that law on getting lower-achieving students to proficiency benchmarks.

In our comparisons of the NAEP Basic and TIMSS Intermediate achievement levels, the percentages of U.S. students At or Above both achievement levels showed similar increasing trends from 2003 to 2011. Regarding At or Above the NAEP Basic achievement level, the percentages of U.S students increased from $68.1 \%$ to $73.4 \%$, and the percentage at or above the TIMSS intermediate level increased from $64.0 \%$ to $68.0 \%$. When it comes to the overall performance of the U.S. students on mathematics, their average scores of the TIMSS mathematics in 2003, 2007, and 2011 were classified to the NAEP basic level.

In summary, our results suggest that the performance of U.S. students on mathematics improved with respect to at or above the "Proficient" and "Basic" achievement levels defined by NAEP compared to other countries that participated in TIMSS. However, it is hard to say the overall performance of U.S. students on mathematics reached the "world class" level, which is the goal policymakers and others want U.S. students to reach. In contrast to the U.S., other countries such as England, the Russian Federation, Israel, and Australia that showed the similar percentages of Advanced students as the U.S. in 2003 (see Table 4), experienced much greater increases than the U.S. In addition, the top five Asian countries participating in TIMSS mathematics accomplished much larger increases in the percentages of the students At or Above Advanced. If the U.S. educators and the policymakers want the United States to be a world class nation in educational achievement, clearly more work needs to be done.

## Limitations and Suggestions for Further Research

Although the NAEP and TIMSS mathematics assessments share similar content and item types, they are not identical in content. Studies that evaluated the content overlap of NAEP and TIMSS math found good overlap at a general content level, but less overlap at a finer grain size (e.g., Provasnik et al, 2013). Thus, some of the differences noted across U.S. students' performance on these exams may be due to slight differences in the math construct measured. Other differences across these assessments include testing conditions and the number of items administered (NCES, 2013).

Another limitation of this study is the assumption inherent in using equipercentile linking to link two different assessments taken by different groups of students. The method assumed U.S. students who took the NAEP mathematics assessments and the U.S students who took the TIMSS mathematics assessments were randomly equivalent. We believe the sampling plans for both assessments were similar, but our results are limited by any degree to which these samples deviate from national representativeness.

An additional limitation of the present study is that we only linked the NAEP and the TIMSS for the years of 2003, 2007, and 2011 to match the both test administrations in the same years. Future research should analyze more recent TIMSS and NAEP data as they become available.

Of course, the process of setting achievement level standards also has its limitations in that there is no perfect place to set the cut-scores for any achievement level (Kane, 1994). Interestingly, the results of this study provide evidence that can be used to evaluate the validity of the standards set on both NAEP and TIMMS, at least with respect to grade 8 math exams. Given the similarity of the NAEP and TIMSS achievement level results, these standards seem to be consistent.

One final limitation relates to students' motivation to do well on assessments such as NAEP and TIMSS that have no consequences for them. Motivational differences may exist across U.S. students and students in other countries. If so, these differences will underestimate the achievement of students who are not trying their best.

It will be difficult to address these limitations in future research. NAEP and TIMSS serve different purposes and their content is uniquely determined by each organization. Thus, improvements in content overlap are beyond what interested researchers can control. Future research should consider testing a common group of students with both assessments to see how the results might change. However, given current momentum to reduce testing in the U.S., finding and testing such students may prove difficult.

Future research could investigate differential motivation by surveying students about their motivation to do well on the NAEP and TIMSS tests. If these tests are administered via computer in the future, the amount of time students spend responding to the items could also be used to evaluate their motivation to do well and engagement in the testing process (Wise \& DeMars, 2005).

## Concluding Remarks

By continuing to monitor U.S. students' performance on NAEP within an international context, we can better understand their progress over time in terms of both criterion-referenced and norm-referenced perspectives. By linking NAEP results with TIMSS, and potentially other international assessments like PISA, how U.S. students compare with achievement levels set on these international assessments, and with students in other countries, can be evaluated. In addition to providing more context for interpretation of students' performance on NAEP, international assessment data also has the potential to enhance interpretation of statewide assessments. Therefore, in the future we may also see studies linking TIMSS and other international assessments to state achievement tests.
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[^0]:    ${ }^{1}$ National and states achievement level results of NAEP are available at https://www.nationsreportcard.gov/reading_math_2015/\#mathematics/acl?grade=8

[^1]:    ${ }^{3}$ However, there were some minor updates to particular topics in TIMSS 2011 mathematics framework (Mullis et al., 2009, p. 19).
    ${ }^{4}$ The table was adapted from TIMSS 2003, 2007, and 2011 Mathematics assessments frameworks (Mullis et al., 2005, p. 14; Mullis et al., 2009, p. 20; Mullis et al., 2003, p. 9).

[^2]:    ${ }^{5}$ TIMSS data are available from the website of TIMSS and PIRLS: http://timss.bc.edu
    ${ }^{6}$ Sampling methods for NAEP and TIMSS are described in: https://nces.ed.gov/nationsreportcard/about/nathow.asp, and https:// nces.ed.gov/timss/ faq.asp?FAQType=3

[^3]:    ${ }^{8}$ The national average TIMSS scores and standard errors were obtained from the 2007 and 2011 TIMSS Mathematics reports (Mullis et al., 2012, p. 56-59; Mullis et al., 2008, p. 46-48).
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