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#### Abstract

The main aim of this work is devoted to propose and analyze some schemes of the integral collocation formulation dependent on Legendre polynomials. We introduce these formulae to solve the multi-term ODEs with variable coefficients. The proposed technique is used to reduce the given problem to solve a system of algebraic equations. Numerical results are given to satisfy the accuracy and the applicability of the implemented approach.
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## 1. Introduction

Many authors have dealt with linear and nonlinear ODEs which have gained popularity because it has emerged in many fields like physics, finance, engineering and biology etc.([1], [2]). Nonlinear equations are much more difficult to solve than linear ones, especially analytically. There are lots of methods to find out solutions of these equations ([3]-[7]).

In this work, we consider the multi-term nonlinear ODE with variable coefficients in the following form:

$$
\begin{equation*}
y^{(n)}(t)+\sum_{i=0}^{n-1} \Lambda_{i}(t) y^{(i)}(t)+f(t) y^{r}(t)=g(t), \quad 0<t<1, \tag{1}
\end{equation*}
$$

where $\Lambda_{i}(t), f(t)$ and $g(t)$ are known functions and $r \in \mathrm{~N}$. The initial conditions are given by:

$$
\begin{equation*}
y^{(k)}(0)=y_{k}, \quad k=0,1, \ldots, n-1 . \tag{2}
\end{equation*}
$$

In [8], Mai-Duy, et al. derived an integral collocation approach based on Chebyshev polynomials and used it for solving numerically the bi-harmonic equations. In this work, we derive some schemes of the integral collocation formulation based on Legendre polynomials and implement these formulae to solve numerically multi-term nonlinear ODEs with variable coefficients ([9], [10]).

## 2. Integration collocation formulations

The Legendre polynomials can be defined on [ $-1,1$ ] using the following recurrence formula [11]

$$
L_{k+1}(z)=\frac{2 k+1}{k+1} z L_{k}(z)-\frac{k}{k+1} L_{k-1}(z), \quad L_{0}(z)=1, \quad L_{1}(z)=z, \quad k=1,2, \ldots
$$

In order to use these polynomials on [0, 1] we define the so called shifted Legendre polynomials by introducing the change of variable $z=2 t-1$. In this paper, we will use the symbol $P_{k}(t)$ of the shifted Legendre polynomials.
In this work, to solve the equation (1), we will construct the integration collocation approach based on the truncated Legendre series of degree $N$ to represent $y^{(n)}(t)$ as follows:

$$
\begin{equation*}
\frac{d^{n} y(t)}{d t^{n}} \cong \sum_{k=0}^{N} a_{k} P_{k}(t)=\sum_{k=0}^{N} a_{k} \Delta_{k}^{(n)}(t) \tag{3}
\end{equation*}
$$

We will integrate Eq.(3) to obtain the $y^{(n-1)}(t), y^{(n-2)}(t), \ldots y^{\prime}(t), y(t)$ which are defined in equations (3)(6) in [12].

If we collocate Eqs.(3)-(6) [in [12]] at $(\mathrm{N}+1)$ points $t_{p}, p=0,1, \ldots, N$ we can obtain:

$$
\begin{equation*}
\frac{d^{n} y\left(t_{p}\right)}{d t^{n}}=\Omega^{(n)} \hat{S}, \quad \frac{d^{n-1} y\left(t_{p}\right)}{d t^{n-1}}=\Omega^{(n-1)} \hat{S}, \quad \frac{d y\left(t_{p}\right)}{d t}=\Omega^{(1)} \hat{S}, \quad y\left(t_{p}\right)=\Omega^{(0)} \hat{S} \tag{4}
\end{equation*}
$$

where $\hat{S}=\left[a_{0}, a_{1}, \ldots, a_{m}, c_{1}, c_{2}, \ldots, c_{n}\right]$ and $\Omega^{(n)}, \Omega^{(n-1)}, \ldots, \Omega^{(0)}$ are integrated matrices.

## Theorem 1.

For any continuous and square integrable function in [0, 1], $y(t)$ with bounded second derivative (i.e $\left|y^{\prime \prime}(t)\right| \leq \delta$ for some constant $\delta$ ). If this function $y(t)$ is expressed and approximated in terms in the following series form [12]

$$
\begin{equation*}
y(t) \cong \sum_{k=0}^{N} d_{k} P_{k}(t) . \tag{5}
\end{equation*}
$$

Then the coefficients of the shifted Legendre expansion (5) is bounded by the term [12]:

$$
\begin{equation*}
\left|d_{i}\right| \leq \frac{\sqrt{6} \delta}{\sqrt{2 i-3}(2 i-1)} \tag{6}
\end{equation*}
$$

Also, its shifted Legendre approximation $y_{N}(t)$ defined in (5) converges uniformly. Moreover, we have the following accuracy estimation

$$
\begin{equation*}
\left\|y(t)-y_{N}(t)\right\|_{L^{2}[0,1]} \leq \sqrt{6} \delta\left(\sum_{i=N+1}^{\infty} \frac{1}{(2 i-3)^{4}}\right)^{0.5} \tag{7}
\end{equation*}
$$

## 2. Solution procedure for multi-term nonlinear ODEs

In this section, the integral collocation approach based on Legendre expansion for solving the multi-term nonlinear ODEs with variable coefficients of the form (1) is introduced through the following two examples.

Example 1: Consider the following initial value problem

$$
\begin{equation*}
y^{\prime \prime \prime}(t)+y^{2}(t)=t^{2}, \quad 0<t<1, \tag{8}
\end{equation*}
$$

the initial conditions are:

$$
\begin{equation*}
y(0)=y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=2 . \tag{9}
\end{equation*}
$$

The procedure of the implementation is given by the following steps [12]:

1. Approximate the function $y(t)$ and its relevant derivatives with $N=3$, as follows [12]

$$
\begin{align*}
& \frac{d^{3} y(t)}{d t^{3}} \cong \sum_{k=0}^{3} a_{k} P_{k}(t)=\sum_{k=0}^{3} a_{k} \Delta_{k}^{(3)}(t), \\
& \frac{d^{2} y(t)}{d t^{2}} \cong \sum_{k=0}^{3} a_{k} \Delta_{k}^{(2)}(t)+c_{1},  \tag{10}\\
& \frac{d y(t)}{d t} \cong \sum_{k=0}^{3} a_{k} \Delta_{k}^{(1)}(t)+c_{1} t+c_{2}, \\
& y(t) \cong \sum_{k=0}^{3} a_{k} \Delta_{k}^{(0)}(t)+\frac{t^{2}}{2!} c_{1}+\frac{t}{1!} c_{2}+c_{3},
\end{align*}
$$

where $\Delta_{k}^{(0)}(t), \Delta_{k}^{(1)}(t)$ and $\Delta_{k}^{(2)}(t)$ are defined as follows

$$
\begin{aligned}
& \Delta_{k}^{(0)}(t)=\sum_{i=0}^{k}(-1)^{k+i} \frac{(k+i)!}{(k-i)!(i!)^{2}(i+1)(i+2)(i+3)} t^{i+3}, \\
& \Delta_{k}^{(1)}(t)=\sum_{i=0}^{k}(-1)^{k+i} \frac{(k+i)!}{(k-i)!(i!)^{2}(i+1)(i+2)} t^{i+2} \\
& \Delta_{k}^{(2)}(t)=\sum_{i=0}^{k}(-1)^{k+i} \frac{(k+i)!}{(k-i)!(i!)^{2}(i+1)} t^{i+1} .
\end{aligned}
$$

Then the multi-term ODE (8) can be written in the following approximated form

$$
\begin{equation*}
\sum_{k=0}^{3} a_{k} P_{k}(t)+\left(\sum_{k=0}^{3} a_{k} \Delta_{k}^{(0)}(t)+\frac{t^{2}}{2!} c_{1}+\frac{t}{1!} c_{2}+c_{3}\right)^{2}=t^{4} \tag{11}
\end{equation*}
$$

We now collocate Eq.(11) at $(N+1)$ points $t_{p}, p=0,1,2,3$ as

$$
\begin{equation*}
\sum_{k=0}^{3} a_{k} P_{k}\left(t_{p}\right)+\left(\sum_{k=0}^{3} a_{k} \Delta_{k}^{(0)}\left(t_{p}\right)+\frac{t_{p}^{2}}{2!} c_{1}+\frac{t_{p}}{1!} c_{2}+c_{3}\right)^{2}=t_{p}^{4} \tag{12}
\end{equation*}
$$

For suitable collocation points we use roots of shifted Legendre polynomial $P_{4}(t)$ [2].
2. Also, by substituting from the initial conditions (9) in (10) we can obtain $n=3$ of equations which give the values of the constants $c_{1}, c_{2}$ and $c_{3}$ as follows

$$
\begin{equation*}
c_{1}=2, \quad c_{2}=0, \quad c_{3}=0 . \tag{13}
\end{equation*}
$$

The equations (12) and (13) construct system of non-linear algebraic equations which contains seven equations for the unknowns $a_{k}, k=0,1,2,3$ and $c_{i}, \mathrm{i}=1,2,3$.
3. Solve the resulting system using the Newton iteration method to obtain the unknowns $a_{k}, k=0,1,2,3$, as follows

$$
a_{0}=a_{1}=a_{2}=a_{3} .
$$

Therefore, using the formula (10) we can find the required approximate solution in the following form:

$$
y(t) \cong \sum_{k=0}^{3} a_{k} \Delta_{k}^{(0)}(t)+\frac{t^{2}}{2!} c_{1}+\frac{t}{1!} c_{2}+c_{3}=t^{2}
$$

which is the exact solution of the proposed problem (8).

## Example 2:

Consider the following initial value problem

$$
\begin{equation*}
y^{\prime \prime \prime}(t)+\Lambda_{2}(t) y^{\prime \prime}(t)+\Lambda_{1}(t) y^{\prime}(t)+\Lambda_{0}(t) y(t)+f(t) y^{2}(t)=g(t), \quad 0<t<1, \tag{14}
\end{equation*}
$$

where

$$
\Lambda_{2}(t)=\Lambda_{1}(t)=\Lambda_{0}(t)=e^{-t}, \quad f(t)=e^{-2 t}, \quad g(t)=4+e^{t}
$$

with the following initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=2 . \tag{15}
\end{equation*}
$$

We can follow the same procedure of the implementation as in the previous example to obtain:
The values of the constants $c_{1}, c_{2}$ and $c_{3}$ as follows

$$
\begin{equation*}
c_{1}=1, \quad c_{2}=1, \quad c_{3}=1 \tag{16}
\end{equation*}
$$

The values of the unknowns $a_{k}, \mathrm{k}=0,1,2,3,4,5$ as follows
$a_{0}=1.71880, a_{1}=0.845155, a_{2}=0.139864, a_{3}=0.013931, a_{4}=0.000993, a_{5}=0.000056$. Therefore, using the formula (10) we can find the required approximate solution in the following form:

$$
\begin{aligned}
y(t) & \cong \sum_{k=0}^{5} a_{k} \Delta_{k}^{(0)}(t)+\frac{t^{2}}{2!} c_{1}+\frac{t}{1!} c_{2}+c_{3} \\
& =1+t+0.5 t^{2}+0.16667 t^{3}+0.04167 t^{4}+0.00832 t^{5}+0.0 .0142 t^{6}+0.00017 t^{7}+0.00004 t^{8} .
\end{aligned}
$$

In Figure 1, we give the numerical results of the proposed problem (14) with different values of $(N=3,5)$ in the interval [ 0,1$]$. From this figure, since the obtained numerical solutions are in excellent agreement with the exact solution $y(t)=e^{t}$, so, we can conclude that the proposed approach is well for solving such class of ODEs.


Figure 1. A comparison between the exact solution and the approximate solution at $\mathbf{N}=3$ and $\mathbf{N}=5$.
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