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Abstract  

We present an overview of privacy preserving data mining, one of the most popular directions in the data 
mining research community. In the first part of the chapter, we presented approaches that have been 
proposed for the protection of either the sensitive data itself in the course of data mining or the sensitive 
data mining results, in the context of traditional (relational) datasets. Following that, in the second part of 
the chapter, we focused our attention on one of the most recent as well as prominent directions in privacy 
preserving data mining: the mining of user mobility data. Although still in its infancy, privacy preserving 
data mining of mobility data has attracted a lot of research attention and already counts a number of 
methodologies both with respect to sensitive data protection and to sensitive knowledge hiding. Finally, in 
the end of the chapter, we provided some roadmap along the field of privacy preserving mobility data 
mining as well as the area of privacy preserving data mining at large. 
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1. Introduction 

The significant advances in data collection and data storage technologies have provided the means for the 

inexpensive storage of enormous amounts of data in data warehouses that reside in companies and public 

organizations. Despite the benefit of using this data per se (e.g. for maintaining up to date profiles of the customers 

and record of their recent or historical purchases, maintaining an inventory of the available products, as well as their 

quantities and price, etc), the mining of these datasets with the existing data mining tools can reveal invaluable 

knowledge that was unknown to the data holder beforehand. The extracted knowledge patterns can provide insight 

to the data holders and at the same time can be invaluable in tasks such as decision making and strategic planning. 

Moreover, private companies are often willing to collaborate with other entities who conduct similar business, 

towards the mutual benefit of their businesses. Significant knowledge patterns can be derived and shared among the 

collaborative partners with respect to the collective mining of their datasets. Furthermore, public sector 

organizations and civilian federal agencies usually have to share a portion of their collected data or knowledge with 

other organizations having a similar purpose, or even make this data and knowledge public. For example, the 

National Institute of Health (NIH) endorses research that leads to significant findings which improve human health 

and provides a set of guidelines which sanction the sharing of NIH-supported research findings with research 

institutions. As it becomes evident, there exists an extended set of application scenarios in which information or 

knowledge derived from the data has to be shared with other (possibly untrusted) entities. Public agencies for 

example collect data for different purposes like population surveys, epidemiological and clinical studies, as well as 

various other social and economic experiments to answer a variety of problems that disturb the society as a whole. 

The sharing of data and/or knowledge may come at a cost to privacy, primarily due to two reasons: (a) if the data 

refers to individuals (e.g. as in customers’ market basket data, medical data, preferences data and the like) then the 

disclosure of this data or any knowledge extracted from the data can potentially violate the privacy of the 

individuals if their identity is revealed to untrusted third parties, and (b) if the data regards business (or 
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organizational) information, then the disclosure of this data or any knowledge extracted from the data may 

potentially reveal sensitive trade secrets, whose knowledge can provide a significant advantage to business 

competitors and thus can cause the data holder to lose business over his/her peers. The aforementioned privacy 

issues in the course of data mining are amplified due to the fact that untrusted entities (adversaries and data 

terrorists) may utilize other external and publicly available sources of information (e.g. the yellow pages, public 

reports) in conjunction with the released data or knowledge, in order to reveal even more protected sensitive 

information. 

2. Main Pierce of the Chapter 

Privacy preserving data mining is a new research area inspired by the need of scientists to analyze, interrogate and 

utilize row collected data without harming the privacy of the subjects contained in the data itself. In the sequel we 

give an overview of privacy preserving data mining approaches proposed for the protection of sensitive traditional 

forms of data like textual data. We have selected for presentation in this section techniques classified as 

perturbative, non-perturbative and secure multiparty computation. The second part in the main thrust is devoted to 

techniques related to protecting sensitive patterns from mining. In this part we focus our attention on two 

paradigms, the so-called association rule hiding and classification rule hiding. The third and last part is cornerstone 

to the significance of our book chapter since it is related to addressing state-of-the-art issues in privacy preserving 

data mining like privacy aware mobility data mining. The approaches presented in this part include approaches like 

data perturbation and obfuscation, secure multipart computation approaches and sequential pattern hiding 

approaches. 

3. Protecting Traditional Sensitive Data during Mining 

A wide range of methodologies have been proposed in the research literature to effectively shield the sensitive 

information contained in a dataset by producing its privacy-aware counterpart that can be safely released. The goal 

of all these privacy preserving methodologies is to ensure that the distorted (also known as sanitized) dataset (a) 

properly shields all the sensitive information that was contained in the original dataset, (b) has similar properties 

(e.g. first/second order statistics, etc) to the original dataset – possibly resembling it to a high extent – and (c) 

maintains reasonably accurate data mining results (when compared to those attained when mining the original 

dataset) when mined. 

3.1 Perturbative Approaches 

In data perturbation approaches the attribute values of the original dataset are modified in a way that the released 

values are inaccurate. Several data perturbation approaches have been proposed in the research literature; the most 

prevalent ones can be partitioned under the following directions: (a) the addition of noise based on an underlying 

distribution (see Brand, 2002 for a detailed presentation of the methodologies in this direction), (b) the use of micro 

aggregation, in which the data records are partitioned into groups of either fixed. 

3.2 Non-Perturbative Approaches 

In non- perturbative approaches the attribute values of the original data are altered in a way that affects the precision 

in which they are released in the sanitized dataset. The most prevalent non perturbative methodologies are sampling 

and global recoding. For example, in a categorical dataset attribute marital status can take the value “married” for 

one record and “divorced” for another record of the original dataset, while it can be substituted with “been married” 

in both records in the sanitized counterpart. Probably the most important approach that ecompases global recoding 

is K-anonymity (see Samarati, 2001 and Samarati & Sweeney, 1998). The K-anonymity principle requires that 

every record in the sanitized dataset is indistinguishable from at least K-1 other records with respect to a set of 

identifying variables that formulate the quasi-identifier. Several algorithms have been proposed to enforce K-

anonymity, while several of its variations have been explored. 

3.3 Secure Multiparty Computation Approaches 

The two previous categories of approaches aim at generating a sanitized dataset from the original one, which can be 

safely shared with untrusted third parties as it contains only non-sensitive data. Secure Multiparty Computation 

(SMC) provides an alternative family of approaches that can effectively protect the sensitive data. SMC considers a 

set of collaborators who wish to collectively mine their data but are unwilling to disclose their own datasets to each 

other. As it turns out, this distributed privacy preserving data mining problem can be reduced to the secure 

computation of a function based on distributed inputs and it thus solved by using cryptographic approaches. 

4. Protecting Sensitive Patterns from Mining 

In this section, we focus our attention on privacy preserving methodologies that protect the sensitive knowledge 

patterns that would otherwise be revealed after the course of mining the data. Similarly to the methodologies that 
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we have presented so far for protecting the sensitive data prior to its mining, the methodologies of this category also 

modify the original dataset but in such a way that certain sensitive knowledge patterns are suppressed, when mining 

the data. In what follows, we discuss methodologies that have been proposed for the hiding of sensitive knowledge 

in the context of association and classification rule mining. 

4.1 Association Rule hiding 

The first goal simply states that all the sensitive association rules are properly hidden in the sanitized dataset. The 

hiding of the sensitive knowledge comes at a cost to the utility of the sanitized outcome. The second and the third 

goals aim at minimizing this cost. Specifically, the second goal requires that only the sensitive knowledge is hidden 

in the sanitized dataset and thus no other, non-sensitive rules are lost due to side-effects of the sanitization process. 

On the other hand, the third rule requires that no artifacts (i.e. false association rules) are generated by the 

sanitization process. To recapitulate, in association rule hiding the sanitization process has to be accomplished in a 

way that minimally affects the original dataset, preserves the general patterns and trends of the dataset, and achieves 

to conceal all the sensitive knowledge, as indicated by the data holder. The problem of association rule hiding has 

been studied along three directions, namely (a) heuristic approaches, (b) border-based approaches, and (c) exact 

approaches. The first class of approaches collects time and memory efficient algorithms that heuristically select a 

portion of the transactions of the original dataset to sanitize, in order to facilitate sensitive knowledge hiding. Due to 

their efficiency and scalability, these approaches have been investigated by the majority of the researchers in the 

knowledge hiding field of privacy preserving data mining. However, as in all heuristic methodologies, the 

approaches of this category take locally best decisions when performing knowledge hiding, which may not always 

be (and usually are not) globally best. 

4.2 Classification Rule hiding 

Privacy-aware classification has been studied to a substantially lower extent than privacy preserving association 

rule mining. Similarly to association rule hiding, classification rule hiding algorithms consider a set of classification 

rules as sensitive and proceed to protect them from disclosure by using either suppression-based or reconstruction 

based techniques. In suppression-based techniques the confidence of a classification rule (measured in terms of the 

owner’s belief regarding the holding of the rule when given the data) is reduced by distorting a set of attributes in 

the dataset that belong to transactions related to its existence. A system that is based on former category of 

approaches was proposed by Moskowitz & Chang (2000). On the other hand, reconstruction based reconstruction 

based approaches target at reconstructing the dataset by using only those transactions of the original dataset that 

support the non-sensitive classification rules. 

5. Privacy Aware Mobility Data Mining 

The remarkable advances in telecommunications and in location tracking technologies, such as GPS, GSM and 

UMTS, have made possible the tracking of mobile devices (and thus their human companions) at an accuracy of a 

few meters, at an affordable cost. From this perspective, we have nowadays the means of collecting, storing and 

processing mobility data of unprecedented quantity, quality and timeliness. The movement traces, left by the mobile 

devices of the users, are an excellent source of information that can aid towards decision making in mobility-related 

issues, such as urban planning, traffic analysis, forecasting of traffic-related phenomena, and timely detection of 

problems that emerge from users’ movement behavior. On the other hand, it becomes evident that on the wrong 

hands this type of emergent knowledge may lead to an abuse scenario, as the mobility data may reveal highly 

sensitive personal information. Some examples of misuse include, but are not limited to, user tailing, surveillance or 

even unsolicited advertising. The existing so far methodologies can be partitioned in two broad categories: (a) 

methodologies that protect the sensitive data related to user mobility prior to the course of data mining, and (b) 

methodologies that hide sensitive knowledge patterns that summarize user mobility, which are identified as a result 

of the application of data mining. The first category of approaches collects data perturbation and obfuscation 

methodologies that distort the original dataset to facilitate privacy-aware data publication, as well as distributed 

privacy-aware methodologies for secure multiparty computation. On the other hand, the second category of 

approaches treats the mobility data as sequential data and applies a sequential pattern hiding strategy to prevent the 

disclosure of the sensitive sequential patterns in the course of sequential pattern mining. After the application of 

these approaches, only the non-sensitive patterns, summarizing user’ movement behavior, survive the mining 

process, while the sensitive ones are suppressed in the data mining result. In what follows, we present in detail some 

of the approaches that have been proposed along each of these three categories. 

6. Data Perturbation and Obfuscation  

Data perturbation and obfuscation approaches aim at sanitizing a dataset containing user mobility data, in such a 

way that an adversary can no longer match the recorded movement of each user to a particular individual (thus 

reveal the identity of the user based on his or her recorded movement in the sanitized dataset). In what follows, we 
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consider that user mobility is captured as a set of trajectories (one per user) that depict the locations and times in the 

course of his or her history of movement. We assume that these location/ time recordings occur at a reasonably high 

rate that allows the tracking of user movement in the original dataset. For example, an adversary could use these 

recordings to track the user down to his/her house or place of work, even if the user trajectory was not accompanied 

by an explicit user identifier, such as the user id, the social security number or even the name of the user. 

7. Secure Multiparty Computation  

Secure multiparty computation has also been studied in the context of user mobility (and more generally on 

spatiotemporal) data. Inan & Saygin (2006) were the first authors to propose a privacy-aware methodology that 

clusters a set of spatiotemporal datasets, owned by different parties. To perform clustering, a similarity measure is 

necessary in order to quantify the proximity between two objects (e.g. the user trajectories), such that in the 

computed clustering solution, the co-clustered objects are more similar to one another than to objects belonging in 

different clusters. a secure protocol that can be employed to enable the pair wise secure computation of trajectory 

similarity among all the trajectories of the different parties, thus building a global matrix of trajectory similarity. By 

using this matrix, a trusted third party can perform the clustering on behalf of the users and communicate the 

computed clustering results back to the collaborating parties. The proposed privacy preserving protocol supports all 

the necessary basic operations for the computation of trajectory similarity based on widely adopted trajectory 

comparison functions: (a) Euclidean distance, (b) longest common subsequence, (c) dynamic time warping, and (d) 

edit distance.  

8. Sequential Pattern hiding 

The extraction of frequent patterns from mobility data has primarily concentrated on the sequential nature of such 

datasets by extracting frequent subsequences of user mobility (e.g. Cao, et al. 2005, Giannotti, et al. 2006). 

Giannotti, et al. (2007) proposed the integration of spatial and temporal information in the extracted mobility 

patterns by temporally annotating the extracted sequences, depicting frequent movement, with the transition times 

from one element (place of interest) to another. In a similar manner, the approaches that have been proposed for the 

hiding of frequent mobility patterns consider knowledge hiding in the form of sequential pattern hiding. 

9. Conclusion 

This line of research can be primarily attributed to the growing concern of individuals, organizations and the 

government regarding the violation of privacy in the mining of their data by the existing data mining technology. In 

the first part of the chapter, we presented approaches that have been proposed for the protection of either the 

sensitive data itself in the course of data mining or the sensitive data mining results, in the context of traditional 

(relational) datasets. In the second part of the chapter, we focused our attention on one of the most recent as well as 

prominent directions in privacy preserving data mining: the mining of user mobility data. As a result, a whole new 

body of research was introduced to allow for the mining of data, while at the same time prohibiting the leakage of 

any private and sensitive information. The authors focus their attention on very recently investigated methodologies 

for the offering of privacy during the mining of user mobility data. In the end of the chapter, they provide a 

roadmap along with potential future research directions both with respect to the field of privacy-aware mobility data 

mining and to privacy preserving data mining at large. 

10. Future Work 

Data mining is a rapidly evolving field counting numerous conferences, journals and books that are dedicated to this 

area of research. As new forms of data come into existence, as well as new application areas and challenges arise, it 

becomes evident that innovative privacy preserving data mining methodologies will also have to be proposed to 

keep pace with this progress. The current applications of privacy preserving data mining are numerous, spanning 

from the offering of privacy in the release of medical and genomic databases to the extraction of knowledge 

patterns that provide information related to homeland security. Mobility data mining, as well as privacy-aware 

stream data mining are among the most recent and prominent directions of privacy preserving data mining. in these 

applications privacy is a major concern and thus novel privacy preserving methodologies will have to be proposed 

to protect those patterns that are sensitive with respect to the privacy of individuals. In what follows, we briefly 

present some future research directions both with respect to the field of privacy-aware mobility data mining and to 

privacy preserving data mining at large. 
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