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Abstract. Recently, machine translation has demonstrated significant
progress in terms of translation quality. However, most of the research
has focused on translating with pure monolingual texts in the source
and the target side of the parallel corpora, when in fact code-switching
is very common in communication nowadays. Despite the importance of
handling code-switching in the translation task, existing machine trans-
lation systems fail to accommodate the code-switching content. In this
paper, we examine the phenomenon of code-switching in machine trans-
lation for low-resource languages. Through different approaches, we eval-
uate the performance of our systems and make some observations about
the role of code-mixing in the available corpora.
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1 Introduction

The popularity of social media platforms creates an opportunity for multi-lingual
speakers and language learners to alternate between one or many languages. This
results in a new form of a hybrid language form called code-mixed language.
Code-mixing' is defined as "the embedding of linguistic units such as phrases,
words, and morphemes of one language into an utterance of another language"
[25]. The phenomenon is commonly observed in multilingual communities [28]
and usually employed for different communication purposes such as asking ques-
tions [9], swearing [21], expressing emotions [43], and content clarification [13].
An example of a code-mixing, as shown in [34], is presented in Table 1.

Studies have linked many triggers for the use of mixed-code in speech and
writing such as metaphorical switching, situational switching and lexical borrow-
ing [6]. The phenomenon presents itself prominently in user-generated contents,
especially with low-resource languages. Consequently, there is a growing need
for translating code-mixed hybrid language into standard languages. Thus, au-
tomatic machine translation has been an important task for this phenomenon.

! The terms "code-mixing" and "code-switching" are used interchangeably in the ma-
chine translation sub-field.
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Source Sentence(ES): I put the fork en la mesa
Translation Sentence(EN): I put the fork on the table

Table 1. The Spanish sentence is code-mixed with the English phrase ‘I put the
fork’ creating what is known as Spanglish. The second sentence represents the English
translation of the the first sentence.

However, due to the lack of parallel data for low-resourced scenarios where code-
switching is very common, existing machine translation systems fail to properly
handle code-mixed text.

The current neural machine translation (NMT) using a sequence to sequence
translation framework [40] has achieved impressive results in recent years [44].
One of the key innovations that led to this advancement is the introduction
of the attention mechanism [3,24]. While being able to approach human-level
translation [31], NMT still requires a huge amount of parallel data. Such data
might not always be available for low-resource languages. As monolingual data
is easily available, one way to utilize them for the machine translation task is fol-
lowing back-translation [36]. This technique is used to leverage monolingual data
during the training. It is an inverse target-to-source translation approach which
generates synthetic source sentences by translating monolingual sentences of the
target language into the source language with a pre-existing target-to-source
translation model. These pseudo-source sentences together with the original tar-
get sentences are then concatenated to the original parallel corpus to train a new
source-to-target MT system.

Current machine translation systems do not support code-mixed text, and
are only designed to work with a monolingual language in both ends of the
translation system [7]. This limitation makes it unsuitable to rely on current
NMT systems for daily communications where code-mixed language is prevalent.

This paper presents code-mixed machine translation for Tamil-English lan-
guage pair; however, this context is very common with other languages.

2 Related Work

The code-switching behaviour has been investigated from different perspectives
[2] and for many languages [23, 1]. Early work in this domain focused on exploring
the phenomenon from linguistics and sociolingusitic perspectives, and then move
towards investigating it computationally for NLP applications [17,8]. Recently,
code-mixed languages have seen a lot of interest in downstream NLP tasks such
as part of speech tagging [39, 14], named entity recognition [46, 1], dependency
parsing [29]. Additionally, the phenomenon has also been considered for NLP
applications such as sentiment analysis [22, 42, 16], machine translation [37,15],
and question answering [12,9]. Despite all the research attempts, code-mixing
still presents serious challenges for the natural language processing community
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[7]. The noticeable lack of resources such as annotated corpora and NLP tools
continue to pose a challenge and reduces the chances of improving [7,12].

A lot of work has been done on machine translation for non-code-switching
cases [35, 3, 24]. However, there is relatively little work focus on mixed language
machine translation. Sinha et al. [37] performed cross morphological analysis
to handle code-mixed translation task from Hinglish into both pure English
and pure Hindi. The work of Johnson et al. [15] on Google’s multilingual zero-
shot translation handles code-switching phenomenon. In their work, they show
that the model can represent multiple languages in the same space. However,
the results are not as good as monolingual inputs. As opposed to monolingual
inputs, the lack of gold standard parallel data has significantly contributed to
the minimum research in code-switch translation.

Back-translation has been proposed as a corpus augmentation technique
which has been widely used to expand parallel corpora for machine transla-
tion tasks [45,36]. It is a way to leverage monolingual data without modifying
the translation model. It requires a counter loop of training (target-to-source) to
generate synthetic parallel data from the target data [11]. The idea dates back
to statistical machine translation [5]. Recently, back-translation has been widely
adopted for neural machine translation systems [36,45] and shown to be bene-
ficial when training data is scarce as in low-resource languages scenarios [18, 30,
41]. Currey et al. [10] and Karakanta et al. [18] show how synthetic data can
improve low-resource language pairs. While the former applies a single round of
back-translation, where the source is a copy of the monolingual target data, the
latter tries multiple rounds of back-translation.

A comparative analysis on the effect of synthetic data on NMT is demon-
strated by Park et al. [27] and Poncelas et al. [30]. In the work of Park et al. the
models trained only with synthetic data. Then, the performance was evaluated
with models trained with parallel corpora composed of: (i) synthetic data in the
source-side only; (ii) synthetic data in the target side only; and (iii) a mixture of
parallel sentences of which either the source-side or the target-side is synthetic.
In the work of Poncelas et al., the NMT model was trained with three different
parallel corpora: A synthetic (source side only), a synthetic (target side only),
and a mixture in either source or target side.

3 Methodology

To tackle the code-switching issue in the translation task, we were inspired by
the evaluation pipeline introduced by Poncelas et al. [30] on testing the impact
of back-translation. We evaluate three different approaches. Each approach is
deployed with a different NMT model and a different dataset variation; a dataset
with original translation, a dataset with hybrid back-translated (synthetic) data,
and only monolingual source and target (no-code-mixing) dataset. The three
approaches are:

— Baseline approach: In this approach, the NMT model is trained using
the original dataset in its base form, without any modification, with the
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NMT Sytem
(TA-EN)

TA-EN
Corpus @@ - @

Translation

Fig. 1. Baseline approach: The illustration shows the translation from Tamil (TA) into
English (EN).

exception to the standard pre-processing steps (tokenization, lowercasing
and cleaning). In this setting, the code-mixed tokens are kept without any
modification. The model in this approach serves as a baseline for comparison.
Figure 1 shows a diagram for the baseline approach.

— Hybrid approach: The models in this approach are built with original sen-
tence pairs combined with back-translated code-mixed tokens. In this set-
ting, the corpus is modified with two variations of the back-translated data.
Firstly, the English tokens (code-mixed tokens) are identified and extracted
from Tamil sentences. These tokens are then translated using different trans-
lation models: (a) the baseline model, (b) Google Translate?. Upon generat-
ing two versions of Tamil translations of these English tokens, these tokens
are injected back to the Tamil sentences to create Tamil only sentences on
the target side of the corpus. Thus, the final resulted corpus containing orig-
inal and synthetic (back-translated corpus) is then used to train our model.
A visualization of the pipeline for this approach is illustrated in Figure 2.

— Monolingual (no-code-mixing) approach: In this approach, the NMT
model is trained on a refined corpus in which the code-mixing tokens ( En-
glish tokens in the Tamil side) are identified and removed, creating a mono-
lingual data for the Tamil side. Figure 3 shows the pipeline for this approach.

2 translate.google.com retrieved February 2019.
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Fig. 2. Hybrid approach: Pipeline for back-translated code-mixed model.

EN
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Remove
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Fig. 3. Monolingual approach: Pipeline for No-code Mixing.

4 Experimental Setting

In this section, we describe the dataset as well as the framework used to train
and evaluate the approaches.

4.1 Data Description

For the scope of this work, we use a parallel corpus of code-mixed English-Tamil
and English. The choice of adding this particular dataset was influenced by the
availability of a public dataset for this task. Additionally, as the code-mixing
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Tamil English
Tokens| Lines |Tokens| Lines
Train 906,391 [159,182| 966,911 |159,182
Validation | 11,446 | 2,000 | 11,725 | 2,000
Evaluation| 12,016 | 2,000 | 12,873 | 2,000

Table 2. Statistics of the Tamil-English Corpus.

phenomenon is well-noticed among Indian language speakers, the code-mixing
dataset for English-Tamil was selected for this task. The dataset was combined
from OPUS? and EnTam®*. Although OPUS has a large dataset for Tamil <>
English pairs, we excluded some data due to encoding issues. The final dataset
is cleaned, shuffled, tokenized and lowercased using the OpenNMT toolkit®. In
total, the dataset contains 163,182 sentences and around 129,710 English tokens
in the Tamil side of the corpus. Table 2 shows a breakdown of the number of
tokens and sentences in the English and the Tamil sides of the corpus.

To study the effects of code-mixing in the translation, different data settings
have been used in the training and the evaluation of the NMT models. The
dataset variations are original data, hybrid (original mixed with synthetic — back-
translated) data, and monolingual data in both sides. These settings allow us to
reuse the code-mixed tokens as well as observe their role in the demonstrated
corpus.

An NMT model has been built for each dataset variation as explained in
Section 3. These different configuration scenarios allow us to trace the quality
of the code-switching translations as well as its role in conversation.

4.2 NMT Framework

The experiment was performed using the OpenNMT [19], which is a generic
deep learning framework based on sequence to sequence models. The framework
is used for a variety of NLP tasks including machine translation. We deployed
the framework in its default setting: two hidden layers, 500 hidden LSTM (Long
Short Term Memory) units per layer, 13 epochs, batch size of 64, and 0.3 dropout
probability and word embeddings of 500 dimension. To compensate for the lim-
ited vocabulary issue, the Byte Pair Encoding (BPE) [35], which is a form of byte
compression, was used with the following parameters: a maximum vocabulary
size of 50,000 subwords and a maximum of 32,000 unique BPE merge opera-
tions. For each approach mentioned above, word and BPE translation models
were trained.

3 http://opus.nlpl.eu/ retrieved February 2019

4 http://ufal.mff.cuni.cz/~ramasamy/parallel/html/#download retrieved Jan-
uary 2019

® http://opennmt .net/0OpeniMT used on February 2019
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4.3 Evaluation Metrics

The performance of the different approaches was evaluated using different trans-
lation evaluation metrics: BLEU [26], TER [38], METEOR [4] and chrF [32].
BLEU (Bilingual Evaluation Understudy) is an automatic evaluation that boasts
high correlation with human judgements, and METEOR (Metric for Evaluation
of Translation with Explicit ORdering) is based on the harmonic mean of preci-
sion and recall. ChrF is a character n-gram metric, which has shown very good
correlations with human judgements especially when translating to morpholog-
ically rich(er) languages. Finally, translation error rate (TER) [38] is a metric
that represents the cost of editing the output of the MT systems to match the
reference. High score of BLEU, METEOR, and Chrf means the system produces
a highly fluent translation, but a high score of TER is a sign of more post-editing
effort and thus the lower the score the better. Additionally, we used bootstrap
resampling [20] with a sample size of 1,000 and 1,000 iterations, and reported
statistical significance with p < 0.05.

5 Results and Discussion

This section describes the quantitative and qualitative results of the four mod-
els; the baseline (Baseline), the hybrid model with baseline back-translated to-
kens (Hybrid-Baseline), the hybrid model with Google back-translated tokens
(Hybrid-Goggle), and monolingual model with no-code-mixing (Monolingual).

5.1 Quantitative Results

We report the performance of the different models using the following metrics:
BLEU, Meteor, TER and ChrF. The quantitative evaluation for Tamil < En-
glish is presented in Table 3. All models slightly outperform the no-code-mixing
models, which reports a decrease of ~1 BLEU point for the Tamil — English
translation direction and ~5 BLEU points in English — Tamil direction. This
suggests that by removing the code-switching tokens, the model gets confused
due to the ordering and misalignment; thus the drop in the score. The decline in
the model performance after removing the code-mixed tokens can be related to
the high performance shown in the back-translated code-mixed models. These
models report the best performance in both translation direction. The Hybrid
Google back-translated model for English into Tamil translation reports 24.65
and 25.28 BLEU points for the word and BPE based translation models, re-
spectively. Our back-translated models reports lower results of 21.96 for the
word-based model and 22.53 for the BPE-based model.

In the case of translating Tamil text into English, where the code-mixing
takes place, the BPE baseline performed best, followed by close results in terms of
BLEU and METEOR for the back-translated models, whereas our model (21.93)
performed similarly to Google Translate (21.35) for the BPE based model. From
the results, we observed that the approaches with the back-translated models
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‘ Tamil—English English—Tamil
Model BLEU METEOR |ChrF|TER|BLEU METEOR |ChrF| TER
Word-Baseline 20.57 24.69 42.46| 0.68] 16.14 19.49 60.63 | 0.74

Word-Monolingual 19.46 23.99 42.28 | 0.69| 16.65 24.10 70.39| 0.74
Word-Hybrid-Baseline| 21.05 24.60 42921 0.68| 21.96 21.51 70.16 | 0.86
Word-Hybrid-Google | 21.85 24.48 42.73| 0.68] 24.65 23.35 72.48 | 0.69
BPE-Baseline 22.46 25.50 44.14| 0.66| 18.47 20.17 68.33 | 0.97
BPE-Monolingual 19.99 24.36 42.43| 0.68] 16.98 25.16 71.15| 0.73
BPE-Hybrid-Baseline | 21.93 25.39 44.55| 0.66| 22.53 23.34 71.63| 0.82
BPE-Hybrid-Google | 21.35 25.25 44.13 | 0.67| 25.28 25.13 73.71| 0.65

Table 3. Quantitative results for the evaluation of Tamil <» English. Results marked
in blue are the best for BLEU metric, decayed in shade, darker blue is the best, the
second best is lighter. The Average of all metrics are reported in this table.

outperform both baseline and the no-code-mixing models. From this experiment,
we observed that the code-mixing tokens, as in our demonstrated corpus, play
an important role in the meaning of the sentences. Thus, the drop in BLEU
score is observed when code-mixing tokens are eliminated.

5.2 Qualitative Results

Table 4 analyses a sentence translated using all trained models from Tamil to
English. The analysis showed that, all models did not correctly convey the mes-
sage as in the reference sentence. This is due to small size of training data.
Among all the results, the result from the baseline model seems to be the closest.
Code-mixed tokens are incorrectly translated by the baseline and Google, thus
injecting their translations creates a confusion and caused a failure in conveying
the proper meaning of the message. Additionally, by removing the code-mixed
tokens stairwell the model still provides a some context about meaning of the
sentence.

Source ST @@ NG stairwell @HS UMBILLSe0G THSHS UMTECEH
Reference he saw a man take this photo of the stairwell .
Baseline he saw a man take this photo into a man .
Hybrid-Baseline and he took this photo with a man .
Hybrid-Google he took this photo in a man * s wall
Monolingual he took this photo out of a man .

Table 4. Qualitative analysis of a sentence translated by all models for Tamil to
English translation. Bold faced fragments are translating mistakes which are injected
in the back-translation models.
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6 Conclusion and Future Work

In this work, we explored the code-switching phenomenon in machine translation
for a low-resourced scenario considering English-Tamil as our target language
pair. We further investigated how back-translation can be used as a strategy
to handle this phenomenon. The results show that the code-mixing part in this
particular dataset potentially plays a supportive role. This can be observed by
the little impact on the translated sentences when the code-mixing tokens are
removed. This also explained by the slight improvement in the translation score
(~1 BLEU points) when the code-mixing tokens (English tokens) in the Tamil
side are correctly translated before training the models.

One future work will further investigate the role of code-switching in the
available corpora. A second path will experiment with multilingual embedding
as a preprocessing step for the translation of code-switched languages. This ap-
proach has already shown good performance in tasks such as sentiment analysis
[33].
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