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Introduction.

In the mathematical literature of recent years there
has appeared at times reference to a msthod of comporing
statistical data, called Analysis of Variance., It is the
purpose of this study to investigate the mathematical and
historical developments of the method and to examine c¢c-r-—
tain of its applications.

| During the course of development, capital letters
such as N, the number of items, and M, the mean, will be
used to refer to the population. Small letters, n snd m,
will be used in refsrence to a sample. x i3 a varisble
item, snd X with a subscript will represent the mean of a
portion of the sample as denoted by the subscript. s®
will be the variance of the population, while v® will be
an estimate of s® based on a sample. ¢ will be used to
indicate summ=tion, and when it appears with a subscript,
it will denote swmmation with respect to that subscript
only.

Other symbols will be explained as introduced.
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MATHEMATICAL DEVILOPHsET

i. Varisnce of a Population.

If p represents the probsbility of success and g the
probability of failure in any one trial for an event,
then the probability of exactly r successes out of 1
trials is known to be Ncr pr qN-r where Ncr is the num-—
ber of combinations of I things taken r at a time.

This expression is the (N—r+1)th term in the expansion of
(q+p )N .

If mathematical expectation is defined as the average
return per trial in a larze number of triels for a prize,
then clearly if the prize be D and the probability of
winning it in one trial is p, the HE of the person who
makes one trial is pD. Also, if there exist a number of
independent, mutually exclusive ways in which success may
be obtained in a given trial, the probsbility of succesn
in one trial is the sum of the nrobasbilities of success
of the independent and mutually exclusive events.

Thus the mathematical expectation of the number of
successes referred to in the first parasraph is the sum

of all of the mutually excluslve possibilities, each

maltinlied by the number of successes of which it is the

1. Hall and Inight, Higher Algsebra (London, 1836) p. Is5,
2, Ibid., p. 38l.
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— r N"’I‘ oy ey
probabllity. That is, HE = S[Ncr p- q r] where the

summation extends from r = 1 to r = N. This eguation may

N!

S v — r N—r
be written” ME = S[rl(N—r)l Pt q r]

Wi

M1
= Sz 2 @

(Ii~1)1 r-1 _N-r
= Sl P @

It may also be shown4 that Np is the most probcble or

Hpl = Np(q+p)N—l = WPesveasaa(l)

modal number of succes-es in I trials. Let this be rep-
resented by M. Let x represent an observed number of suc-—-
cesses and d the discrepancy x-M: the mathematicsl expec-

tation of the square of the discrepancyS will be

S[Cp = qN"':X (x-M)®] = Np + N(N-1)p® - 2Nplp + N=p?

= Npq.

Variance is defined as the squure of the standard de-—
viation: that is, the scuare of the most probsble devia-

2

tion from the mean. Therefore, if s be the variance of

the population of I items which is being considered,

2

S =Npq-...0........o.o-..oo..-.ou.....D..o...o.t.to.-.u(‘q)

This may be seen clearly if one remembers that each x is
a certain number of successes, not M, and cach x is ac—
companied by a d, therefore by a d®. Then, as before, the
ME of d® is given by the sum of the products of each 4 by

its probability of occurrence. The method of reducing the

3. Rietz, H. L., Mathematical Statistics (Chicago 13527) n. 26.
4, Ibid., p. 25.
5. Ibid.’ pp. 26'—7.
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sum is the same us that used in deriving e-~uation (1).

1i. Distribution of (x-M)/s.

In order to determine the probubility of the occurrence
of a deviation dl there must be set up a functional egqua-—
1
tion with d independent. Let the terms of (g+p) be rep—

resented by ordinates, Ya- Then 4 = x-~lp, and

- N1 Np+d _Ng—-d
Ya = Trpra) H(Wg-a)? ? 4

.'0.'..0.D.o.io....no.'.(s)

But since this expression will not recdily admit 1tself to
summation, use may be made of Stirling's formula6 which reads:

"If the expression !l be replaced by the exvprecssion

N p—
N e N‘szrﬂ the true value will heve been divided by

a number lying between 1 and 1 + I%ﬁ'"

Upon making this substitution, equation (3) becomes

L g ~Np=dr 5 g -lg-d- %
— ——— — —— 4
yd — 27l'Npq [l + Iq'p] [1 Nq] ¢ & o 0 8 s s 0o ( = )

By the use of logﬁrithms,7 a close approximation to Y3 is

found to be

1 2 - T
V. o= exp (—4*/2l )
a = JEaas oFP /2¥pq),
where the error introduced will vury aproximutely ss

exp (4/N), and since d is the difference between x and the
mathematically expected value of the xzt's, this factnr will

be insignificantly small compured with x. 2y (2) s® = 1hq,

6. Stirling, lethodus differentialis, p. 135, guoted in J.
L. Coolidge, Introduction to liathematicul Probability,
(Oxford 1925) pp. 39—-41.

7. Rletz, on. cit., pn. 27,
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and equation (4) becomesS

Vg = (1/8/277) exp (~GR/28%) et iiireenieersvennenenssabba)
or, making the substitution X = 4/s,

¥a = (1/3/877) exp (=X3/2) ceevieiriiiainneneineense . (5D)
If the area under the whole curve (5b) be taken as one, then
ydX will represent the relative frequency of the deviations
lying within that infinitesimal interval, since it give= the
fractional part of the area under the curve occupled by that
interval. Therefore, the prob:oility, dy, of sny X picked
at random falling *r the interval X to X+dX is given by the
differential equation of nrobability

Ay = (AA/277 ) exp (=XB/2) GX eevrernrnenencnrennnennsaas(B)

Lqustions (5) represent the bell-shaped normal curve of
relative frequency, and the dirferential ecuwtion of w»Hrob-—
abllity (6) might be intervpreted ~cometrically bv the shaded
area in figure 1, this infinitesimal ar=za representing the
relative frequency of the sum of 211 deviations between Xl

and X.+dX in an infinite, normally distributed novnulation.

1
It might be well to point out zlso that allowinas N to
increase reduces the error introduced in obtaining ecuutions

(4) and (5).

8. Kietz, op. cit., p. 34.

— ———
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Mmoo 9dxT
Fizure 1.

iili. The Probability of n pnredetermined X'!'s in a sample.

By using (6) it is easily seen that the total probabi-

lity of getting a variable Xq and another, X and etec.,

o
ees+.X, in a sample of n items is given by

ar = (LAZ 7" exp(-S[X*/2]) QX, Xy «voe AX_ sunnn-. ceeo(7)
the summation beilng over all items in the sample. This is
true because each of these events is independsent, and there-—
fore the total probability is the product of their resvective
probabilities.

If m be the mean of the ssmple and v be an e stimate of

9 as m =[S(x)]/n and

8 from the sample, given by the formulil
v® = [S(x~m)®)/(n-1), and if use is made of the facts that
S(x=M)® = S(x-m)}® + n(m-4)® and X = (x-M)/s, equation (7)

may be written

9. That v as here given is the most efficient estimate of
s will be shown and explained in section v.
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af = (1/sV/2 ﬂ—)nexp(" nér:;}ﬁ i )exp(.—_s_’iz.?ﬁlﬁ)dxl oo .dxn
= (l/sVBzr)nexp(:aé%EEli)exp(:igg%lzi)dxl Xy .. dxn...(8)

If x1+x2+x3+...+xn = mn be taken to represent the equa-
tion of a hyper—plane in n—-dimensional space, the length
of the radius vector drawn at right angles to the plane and
intersecting it at a point @ will belo 0R = mn/vﬁ. Let the
distance from this point 9 to a point P lying within the
plane be QP ='V§T§:ETE = VME:T. The plane on which P lies
is of dimensions (n-=1) and therefore P may take any position
on the hyper—-sphere whose surlace is of (n-2) dimensions.
Of the n parameters needed to describe the position of P we
have two, numely m and v. The rest will necescarily be
directional, and therelore may e taken as functions of the

angles mada by the radius vector with the axes. 1If they be

vEq(84), vf2(92), .o an_g(en_z), then the differential
element of equution (&) becomes fl(el)fz(ez)... fn—2(6n—2)

C’dmdv. Since the functions of € are independent of v and
m when this expression is integrc-ted over all the wvalues of
X, they give rise to a constant, and the value of the differ—

’ n—2
ential element becomes C "v dmdv, and (o) becomes

— (=1 JuR e f et V2 -
af = C exp(—igg%lz—) eXp(—Qéngl—) v2 am av cececnenea(9)

10. Love, Claud m. Zlements of Anulytic Seometry (lew York
1935) pp. 39, 124,
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This procedure may be thought of =2s an extension of
the case of three dimensions. Here the plane may be ren—
resented as one with egual x, y, and z intercepts, itm equa-

tion being x+y+z = 3m. Then 0 = m\/g, P vg/2, and since

to fix the position of P the quadrant in which the radius
vector lies must be known, one anzular function of the form
v#(e))where © is independent of the values of m and v,1is
reguired. The differential eleﬁent would then be dx dy dz =
vd(e) dn dv, which completely describes the position of the
point. A geometric interpretation of this may be had by ex—
amining the exagzerated figures 2 and 3. Here it may be
seen that the diffcrential is the volume of an infinitesimal
cyllindrical shell, whose magnitude ias de»ondent only on m-

and v, a2nd not at all on the direction.
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The infinitesimal volume siven by equation (9) rep-

rezents, therefore, the relative freguency of the devia-

tions which 1t describes.

ive The Distribution of v

Since m and v may be computed independently, m may be
held constant and v allowed to vary, aend in this way the

frequency distribution of v may be found. If this is done

in equution (9), it may be written

ar = K(v/s)nﬁgexp[ n;l(v/s)"] A(V/8)eveeereeeeeaseseanaeas(lO)

Integrating (10) over all nossible cases gives the total nos-—

ible probability, whlech is of course, one. By so doing, the
value of Kk may be found. To make this integration, set
(v/s)® = 2y/(n-1) a(v/s) = ayA/e(n~-1)y

(v/s)"% 2 o(n=2)/2 (n_l)*(n~2)/2 Y(n—2)/2

and the integral becomes

k 2{n=51/2 (nrl)"(nfl)/%///’*;(n"5)/2 3

&
-k 2(n~3)/2 ) -(n-1)/2

(n-1) 77 [(n-1)/2] = 1.

. . K = (n’l)(nrl)/z L

= 2(1’1—5)/2 F{(n"lj/gl ......--....-o...--..(lZ)

"

...... .......(fl)

11
When v has n degrees of freedom, its distribution is, by
equations (10) and (12),

11. 3ee section v.
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10

2 -
(gff;')/z Ay %l 35071 (7 Y a®) e (1)
2

df =

This method of approaching this vroblem is taken from a

paper by Jd. Q. Irwin.12

Ve Degrees of Freedom

By (13), the frequencv distribution of v is
n/2 v n-1

derivatlve of y with respect to s, when set equal to zero,

will give the value of s for which y is a maximam, and
therefore, the most probable value of v. The result is
8®=v® which proves that the value of v as used on paTe 6
gives the best estimate of s from a zample of n items.

The theory of degrees of freedom has been evnlained by
Rider and Snedecor somewhsat as follows. The nuamber of
degrees of freedom is defined as the number of indenendent
variates. In determining vuriance this is one less than the
total namber of variates, for in any sgroun of data, the mean
having been calculated from all of the items, n—1 varlates may
be assumed at will, but the nt will then be fixed in value
by vittue of the fact thut the deviates Ifrom the mean mast

all add up to be zero.lo This should not be taken to in-

dicate that the variance is entirely devendent unon the megar———

12. Irwin, J. O."Mathemstical Theorems involved in the Analy-—
gin of Variance'" Journal Royal Statistical Society, Vol,
94, pp. 24 £f.

13. Snedecor, Anulysis of Varilance and Covariance (Ames, Ia.
1934) n. 9.
Rider, P. Hodern statistical Methods (New York, 1939)
Ppe 100, 133,
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11

which is not true. For, as is clezr from the develomment
of egquation (10), a number of samples may be had with the
same mean, bu? airferent variances,

Degrees of freedom might be erxplained by saying that
whereas the mean is dependent upon the volues of the items,
the estim . te of variance 1s denendent unon the differences
in the values of the adjacent items, therc being n—-1 such

differences in a sample of n 1ltems.

vi. Jistribution of w s=nd =z,

If there are two estimates of the s:ime variance, vi
and vg, based respectively on ny and n, rAiegrees of freedom,

and w® 1s the ratio of the l.rger to the smaller, then vﬁ =

w?v3. The distribution of v, will be, by equution (13),

1
ny /2 _
JL — b 2 1
af = (ni_z)/g exp(-n,vy§/2s%) (vy/s) d(“g)'
2

7 (n /2)

or, since v} = w2v3, equation (14),

1 exp{-n.w2v2/2s%) (wv_)
- 1 2 2

-n
s 1 v, dw P 1

gives the distribution of w for a ziven value of v;. But

the distribution of v, is, by equation (13),
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1e

n,/2
ar 02 exp(-n,v2/282) (v./s)
= — \.p - 2 s
N Dy, 2 2

n -1

d(vz/s) cesseeesrseallB)

Therefore the complete distribution of w , as v2 is allowed
to vary over 1lts whole ranse, will be ziven by the nroduact
of the second factors in equutions (14) snd (15), integretod

over all posslible vulues of vo: that 1s, by the eq‘u&tionl4

Pt
, N n/2 ny/2
n
af = aw [ l)/?J . 2
n-+n -
1 ei/=
2 J7 (ny/2) 77(n,/2)
o
. n1+n2—l \nl—l
- 2 2 = 2
exp [(-nqw +n2)v2/23 ] av, .

nl-!-ng

To integrate the risht hand member of this equation the snb-
(nqw® +n2)v9

stitution y = 5o = may Le made. The 2gurtion rsduces
to n,/2 n./2 n,-1
2 n 1 ng 2 w L aw
ar = 1 2
nyeny) YR /2)
(nlw +n2) ]7'(nl 2) ]"7(n2 2
I
[(ny+n5)/2]1-1 _
ﬂ toE o™V ay
“0

14. T~ <hoyw this, let dy, represent the »rob ble freuloucv of
WV, .Jhen w 1s vwri«ble :nd Vo 1s corstant. Then when
Vo 1is allowed to vary over 2Tl nogeible voluecs, dy, ren—
resenting th~ nrobable freaquency of v5, the »Hrob.ble fre-
quency of w will be af = dy b si‘ice with easch value
of dy% may be associated qny‘one value of dy, and the new
i

probability 1s the sum of 2ll such noreaible, indeendent
combinations.
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Performing this last indicated integration yields

o 2
ar = 2n1nl/ nznz/ 7 [(nyinp)/2]
= 77 (ny/2) 77 (ng/7)
nl—l
w (nl+n2)/2 AW e eeeosocacocseesl(lB)

( nlwz +n2 )

This is the fundamental formula in the snalysis of Variance,

It says that QF there are two samples from the same popula-—

tion, one having variance vi and n, degrees of freedom, and

the other huaving vsasriance vg and N, degrees of freedom, then

the proboability thet the ratio of the larssr variance to the

et

smaller, Vi/v2 = w will lie between two vulues of w—--say Wl

and W, may be found by integrating the right hand side

between the limits wq and W . In perticular, the probability
of getting a value of w greater than some number,wo 82y, may

by found by integrating between w, and infinity.

0
Anotner form of this ecuation is had by malking the sub-

stitution z = log w, whence equation (16) becomes

n./2 n./2
2n 1 n 2 770 (n+ns)/2] enlz dz
af = —% 2 4 1 2 Az - -(16a)

Tables have been compiled in terma of both w® and z

which give the magnitude of this ratlo that will ocurr 1 o/fo

15. Development from Irwin, Op. cit. p. 2.7-3.
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and 5 o/o of the time,16 and 1t is by means of there tables
that conclusions are arrived at concerning the sizgnific-nce
of the difference between btwo estimctes of the rume v reince.
The tables are mude by finding o value of w2 [or z; such that
the integral of equation (168) {or (16a)] between that value
and infinity is 1/100 in the first cuse uand 5/100 in the
second. The test is made by comparing the computad value

of w® or z with these two numbers from the table and de-
ciding whether the compnuted value is significantly larce. The
final decision will depend unon the tyne of materlal being
sampled. For example a di.ference ocurring between 1 ofo

and 5 o/o of the time would not be ne-rly so significant in
s.mplinzg the weight of logs for a rough check as in szmpl—-
ins the weigsht of diamonds supprosed to be all of the same
value,

Other more important uses of the method will e shown in

later secktions.

16. fisher, R. A. Stutisticul Methods for iiesearch .orkers,
(London 1934) Tables 1V and VI.
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APPLYICATIORS

vii. Analvsis of Voriance within and amonz classzr.

suppose that the s.mnlec being consideored divides ite=eclf
into k classes with u individu::ls in e:2ch clases. Let the

ti
measurem.nt of the ith individuel in the J : class be Xs 5

J
the mean of the jth class be ij, and m the mean of the
samnle,

The total sum of squares of deviatlions may be brolen
up as follows: (Sj being used to meun summation with res-—
pect to i)

— 2= |‘~1. -‘_._ﬂ. N._ 42
Sisj(xij m) ble[(le XJ) + (xJ m)]

= Sis_j(xij_ij ® o+ BSiSj(Xi f{-)(ij—m) + Sisj(ij—‘m)z .o (17)

33
But SiSj(xij—Kj)(Xj“I’fl) = Sj[(ij—m)si(xij—xj)], and since
Si(xij”ij) is zero, the middle term of (17) becomes zero,

and (17 ) becomes

SiSj(Xij-m)z = Sisj(xijﬂij)a -+ Sisj(ij—m)z e 6 0 04000 s (1())

Consider only the jth class. As shown in jiec. v, the Dbesgt
estimate of the voriance of the popul.tion will be
Si(xij—ij)g/(uul), and the 1/k th part of the sum of these
for all classes will be the meun of thazm throu~hout the sam—
ple. Thet 1s, an estim-te of s® based on the sums of s~uavas
of deviations within clasnses only 1is

VR = Sisj(xij—ij)zyk(u—l) R & 0
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The other term in (18), sisj(ij—m)a is plainly qu(ij-m)a.
The variasnce of the population is most closely approximated
by the variance of the means when this v.urisnce is multi-
nlied by the nmmber of means,17 and, as before, the variance
of the meuns 1s most efliciently approximuated vhen the sum
of squares of deviations in the sample is dividsed by the
number of degrees of freedom. Therefore, the efficient es—
tinmate of the populution varisnce based on between—clars
deviations isl8

v? = usj(ij-m)a/(k——l) N £ 1¢D

Thot these two estimates of s? are inderendent is seen
in equation (18) where the sums of s.uares of devistions unon
which they ure based are shown to be respective components of
the total sum of squares of devisations.

The purpose of thls analysis is to detsrmine whether
the classes are sulficiently distinet to justify grouning
the dats in such manner. FoOr exsmnle, supnose that the
weichts of immigrants were being tobul-ted bv ~ge end Ly
country of origin. Such a test might then be made to find
whether there is a significunt difiference in the weichts of
different nutionalities. The test is made as was outlired

in Sec. vi, using as the two estimates of variance tThe sec-—

ond terms of ecustions (1v) and (20).

17. Joniga D. C. A FPirct Course in Statistics (London 1u24)
P -

18. Derivation from Lider, op. cit., p. 132,
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viii. Analysis of Voriance in Samples vith two or more varisbles.

Suppose that a sample is being considered which seems
to divide 1itself naturally into rows zand columns, according
to two criteria. Let k be the number »f columns =nd u the

number of rows, and let the measure of the individual in the

ith h

row and j™ column be x;5, let all of the items in the

sample—-—N(=ku) in number--have a mean m, where the population

mean is M, and let the mean of the jth column be ij and the

mean of the ith row be ii.
The total sum of sguares of deviations may be broken up
as follows:

S. .(x. -m)® =

13" 13 sij

[(xij—ii—fcjd—m) + (Xy-m) + (5'cj--n1)]"'3

2 )R SO Z Y- aLq . R 2
Sisj(ui m)* + SlSJ(xj m)® + blSJ(le %q xj+m)

It was shown in Sec. vii. that the first term of (21)
gives, when divided by u-1l, an efficlent entim.te of s®
based on between—clas: relations only. LiHewise, the second
term gives an efficient estimate of s8® besed on inter—class
relations only when divided by k-1.

The third term may e written

;! _— o' — —— 3 -\ — 12
Sij[(xij—m) (%4 M) ( %y M) + (m—M)]
= S -1 )R -~ - %, - 3 %, M )2

Deflne E(x) as the expected value of x, considered over
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all possible values: that 13, the absolute mean value. Then
E(x; 5-M)® = (1/N)S; 3(xg3-M)® = s®, and so on for the other
squared terms. (xij—M) mey be replsced by (X;-M) when
E(xij—M)(ii~M) is being destermined, becsuse X; is an es-—

tincte of x. . determined =s the mean of =z number of xij's

1J
and wlll, when swmmed over the population, give the same
result.l9 This expected product then becomes E(ii—m)z =
s®/u. Continuing in this way, the following results are
20
obtained.
L4 '—I'a. a = 2 S 't x o — i £ 2
B(x4 ; L) = @ E(xia Is.)(xJ ) s?/k
E(%;-M)% = s®/u B(xg =) (m-M) = s® /ku
E(ij~m)2 = s®/x E(%;-M)(m-M) = s®/ku
B(m-M)® = s®/ku E(ij—m)(m-m) = s®/xu
B(xy j-M)(%-1) = s®/u E(%;-M)(%35-M) = s%/ku

ILet R be the third term of (21), then adding the above
values with proper signs and coefficlents gives

E(R) = s®*[1 - 1/u - 1/k + 1/xu] = s®(u-1)(k-1)/ku.
Therefore,

E(R) _ s° P BIB8(R)] _ _=
(u__ly(k_l) - kll. And therefore (u—l)(l:—lj = S .

That is, the value of R is an efficlent estimsate to s® when
divided by (u-1)(k-1)., £ is plainly an int=sr—.ction term

and may be used to measure experimental error slnce 1t is

1v. To prove this, let xj3; = ¥y+d. Then E(xy ~M)(X;-M) =
B(X;-1)2 + Edzii—m) =352 4"+ o. ] *

20. Thisamethod may also bé used to prove the other ertimates
of 8% .
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made un of what is left aftor subtracting bofh_the sum of
sourres within rows nd that within columns from the total

21

sum of squares. Being thus indeoendent of the other sums

of sguares, R may be used as the basis for an ectimate of

2

8%, which estimate may be comn-rzcd with those bused on sims

of sguares within rows and within columns to dertermine the
sionificaence of classific-tion into rows wnd columns in the
same manner as wses used in Hec. vii., It 1s evident that the
estimates based on sums of s.uares within rows =nd within
columns may be comp-red in the sems way to -nswer questlions
pertinent to a particulur ssmple.

Should a sample be found which may he clascsif'ied on the
bcsis of more than two variubles, this s.me method l1s ap-—
plicuble. For example, suppose that there were k columns,

u rows, and a sub—cluass consisting of ¢ items at each inter-

section——the position of the item in the sub-class de end-

inz on a third v-riuble. 1f m is the mean of the whole

sample, X; the me-n of the 1 th row, ﬁi the mean of the jth
colwan, ﬁb the me:n of the items in the bth sub—-clsss, and

th
the measure of the individual in the ith row, J sub—class,

and bth nosition in the sub-classes, xijb’ then as before,

iy

(S indicvting summation over a2ll items)

21 . Rider, Oop. cit., p. 133.
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S(xijb—m)a = S(ii"m)z + S(ij"‘m)z + L:‘)(5&‘b""1’n)2
-~ _ .z =2 ~ 2, — - = 3 f o — i =2
+ S(xij X5 xj+m) + S(X, ~% ~Rpm)® + u(ij %5 %, tm)
The number of degrees of freedom to be associnsted with each

_— - 2 2
xib+x1+ﬁj+X'b m) .'0.'...'..0..0..‘.(22)

of these t.'rms in order to h.ve an efficient ectirote of s2

are, respectively,

u-1 (u—-1)(kx=-1)
k-1 (u-1)(c-1)
c-1 (kx~1)(ec~-1)

(=1 )(k=1)(c-1)
) . . 22 i
these being determined as before. Also, as before, com-—
parisons of any two of these e=mtimates may 2e made in or-
der to answer o nertinent uestion about differences in the
vari-nces of therse three grounps, the sample, or the popula-—
tion. Comparing any =sstimate bus=d on a group with that
based on the last or inter—sction term gives a test for the

significunce of thz claszification into that group.

22 . Deve 10 _Jment from Ir\n]in, 2,2’ cit . De 239 .
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AN HISTOLICAL 1oLy Oil AHALYSIS Ol V.anlanCa,

The real author of the normal curve (equation 6) seems
to have been questioned in mathematical circles until lir. K.
Pearson found that our modern method of handlinnm that func-—
tion was first given to the world by De Lioivre in 1733. ‘The
work Of La Place cume about fifty vyears l-ter and that of
Zauss some thirty years after La Place.25 Bernoulll d4id sone
work on thisg problem in 1713 wnd Stirling in 1730. Alfter De
floivre came buler in 17338 and Maclaurin in 1742, but these

seemed to iir. Pearson to be of lese inportance thsn the

three men first cilted.

m

The distribution given by equation (13) was fi st attempt—
ed by Helmert in 1lu75-6, when he c¢aid:

"Given a normal parent novnul-tion of x's with mean O
and variance o¢**from which are dravm -t random each of I in-—
dependent values, Xqs Xgs eee XN’ measured rrom the populction
mean as the origin, giving as the sumnle mean X = (xl + Xo +
Xz + eeo F XN)/N and ag the second moment of the sample from

the population mean, s® = & = (x} + xJ + ... + x§)/N. Then
the probabllity that the sum of squares of deviations, U =

x’i + xg + oee t+ x§ will fall into the interval U to U+dd is

2%, Pearson, K. "lHistorical note on the orizin of the normal
curve" Biometrilka, Vol. 16 (1924) p. 402. Quoted in
Rietz, H. L. mothematical Statistics (Chicoco 1927) p.
47 .
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given by — L U(N 2)/b e U/ECT’

au.
o2 N7 (1 /2)

..'...l.'l.l."’.‘.'.-..QI.."..l...c'l....'l.........9..'..'.
"...80 that the frequency function of the sumnle

variance s® = J4r gilven by (3) is egqual to

(11/2 )(N-—l )/2 5 7:[_ A (11=33)/2 e_N/‘//g - .,."
g 77 [(W-1)/2]

The next contribution was m:de by K. Pearson in 1900

25
when he published his chi® distribution.

R. A. Risher says of these two distributions:

"...Helmert'!s solution in 1875 of the distribu-
tion of the sum of the sqguares of deviations from a
mean is in reality equiv:ilent to the distribution of
chi® given by K. Pearson in 1900. It was agaein dis-—
covered indenendently by Student in 1208, for the dis-—
tribution & the variance of a normsal samnle. The same
distribution wss found bv the author foir the index of
dispersion derived f:om small samples {rom a Polsson
series,

"hat is even more romarkable is that althoush Pear-—
son'a paper of 1300 contuined a serious error which
vitiated most of the tests of goodness of fit made
by this method until 1221, yet the correction of this
error, when erficient methods of estimation arse used,

24. Helmert, "Ueber die ’ahracheinlichlieit der Potenzsummen
der Boebachtunzafehler und Uber cinlze damit Im Zusam—
msenhange stehende Framen" Zeitschrift £Or ilathematik
und Phvsik Vol. 21, 1876, pp. lo2-213. wuoted in .~ietz,
H. L. "Some topics in wcampling Theory" Bulletin Americon
Mauthematics Society, Vol. 43, 1937 pv. 20U-250.

25, Pearson, . "On the criterion th:t a given syntem of de-
viations f:rom the prob-ble in the c:zaze of a corrclated
system of variables is such th.t 1t can be reasonably
supnosed to huve arisen from random sampling.'" Phil-
osovhical Magazline Series V. 1, pp. 157-175.
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leaves the form of the distribution unchanged, and

only requires that some few units should be deducted

from one of tgg variables with which the table of chi?®

is entered."

What lir. Fisher has reference to heve when he speaks of
the error 1s the fact that both of these methods divide the
sum of scuares of devistions b, the number in the s:mople
rather than by the number of degrees of freedom.

Student's distribution as given in 1903 is the distri-
bution of s® (e.uation 13) in a form only very slishtly dif-
ferent from that given here., It is, where s® 1s an estimate

of the vpopulcstion variance,

n/2 (n-2)/2 -ns®/2.

ar (n/20°% (s%) e (s e

= Te2)7e]
Fisher says ugain of this distribution, thst it was in-
tuitive. PFisher himself derives 1t by geometry of n—swv:ice
(net that used in this paper), but his method is hard to
follow and seems zlmost as intuitive as thet of Student.za
It was in 1921 that Fisher took an =zctive interest in
this tert and the name "Anulysis of Variance"™ as chanzed
from "Analysis of Vuriation" is due to him. Ilie was work-

at the Rothamsted txperimental Station ot the time and

R

n

me thod of separating the sum of s nuarecs of deviations

oy
e
6]

26, Fisher, R. A. Statisticul lethods for research ilorkers

(London 19%54) p. 17. o _
27 . Student "The Probable error of a mean' Biometrilza Vol.

26. Fisher, R. A. "Applications of Student's

Metron Vol. V No. 3 1925, n. 92.

Distribution"
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within a sample s well as the z—distribution (equation 16a)
and the tests pertinent thereto began to appear with increa-—
8ing frequency in his reports of agricultural erperiments,
but it seems that he never bothered to write a formal paper
on his methods or what he considered might be their general-—
l1zations. IHe did, however, show in 1924 that certzin other
distributions, notebly that of Student, could be ezsily
transformed into his =z distribution,z9 and he outlined the
method of procedure in his book Yitatisticsl listhods for
Research-ﬂorkers," 1925 edition.

J. O. Irwin save the first formal discussion of the
general theory in his »naver of 1951.30 Another formal
treatise was given by 'Wilks in 1952,31 but esrentially it
has remained where Fisher left it——with the wzriculturalist.

FProm the point of view of applic-tion, Snedecor has
vrobably made the grecatest usc of Anslysis of Vuriucnce and
even outlined the vsrious ways to g t results snd a»proximate
results by using the distributions. His applications are

to agriculture, and he gives no mathem:ztical reason for their

existence.32

29, Fisher, H. A. "On o dictribution yielding the error func-—
tion of several well-known statistics" Proceedings of tle
International Mathematical Conzress Toronto 1924.

30. Irwin, J. O. O0p. cit. ) ] .
3l. Wilks, 3. S. nin Yeneralizestions &dn the Analvysis of

Varisnce" Biometrilka Vol. 24, rp. 471-494.
32. Snedecor, G. '/« Op. clt.

3
ct D e
H
ct
o)
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CONCLUDING STATEMERT

Although 199 years have elansed since the begin—
ning of this method, the mathematical work upon it
has been increasing in extent and scope zand 1t seems
entirely possible that it will soon be extended to
apply to all frecuency distributions and will be
used in all branches of applied statisticr.

An examination of a few of this year's texts on
elementary statistics has disclosed the fact that
in each of them there 1s a section outlining the
method of dividing the total sum o»f souares within
a sample and entering a table with the number of
degrees of freedom applying to them. Tuere would
seem to be but little doubt thset Analysis of Vurimce
will soon become an important part of every college

course in statistics.
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