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Abstract

As many-to-one traffic patterns prevail in data center networks, TCP flows often suffer from severe unfairness
in sharing bottleneck bandwidth, which is known as the TCP outcast problem. The cause of the TCP outcast
problem is the bursty packet losses by a drop-tail queue that triggers TCP timeouts and leads to decreasing
the congestion window. This paper proposes TCPRand, a transport layer solution to TCP outcast. The
main idea of TCPRand is the randomization of TCP payload size, which breaks synchronized packet arrivals
between flows from different input ports. Based on the current congestion window size and the CUBIC’s
congestion window growth function, TCPRand adaptively determines the proper level of randomness. With
extensive ns-3 simulations and experiments, we show that TCPRand guarantees the superior enhancement
of TCP fairness by reducing the TCP timeout period noticeably even in an environment where serious TCP
outcast happens. TCPRand also minimizes the total goodput loss since its adaptive mechanism avoids
unnecessary payload size randomization. Compared with DCTCP, TCPRand performs fairly well and only
requires modification at the transport layer of the sender which makes its deployment relatively easier.

Keywords: Data center networks, TCP outcast, fairness.

1. Introduction

Data center applications such as MapReduce and
network file systems create a many-to-one traffic
pattern that is bursty and barrier-synchronized.
In such a traffic pattern, multiple TCP flows ar-
rive at different input ports of a bottleneck switch
and compete for the same outgoing queue. This
makes those data center applications suffer from
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serious goodput decrease and bad flow completion
time performance due to frequent TCP timeouts
triggered by multiple packet losses. Such a phe-
nomenon can lead to the well-known TCP incast [1]
and outcast problems [2].

The TCP incast problem typically occurs when
TCP senders and a receiver are colocated on the
same rack (or under one aggregate switch) and
all flows go out through the same shallow-buffered
switch [1, 3, 4, 5]. TCP timeouts happen randomly
among flows competing for the outgoing port at a
bottleneck switch. In contrast, the TCP outcast
problem arises when the locations of the senders are
dispersed across different racks. Specifically, the
bottleneck switch penalizes particular flows more
often than others by consecutively dropping more
packets from those flows. Thus, the outcast prob-
lem severely hurts TCP fairness—a crucial met-
ric, especially for barrier-synchronized workloads in
data center networks. In such workloads, speeding
up the slowest flow in a barrier is a key to enhance
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the performance since a barrier ends only after ev-
ery flow (including the slowest one) in the barrier
finishes. TCP outcast is attributed to burst ar-
rivals of packets competing for the same output port
and a severe imbalance in the number of incoming
flows per each input port at the bottleneck switch.
Because inter-rack sender placement begins to be
taken into account in order to improve fault toler-
ance in data centers [6], it is of utmost importance
for data center administrators to have a viable so-
lution to the outcast problem.

Several solutions can be applied for the TCP out-
cast problem. The link layer solutions require a
modication to the current switching architecture [7]
or are not widely supported in todays switches [8].
Equal-length routing [2], one of network layer solu-
tions, only works in non-oversubscribed networks.
The cross-layer solution [9] levereages the Explicit
Congestion Notication (ECN) capability, which is
becoming popular at the world largest data centers.
However, there still exist many data centers where
all or majority of switches do not have ECN capabil-
ity due to cost reason; in fact the largest data cen-
ters in South Korea are an exemplar of this reason.
To help such data centers overcome the TCP out-
cast problem efficiently, a transport layer solution
can be viable since it neither relies on any specific
link layer supports nor assumes any particular net-
work topology. However, existing rate-based trans-
port layer approaches are not applicable to TCP
outcast in data centers because they require the
precise control of inter packet spacing time [10, 11]
which operating systems hardly guarantee and are
inappropriate [11] for a multi-hop environment.

The contribution of this paper is a transport
layer solution called TCPRand to TCP outcast.
TCPRand randomizes the TCP payload size to
break the bursty arrival times of back-to-back pack-
ets. By doing so, it prevents the outcast flow suffer-
ing from consecutive packet losses and consequently
reduces TCP timeouts. At the sender side, the pro-
posed solution makes the TCP payload size uni-
formly distributed between [rMin, MSS]. However,
it may increase the packet header overhead due to
the smaller payload size and curtail the total good-
put. To achieve high fairness without loss of to-
tal goodput, it calculates rMin by adapting to the
changes of congestion window (cwnd). It is based
on the observation that for many-to-one applica-
tions (e.g., especially with a barrier synchroniza-
tion property [12]) as cwnd of a flow is growing,
the network is more congested and the port black-
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Figure 1: Fat-tree topology composed of switches (Cn: Core,
An: Aggregation, and En: Edge) and end-nodes (R: Re-
ceiver and Sn: Sender).
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Figure 2: The goodput of each flow sent from the 15 senders
described in Figure 1. The flow sent from S1 is the most
outcast one and the flows from S2-S3 are the second outcast
ones.

out happens more frequently. Hence, if cwnd of a
flow increases, the scheme decreases rMin for the
flow.

We use ns-3 [13] to evaluate TCPRand with a
realistic topology (i.e., fat-tree [14]) and workloads
of data center networks, and show that TCPRand
substantially improves TCP fairness and rarely sac-
rifices flow completion times of flows, especially
those of small flows. In addition, we implement
TCPRand by modifying the sender side execution
path of TCP protocol stack in the Linux kernel and
perform extensive experiments in our testbed. We
demonstrate that TCPRand reduces consecutive
packet drops and TCP timeouts significantly, and
as a result, it improves TCP fairness substantially
with a small loss of the overall goodput and negligi-
ble additional retransmission overheads. We also
compare TCPRand with DCTCP (i.e., the most
popular solution with support of switch) and shows
that TCPRand increases fairness as close to 98% of
DCTCP.
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The remainder of this paper is organized as fol-
lows. In Section 2, we briefly introduce the TCP
outcast problem. Next, we explain the effect of
payload size randomization and why it is a key
technique to the outcast problem in Section 3.
Section 4 provides the details of TCPRand. We
outline our evaluation setup in Section 5 and eval-
uation results are presented in Sections 6 and 7.
Related works are discussed in Section 9 before we
conclude in Section 10.

2. The TCP Outcast Problem

2.1. Overview

The TCP outcast problem is observed easily in
data center networks, where routers or switches are
usually connected through a multi-rooted and hier-
archical topology such as fat-tree [14] and senders
and receivers are leaves of a topology. For instance
in Figure 1, there are 15 senders (i.e., S1-S15) and a
receiver (i.e., R). As many-to-one delivery applica-
tions emerge in such an environment, multiple flows
arrive at different input ports of a receiver’s ingress
switch (i.e., E1) and compete to enter the same out-
going queue. If many flows and a few flows are ar-
riving at two input ports (A1 → E1 and A2 → E1)
and destined to the same output port (E1 → R),
the latter (i.e., the outcast flows) loses the good-
put tremendously because TCP timeout is triggered
more easily to them. It is called the TCP outcast
problem [2], leading to a serious TCP unfairness
among flows. For instance, as shown in Figure 2,
it even results in much higher goodput decrease in
the flows with a short RTT (i.e., from S1) than in
those with a long RTT (i.e., from S4-S15) in a fat-
tree topology.

2.2. Port Blackout

With excessive traffic flows, drop-tail queueing
may drop a series of consecutive packets at each in-
put port, and this is called port blackout [2]. We
refer to [2] for more details on the phenomenon and
here briefly explain it with an example depicted in
Figure 3. The figure illustrates how the port black-
out occurs at a bottleneck switch where a drop-tail
queue management policy is applied and there ex-
ist two input ports (i.e., X and Y ) and one output
port (i.e., Z). We consider a case where the packets
of TCP-based bulk data transfer applications arrive
at the switch through ports X and Y and leave it
via port Z.

X1
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X3

Y1

Y3

Time

A[Y1]

A[X1]

A[X2]

A[Y2]

A[Y3]

A[X3]

Port X Port Y Port ZOutput Queue

Y1

Y1

Y2 Y1

Y2 Y1

Y3 Y2 Y1

Y2

Figure 3: Port blackout at a switch with fixed-size payloads.
Synchronized packet arrivals make packets arriving at a par-
ticular port (port X in the figure) get discarded with high
probability as the output queue is almost always full when
they arrive. A[p] denotes an arrival time of packet p at the
output queue.

In this setup, packets are almost of the same size
(i.e., the size of TCP/IP headers + MSS). Traffic
is bursty and the inter-frame gap between packets
is constant (e.g., 0.096µs for a gigabit Ethernet ac-
cording to the IEEE 802.3 specification [15]). This
condition can create a situation where packets from
port Y are always stored in the output queue while
packets from port X are always discarded. This
occurs because packet arrivals are almost synchro-
nized and packets from port Y always arrive slightly
ahead of competing packets from port X whenever
one MSS worth of buffer space becomes available
at the output queue. For instance, as shown in
Figure 3, the arrival time of packet Y1 (denoted as
A[Y1]) is ahead of that of packet X1 (i.e., A[X1]),
A[Y2] < A[X2], and so forth. Even though a series
of packet drops happen fairly on ports X and Y by
turns, they damage more seriously to the through-
put of the incoming stream from port X if the
stream consists of less number of TCP flows. As
a consequence, the TCP flows from port X are out-
cast; they experience more frequent TCP timeouts
and lose the goodput more substantially than those
from port Y . This is the essence of the TCP out-
cast problem [2] that has negative impacts on the
TCP fairness among competing flows from different
input ports. It even leads to much higher goodput
decrease in flows with a short RTT than in those
with a long RTT in a fat-tree topology.
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Figure 4: An illustration of packet payload size random-
ization. The packet payload size randomization technique
creates packets with smaller payload size than MSS, and
breaks the synchronized arrivals of packets, thereby allevi-
ating the impact of the port blackout phenomenon. In the
figure, packet X2 arrives earlier than Y2 and finds the output
queue is not full. Hence, X2 is successfully inserted in the
queue, as opposed to the result in Figure 3. A[p] denotes an
arrival time of packet p at the output queue.

3. Payload Size Randomization

Addressing the TCP outcast problem requires
to reduce the consecutive packet losses at each in-
put port, thereby preventing the port blackout, the
main cause of TCP outcast. In this section, we
introduce a payload size randomization idea which
breaks the bursty and synchronized back-to-back
packet arrivals and as a consequence mitigates the
port blackout phenomenon. Then, through an ex-
periment, we quantitatively show that the random-
ization method substantially mitigates the degree
of the port blackout.

3.1. Avoiding Concurrent Packet Arrivals

The port blackout problem can be ameliorated
by reducing concurrent packet arrivals at two input
ports. At the transport layer, this can be achieved
by the rate-based approach but it is less practical
(see Section 9). Our approach to the problem is
rather to randomize the size of each TCP payload.
The intuition behind this is, randomizing the size of
TCP payload can induce randomness in the arrival
times of packets and it finally breaks the synchro-
nized arrival times of back-to-back packets at each
input port. This can reduce the chance of having
port blackout, and the initial randomness can be

Y2

X2Both  X2  and  Y2

Neither  X2  nor  Y2

Figure 5: Enqueue probability of X2 and Y2 at congestion.

preserved all the way down to the receiver in multi-
hop environments.

Let us consider an example illustrated in
Figure 4. In the example, X1 is dropped because
Y1 arrives slightly before X1 (i.e., A[Y1] < A[X1])
when one MSS worth of buffer space is left at the
output queue. Next, the payload size randomiza-
tion technqiue creates a case where the payload size
of X2 is smaller than that of Y2. This results in the
earlier arrival of X2 than Y2 (i.e., A[X2] < A[Y2]).
Hence, X2 is inserted to the output queue whereas
Y2 is dropped (c.f., the opposite phenomenon in
Figure 3 due to the port-blackout). The technique
again affects the dynamics of the arrival times of X3

and Y3 and this time lets Y3 inserted to the queue
and X3 discarded. Because the payload randomiza-
tion technique effectively breaks the synchronized
arrivals of packets, packet drops occur rather alter-
nately across input ports; thus the frequency of the
port blackout phenomenon decreases.

3.2. Understanding the Effect of Payload Size Ran-
domization

To take a closer look at the port blackout phe-
nomenon, we investigate how much a series of
packet drops from each input port can be alleviated
with the payload size randomization at a switch un-
der congestion. Let Q (0 ≤ Q ≤ Qmax) be the out-
put queue length. A packet drop occurs at a drop-
tail queue if a packet arrives when Q = Qmax. To
quantitatively measure the effect of the payload size
randomization, we focus on the enqueue probability
of two packets X2 and Y2 after Y1 is enqueued and
X1 is dropped (see Figure 4). More formally, the
probability of packet pkt to be enqueued at A[pkt],

4



is acquired by:

Pq(pkt) = 1− P (Q = Qmax at A[pkt]) (1)

Based on the notion of Eq. 1, we experimentally
measure the enqueue probabilities of i) X2, ii) Y2,
iii) both X2 and Y2, and iv) neither X2 nor Y2
while randomizing payload sizes. To do so, we write
an offline test code generating two virtual back-to-
back flows (from X and Y ). We randomly select
a payload size of each packet within the range of
[rMin, MSS]. We vary the degree of randomness by
changing rMin from 1B to 1,448B at the interval
of 1B. We construct a simple experimental setup
as follows: First, nodes are connected with 1Gbps
links. Second, there are two input ports X and Y ,
and one output port Z. Third, back-to-back pack-
ets arrive continuously at each input port and the
inter-frame gap is 0.096µs (i.e., 8B in a gigabit Eth-
ernet). Last, Y1 is enqueued to the output queue
while X1 is dropped.

By tracing all the packet arrivals and depar-
tures since A[Y1], we measure Pq(X2) and Pq(Y2).
We conduct this test 1,000 times per each rMin.
Figure 5 shows the four types of probabilities of in-
terest. If the regular TCP (i.e., the payload size
is not randomized at all and rMin = 1,448B) is
used, X2 never be enqueued. Of course, this simple
experimental result may not hold in real network
environments since the packet arrival time can be
distorted due to some random factors (e.g., vari-
ations in sending patterns or other unpredictable
random behaviors) [2, 16] and TCP does not gener-
ate endless bursty traffic unlike we did for the test.
However, Figure 5 clearly indicates why the port
blackout is hard to be prevented with the regular
TCP at a drop-tail queueing switch.

As rMin decreases (i.e., from the right of the x-
axis to the left in Figure 5, Pq(X2) increases and
Pq(Y2) decreases. Pq(X2) and Pq(Y2) approach to
0.63 and 0.58, respectively when rMin = 1B. One
interesting observation is that the enqueue proba-
bility of both X2 and Y2 also increases by decreas-
ing rMin. However, the payload size randomization
can make both X2 and Y2 dropped (e.g., with the
probability of 0.11 when rMin = 1B). Nevertheless,
the advantages far outweigh this disadvantage since
the probability of consecutive packet drops reduces
significantly by the randomization mechanism.

Another implication from the above result is that
it is unnecessary to reduce rMin overmuch. There

are two reasons. First, the enqueue probability of
X2 grows up more slowly as rMin approaches to
1B. Second, the lower rMin, the larger the header
overhead. It results in bandwidth waste.

4. Proposed Scheme: TCPRand

In this section, we focus on the design of our
proposed scheme that we call TCPRand. Before
sending a packet, TCPRand determines its payload
size via generating a uniform random number in
the range of [rMin, MSS]. Since rMin is a config-
urable variable (1 ≤ rMin ≤MSS), we can diversify
randomly generated payload sizes by selecting one
rMin value. However, it is unclear what value to
set. Moreover, the degree of port blackout can vary
depending on several factors such as background
traffic, changes in traffic patterns, etc. Due to these
reasons, we consider a scheme that can adaptively
select rMin value and effectively react to changes in
such factors. Our design choice for the adaptation
method lies not only in maximizing the fairness, but
also in minimizing the loss of total goodput in any
circumstances. We design our adaptation method
on top of TCP CUBIC [17], the default congestion
control algorithm in Linux.

4.1. Modeling Adaptive Selection of rMin in CU-
BIC

We focus on CUBIC’s cwnd growth function for
designing an adaptive rMin selection method as
variation in cwnd value can be indicative of the
probability of packet loss, which is a necessary con-
dition of the port blackout.

Let us first take a look at how the CUBIC’s win-
dow growth function (i.e., cwnd(t)), depicted in
Figure 6(a), works. We classify a CUBIC epoch
into 4 stages and present our adaptive rMin selec-
tion strategy for each stage based on its functional
characteristics.

Stage 1) Fast growth of cwnd (when cwnd <
Wmax): At the initial phase of a CUBIC epoch, the
cwnd grows very fast. The rationale here is that
the fast cwnd growth is unlikely to cause a packet
drop since the cwnd is already reduced by a factor
of β just before the start of this epoch. Therefore,
as Strategy 1, we propose to not reduce rMin ag-
gressively.

Stage 2) Slow growth of cwnd (when cwnd <
Wmax): CUBIC slows down the growth of cwnd as
approaching to Wmax since packet losses occurred

5



Wmax=cwnd(K)

=cwnd(0)

t

cwnd(t)=C(t-­K)3+Wmax

x=(cwnd-­      )/(Wmax-­      )

cwnd 2×Wmax+α

ω

τ

α α

α

(a) CUBIC’s cwnd(t). In CUBIC, when a packet
drop is detected, the cwnd decreases by a factor of
β (= 717/1024 in Linux kernel). Then, a new CU-
BIC epoch begins at t=0, and the initial cwnd of
the epoch α is set to cwnd(0). Wmax (called the
current maximum or the origin point) is the cwnd
where packet losses occurred previously. Refer to
[17] for more details on C and K.

x

1

0.5

Φ

),,( 2σµxΦ

(b) Φ: Normal Distribution CDF

Figure 6: Adaptive selection of Φ based on CUBIC’s cwnd.

at Wmax previously. The CUBIC’s heuristic indi-
cates that the probability of packet loss is increas-
ing fast at this stage. To counter the port blackout
actively, Strategy 2 is to reduce rMin aggressively.

Stage 3) Slow growth of cwnd (when cwnd ≥
Wmax): If the cwnd grows past Wmax, CUBIC en-
ters a max probing phase [17]. At the beginning
of the max probing phase, the cwnd grows slowly
to find out a new maximum point nearby as the
CUBIC’s heuristic expects that the probability of
packet loss becomes higher when cwnd ≥ Wmax.
Thus, as Strategy 3, rMin must decrease aggres-
sively again to prevent the port blackout.

Stage 4) Fast growth of cwnd (when cwnd ≥

Wmax): If no packet loss is detected for some pe-
riod of time after stage 3, CUBIC performs a fast
increase of cwnd since it guesses the new maximum
is far away. Thus, Strategy 4 is to not reduce rMin
actively at this stage.

4.2. Adaptive Algorithm to Calculate rMin

We adopt the proposed strategies discussed in
Section 4.1 and propose the TCPRand’s adapta-
tion method (Algorithm 1) to calculate rMin before
sending a packet.

1) How to decide rMin?
rMin is calculated based on Φ(x, µ, σ2),

which is the normal distribution CDF1 shown in
Figure 6(b). As the first parameter of Φ, x is a
normalized distance between cwnd and α as shown
at the line 3 of Algorithm 1. For instance, if cwnd
= Wmax, x = 1. The second and third parameters
of Φ, (i.e., µ and σ2) are the mean and the vari-
ance, respectively and they are configurable. rMin
is determined by the line 5 of Algorithm 1 based
on Φ and the other parameter θ, which is the lower
bound of rMin. We set θ=200B to prevent too much
goodput degradation and to keep reasonable fair-
ness (see the tradeoff between fairness and goodput
depending on rMin in Figure 8).

The normal distribution CDF supports our strat-
egy for each of the 4 stages well as follows. Assume
that µ = 1. At stage 1, Φ increases very slowly
and it leads to the gradual reduction of rMin as
Strategy 1. At stage 2, Φ increases fast and fi-
nally converged to 0.5; it causes the fast reduction
of rMin as Strategy 2. At stage 3, Φ grows quickly
so that the reduction of rMin is still fast as Strat-
egy 3. At stage 4, Φ grows leisurely and leads to
the slow reduction of rMin as Strategy 4.

2) When to turn TCPRand on/off?
Trigger point: Based on Strategy 1, we ac-

tivate TCPRand only when the τ ≤ cwnd. The
trigger point τ shown in Figure 6(a) is acquired by:

τ = Wmax −
Wmax − α

ντ
(2)

where ντ is a scale factor tuning τ . If ντ = 1, τ
= α. If ντ →∞, τ = Wmax.

End point: With Strategy 4, TCPRand can
also set the end point ω, as shown in Figure 6(a).

1To reduce the Φ calculation overhead (not trivial) at
kernel, we pre-calculated Φ for various input parameters and
stored the result in a table. Thus, Φ is acquired by a simple
table lookup.
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Algorithm 1 Adaptation Method to Select rMin

1: Input: ω, τ , cwnd, µ, σ2, θ
2: if τ ≤ cwnd ≤ ω then

3: x =
cwnd− α
Wmax − α

/* normalized distance from

α */

4: Φ(x, µ, σ2) =
1

2

(
1 + 1√

π

∫ x−µ
σ
√

2

−
(
x−µ
σ
√

2

) e−t
2

dt

)
5: rMin = max(MSS × (1 − Φ(x, µ, σ2)), θ)
6: else
7: rMin = MSS
8: end if

TCPRand is deactivated if cwnd grows above ω,
which is set by:

ω = Wmax +
Wmax − α

νω
(3)

where νω is a scale factor tuning ω. If νω → 0,
ω →∞. If νω = 1, ω = 2×Wmax − α. Preventing
ω from growing too much is useful to avoid unnec-
essary payload size randomization in case of large
cwnd (e.g., when the competing flows finish). Note
that Eqs. (2) and (3) are implemented at line 2 in
Algorithm 1.

5. Evaluation Setup

We evaluate the proposed solution in two ways:
ns-3 simulator and real testbed. We first describe
our evaluation environments, enumerate parame-
ters for TCPRand, and finally outline evaluation
metrics before presenting our results in Section 6
and 7.

5.1. NS-3 Simulation Environment

We incorporate TCPRand with the packet-level
simulator ns-3 to experiment it in a full-blown
topology (i.e., fat-tree [14]) of a data center net-
work as shown in Figure 1. We choose ns-3 because
it enables high performance simulation. We adopt
most of the configuration parameters suggested in
[2] (including link capacity (=1Gbps), TCP min-
RTO value (=2ms), MSS value (=1460B), routing
policy, etc.). The processing delay of each switch
is set to 25 microseconds as suggested in [18]. We
integrate TCPRand to both NewReno and CUBIC
whose source is available at [19]. In the remainder
of the paper, CUBIC and TCP are interchangeably
used unless otherwise mentioned.

5.2. Testbed Environment

To make our testbed realistically reflect a fat-
tree topology (shown in Figure 1), we use a topol-
ogy illustrated in Figure 7. All the machines, on
which TCPRand is running, are equipped with an
Intel Core i7-3770K CPU @3.50GHz, 32GB of main
memory and Intel 82579 Gigabit Ethernet NIC. We
use two different types of switches: Cisco catalyst
2970 which adopts the simple drop-tail queue man-
agement policy and HP 5900 which supports ECN
capability and enables us to run DCTCP for com-
parison with TCPRand. We implement TCPRand
by modifying the TCP output engine in the Linux
kernel 3.2.39. All the offload options including TCP
segmentation offload (TSO), generic segmentation
offload (GSO) and generic receive offload (GRO)
are disabled because they use the offload engine in
NIC and make TCPRand not work as expected.
We evaluate the impact of disabling the options in
Section 7.

TCPRand randomizes the payload size, which in
most cases becomes smaller than MSS, and as a
result it may generate more packets compared to
the regular TCP. Due to its unique characteristics,
we consider the following factors that can affect the
performance of TCPRand as follows:

Appropriate Byte Counting (ABC): Even
though TCP output engine in Linux increases cwnd
based on the number of acks (which works well with
the MSS-sized payload), by enabling ABC [20] op-
tion, cwnd increases based on the “bytes” acked. In
Linux kernels, ABC is implemented only in Reno
but we also implement it in CUBIC to observe its
effects. However, for the scenarios where TCP out-
cast happens (e.g., many flows and a few flows are
arriving at two input ports and destined to the same
output port), the use of ABC did not change the
overall test result. It is because the effect of ABC
is far smaller than that of the port blackout in the
TCP outcast scenarios. Thus, in this paper, we
only show the results experimented without ABC.

Nagle’s algorithm and congestion control:
To observe how TCPRand cooperates with different
congestion control mechanisms, we choose Reno,
BIC and CUBIC [17] and test them with or without
the Nagle’s algorithm [21]. However, for the TCP
outcast scenarios, there is no noticeable difference
among the six combinations since the port blackout
overwhelms their effect. Thus, we only address the
case with CUBIC and the Nagle’s algorithm since
CUBIC is the default congestion management pro-
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tocol in Linux today and most bulk transfer appli-
cations enable the Nagle’s algorithm.
SACK: By default, SACK is enabled for the

fast recovery from multiple packet losses in today’s
Linux. However we also conduct experiments with-
out SACK to see its role in TCP outcast scenarios
when combined with TCPRand.

5.3. TCPRand Parameters

TCPRand has four parameters (i.e., σ2, µ, ντ ,
νω), thus allowing many possible combinations of
these parameters. For instance, we can vary pa-
rameter values as follows: σ2={0.2, 1, 5}, µ={1,
0}, ντ={∞, 1}, νω={0, 1}. A larger σ2 causes
faster growth of Φ when x < µ but Φ grows slowly
when x ≥ µ. With a smaller µ, more aggressive
increase of Φ can be observed. τ = α if ντ = 1,
while τ = Wmax if ντ → ∞. ω = 2 ×Wmax − α
if νω = 1, while ω → ∞ if νω = 0. Out of many
configurations possible, we conduct evaluation with
the three sets of configurations denoted in the form
of (σ2, µ, ντ , νω). One configured as (1, 1, 1, 1)
represents a moderate setting, which is our default
setting. The other is set as (1, 1, ∞, 1) which rep-
resents the most conservative setting. The third is
the most aggressive setting that is configured as (1,
0, 1, 0). Unless otherwise mentioned, we use the
default setting while we mix and match the config-
urations when necessary.

5.4. Evaluation Metrics

We are primarily interested in evaluating
TCPRand with two key metrics: fairness and good-
put across both real testbed and simulation cases.
We shortly define each of them next.
Fairness: We use Jain’s fairness index [22] de-

fined as follows:

Fairness(g1, g2, · · · , gn) =
(
∑n
i=1 gi)

2

n×
∑n
i=1 g

2
i

(4)
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Figure 8: Effect of Qmax and background traffic. N:
NewReno, NTx: NewReno+TCPRand(rMin=x bytes), C:
CUBIC, CTx: CUBIC+TCPRand(rMin=x bytes), CTD:
CUBIC+ Adaptive TCPRand with (σ2, µ, ντ , νω)=(1, 1,
1, 1) and DCTCP.

where gi is the average goodput of flows sent by Si.
Note that in the ideal case, fairness index is 1.

Goodput: As typically defined, we obtain good-
put by dividing the amount of application-level data
by the total time taken until the completion of its
delivery. Total goodput is the sum of all flows’
goodputs.
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In addition to the two key metrics discussed
above, we also show other interesting metrics such
as flow completion time (FCT) (which is espe-
cially important for short flows), consecutive packet
losses, timeouts (in terms of frequency and period)
and flow convergence trend (to show the stability
of TCPRand flows compared to TCP ones).

6. NS-3 Simulation Results

We evaluate TCPRand in an ns-3 environment.
First, the evaluation focus lies on the two metrics
(i.e., fairness and goodput) while we vary network
conditions such as switch queue size (Qmax) and
the amount of background traffic. Second, we mea-
sure the timeouts, the main cause of TCP out-
cast, in two different aspects: frequency and pe-
riod. Third, we show how tolerable TCPRand is
to TCP outcast varying the number of competing
flows. Fourth, we conduct simulation with data
center workloads [23] to show that TCPRand in
general supports flows with different sizes well.

6.1. Fairness and Goodput Analysis

A total of 15 senders (S1-S15) generate one TCP
flow per sender to receiver R in the fat-tree topol-
ogy in Figure 1. We check how TCPRand miti-
gates the TCP outcast problem. In doing so, we
analyze how TCPRand interacts with varying the
maximum length (Qmax, expressed as the number
of packets) of the drop-tail queue and background
traffic values. Specifically, each sender simultane-
ously generates a flow for 10 seconds. Each flow
sent from sender Sn is denoted by Fn. Thus, in the
fat-tree, E1 is the most bottlenecked switch and F1

is the most outcast flow since F1 competes with
F2:15 for the output queue at E1.

We additionally plot the results of TCPRand
with static settings (i.e., fixed rMin) alongside
TCPRand (denoted as CTD in Figure 8) to demon-
strate why the adaptive rMin selection method is
better than configuring rMin statically. We also
compare TCPRand with DCTCP, a representative
cross-layer protocol for data center networks whose
congestion control mechanism requires additional
switch support including random early marking and
Explicit Congestion Notification (ECN). We do this
comparison in order to shed light on how close the
performance of a pure transport layer solution like
TCPRand can be to that of a cross-layer approach

like DCTCP. For DCTCP, we set a marking thresh-
old to 0.2×Qmax as proposed and used for 1Gbps
link in [9].

6.1.1. Impact of Qmax on fairness and goodput

To see the effect of Qmax to TCPRand, we set
Qmax = {20, 60, 100} in the unit of packet. Nota-
tions for transport schemes are given in the caption
of Figure 8. As shown in Figure 8(a), the regu-
lar TCP (i.e., N and C) suffers from the unfair-
ness caused by the TCP outcast. As decreasing
rMin statically, the outcast flows recover quickly
and the fairness index approaches to 1 regardless
of Qmax. However, more aggressive reduction of
rMin triggers more loss of total goodput as shown in
Figure 8(b) (goodput ratio normalized to that of N
or C). For instance, given Qmax = 100, as rMin de-
creases, the fairness of CTx increases (0.976, 0.991
and 0.996 with CT200, CT100 and CT50, respec-
tively). However, there are consistent decreases
in goodput of CTx: (0.855, 0.85 and 0.835 with
CT200, CT100 and CT50, respectively).

Overall, DCTCP shows good balance between
fairness and goodput. DCTCP can minimize packet
drop itself by keeping the queue length short
with the help of switch’s ECN capability, whereas
TCPRand promotes fair packet drops among flows
through the payload size randomization. Little
difference in total goodput between CUBIC and
DCTCP (see DCTCP bars at Qmax = 60 or 100
in Figure 8(b)) is because CUBIC flows fully uti-
lize the link capacity at an aggregated level and
so do DCTCP flows. However, when Qmax =
20, DCTCP loses the goodput considerably (i.e.,
0.936). It is because the marking threshold (i.e.,
4 = 0.2× 20) is too small for senders to increase its
cwnd high enough to acquire full goodput by the
DCTCP congestion control algorithm.

6.1.2. Impact of background traffic on fairness

For this simulation, given 15 senders, we make
each sender additionally generate, to the receiver,
10, 20 and 30Mbps UDP CBR traffic, accounting
for 150, 300 and 450Mbps aggregate background
traffic, respectively. Figure 8(c) shows the effect of
background traffic to the fairness where Qmax = 20.
We clearly observe that TCPRand always achieves
higher fairness than the regular TCP. However, the
larger the background flows, the smaller the ad-
ditional fairness gain of TCPRand to the regular
TCP. Note that in this simulation, the payload
size of the background flows is not randomized.
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Figure 9: The effect of TCPRand to timeouts. F1, avg(F2:3)
and avg(F4:15) in legend indicate the timeout statistics from
the 2-hop flow (the most outcast flow), an average of 4-hop
flows (F2 and F3) and an average of 6-hop flows (from F4 to
F15) in Figure 1, respectively.

Thus the effect of the payload size randomization to
the port blackout is restricted more as the amount
of background traffic increases. However, even
with the largest background traffic (i.e., 450Mbps),
TCPRand still achieves a noticeable fairness im-
provement. DCTCP also achieves high fairness
(i.e., 0.887) under the same background traffic con-
dition.

6.2. Timeout

To investigate the exact reason of the fairness in-
crease caused by TCPRand, we measure two met-
rics regarding timeout: frequency and period. Note
that the former indicates the number of timeouts
triggered while the latter does the total amount of

time halted by the timeouts. Using the results from
the simulation performed in Section 6.1, we com-
pare the timeout frequency and timeout period of
TCPRand (i.e., CTD) to the regular TCP (i.e., CU-
BIC) in Figure 9.

Timeout frequency: Since TCPRand gen-
erates (smaller but) more packets than TCP, it
causes more packet losses than TCP. As shown in
Figure 9(a), when the Qmax is small (i.e., 20), this
property makes all TCPRand flows (regardless of
the senders’ locations on the topology in Figure 1)
experience more timeouts than TCP ones. How-
ever, as Qmax increases, TCPRand reduces the
timeout frequency more than TCP. For instance
when Qmax = 100, all TCPRand flows experience
even less timeouts than TCP ones. It turns out that
the shuffle effects triggered by TCPRand at bot-
tleneck queue further decreases consecutive packet
losses (the main cause of timeout) at each input
port.
Timeout period: More importantly, compared

to TCP, TCPRand always reduces the timeout pe-
riod of the outcast flow (F1) regardless of Qmax
(see Figure 9(b)). This result may look contra-
dictory to what is shown in Figure 9(a). For in-
stance, when Qmax = 20, TCPRand increases the
timeout frequency of F1 by a factor of ∼3 but de-
creases the timeout period of F1 by half compared
to TCP. This is because TCPRand reduces the con-
secutive timeouts, and hence keeps RTO small. In
other words, consecutive timeouts trigger the expo-
nential backoff to the retransmit timer; preventing
them makes it possible to drastically decrease the
timeout period. TCPRand is effective in preventing
such consecutive timeouts for the outcast flow, thus
decreasing its overall timeout period. Furthermore,
as Qmax increases (i.e., Qmax ≥ 60), TCPRand re-
duces the timeout period of all the flows even in-
cluding the non-outcast ones (F4-F15).

6.3. Influence of Different Number of Senders

To understand how TCPRand operates at the
bottleneck queue under a varying number of
senders, we use a larger fat-tree that comprises of
8-port switches. A 8-ary fat-tree topology consists
of 80 switches and 128 hosts. We make a 2-hop flow
compete with the different numbers of 6-hop flows2.
Note that given a receiver, there are all 112 6-hop

2For simplicity, we do not generate 4-hop flows for this
simulation.
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Figure 10: Goodput of CUBIC and TCPRand flows when a
2-hop flow competes with different number of 6-hop flow(s)
in 8-ary fat-tree topology where there are 128 servers.

senders in the topology. In the simulation, Qmax is
set to 100.

Figure 10 shows how TCPRand affects the good-
put of a 2-hop and 6-hop flow(s). From the figure,
we first observe that the 2-hop flow acquires more
goodput than the 6-hop flow(s) when the number
of the 6-hop flow(s) is ≤ 2. This is because in gen-
eral TCP throughput is proportional to the inverse
of RTT [24]. However, as the number of the 6-hop
flows increases, the 2-hop CUBIC flow starts to suf-
fer from TCP outcast as shown in Figure 10(a). On
the other hand, the goodputs of TCPRand flows
agree to their fair share of bandwidth well regard-
less of the number of 6-hop flows, and the TCP
outcast problem is successfully mitigated even in a
larger topology (see Figure 10(b)).
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6.4. Analysis with Real Data Center Workloads

Since TCPRand tends to keep the payload size
less than MSS, it may increase flow completion
time (FCT), in particular that of short flows, which
in general originates from latency-sensitive applica-
tions. To answer that question, we trace the effect
of TCPRand to FCT using two realistic data center
workloads (i.e., web search and data mining) [23]
that consist of a mix of short and long flows. Flow
arrivals follow a Poisson process, and the sender and
receiver for each flow are chosen randomly among
all the 16 end-nodes (i.e., R and S1-S15 in Figure 1).
The flow arrival rate (i.e., load in the fabric) is var-
ied from 0.2 to 0.8 as suggested in [23].

Figure 11 shows the FCT of TCPRand and
DCTCP normalized to CUBIC per flow size group.
Regarding TCPRand, two trends are observed
while DCTCP in general is efficient in decreasing
FCT. First, TCPRand increases neither the aver-
age nor the 100 percentile FCT of short flows in
both web search and data mining workloads notice-
ably. It is because many short flows are extremely
small in real (especially in data mining) workloads
and many of them finish before TCPRand per-
forms the aggressive reduction of rMin. Second,
under high traffic load (i.e., Load=0.8), the CU-
BIC (especially long) flows often suffer from time-
outs, whereas TCPRand is in general effective in
suppressing timeouts. Hence, long TCPRand flows
in general achieve shorter FCTs than CUBIC flows
under high traffic load. Moreover, since the web
search workload contains more long flows than the
data mining one and TCPRand reduces the timeout
period of that long flows, the 100 percentile FCT
(especially of long flows) of TCPRand under high
traffic load decreases as shown in Figure 11(d).

7. Experimental Results

We now evaluate TCPRand in a real testbed.
The main purpose of this evaluation in the testbed
is to confirm that TCPRand in practice improves
fairness without compromising goodput in the pres-
ence of TCP outcast. Next, we conduct microscopic
analysis to shed light on how several aspects (packet
drops, timeouts, and retransmissions) in TCP con-
gestion control are affected by TCPRand.

We construct a testbed which simplifies the fat-
tree topology in Figure 1 but still preserves its
essential nature for creating TCP outcast. The
testbed topology is shown in Figure 7. This topol-
ogy allows us to create many TCP outcast cases

with different combinations of (N1, N2, N3) where
N1, N2 and N3 are the number of flows generated
by S1, S2 and S4, respectively in Figure 7. In fact,
we tested TCPRand in many TCP outcast events
and found in all cases TCPRand achieves similar
fairness and goodput. Thus, out of them, we choose
two combinations: i) (2, 4, 26) for mimicking the
observation in [2] that more flows come from distant
senders while less flows come from close senders in
the fat-tree and ii) (26, 4, 2) as the opposite of
case i) to show that TCPRand can solve the TCP
outcast problem even in unusual situations.

7.1. Fairness and Goodput Analysis

Fairness: Figures 12(a) and 12(b) show that re-
gardless of (σ2, µ, ντ , νω) configurations, TCPRand
always achieves a higher fairness index than CU-
BIC. While not shown for brevity, we measure the
fairness with many other combinations of the con-
figuration parameters and observe that higher fair-
ness is in general achieved as configurations be-
come more aggressive (i.e., with smaller µ and τ ,
or larger ω) in randomizing the payload. Even
with the most conservative setting (1, 1, ∞, 1),
TCPRand still obtains 16-41% higher fairness than
CUBIC. Moreover, regardless of the configuration
parameters or switch types, TCPRand always guar-
antees 0.9 or higher fairness index in all the sce-
narios we experimented. In addition, we also ob-
serve that TCPRand’s fairness index is comparable
to DCTCP’s in Figure 12(b).

Loss of total goodput: If µ = 1, TCPRand
always keeps the additional loss of total goodput
to CUBIC low (<1% in Figure 12(c) and <4% in
Figure 12(d)). Although we do not show the exact
picture for brevity, even for the case where TCP
outcast does not happen (i.e., the same number
of flows compete) and the total number of com-
peting flow is small (i.e., 3), TCPRand minimizes
the total goodput loss (∼1%) effectively. This in-
dicates that even though TCPRand is mainly de-
signed to pursue more fairness for TCP outcast sce-
narios, it causes only a trivial amount of additional
total goodput loss for non-outcast scenarios; this
is possible since the proposed adaptive randomiza-
tion scheme in Algorithm 1 avoids unnecessary pay-
load size randomization. In the worst case, com-
pared to CUBIC, the additional loss of total good-
put is marginal (∼2.3% in Figure 12(c) and ∼4.7%
in Figure 12(d)). This level of goodput loss can be
acceptable as well because most many-to-one ap-
plications that are barrier synchronized [12] may
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Figure 12: Fairness and total goodput of TCPRand, CU-
BIC and DCTCP under the testbed with the topology in
Figure 7, respectively. The 4-tuple in legend corresponds to
(σ2, µ, ντ , νω) of TCPRand. (1, 0, 1, 0) is the most ag-
gressive setting while (1, 1, ∞, 1) is the most conservative
configuration. We use two different types of switches (Cisco
Catalyst 2970 and HP 5900) to confirm that TCPRand is
effective to TCP outcast in various hardware settings. Note
that HP 5900 is ECN-capable and thus allows DCTCP ex-
periments.

improve their job completion time performance by

enhancing the goodput of the slowest TCP connec-
tion rather than maximizing total goodput. The
total goodput of DCTCP is similar to that of CU-
BIC under the outcast scenarios (see Figure 12(d)).

7.2. Microscopic Analysis on Improved Fairness

To further understand what effects TCPRand
brings to TCP flows in detail, we conduct a mi-
croscopic analysis with a simplest topology exhibit-
ing the TCP outcast problem. We do this in our
testbed instead of ns-3 simulator since the testbed
environment can best reflect the microscopic be-
haviors caused by the temporal port blackout that
happens at an output queue of commodity hard-
ware switches.

We use the same testbed shown in Figure 7 where
we only use two senders (S1 and S2) and one re-
ceiver (R). S1 creates one flow (denoted as F1)
to R and S2 does M flows (from F2 to FM+1, de-
noted as F2:M+1) to the same R. We vary M where
M={5, 10, 15, 20, 25}. Out of these five cases, we
only present the most prominent results that are ob-
served when M={5, 15, 25}. We disable the adap-
tive rMin selection method and statically set rMin
values. rMin of each flow is set to 1,448, 1,000, 600
or 200 bytes to make our analysis more tractable.
For the measurements, we use iperf and run it for
100 seconds per each case. All flows (i.e., F1:M+1)
start transmission simultaneously3

Basically, SACK is enabled in our experiments as
most modern Linux distributions support SACK by
default, but for a broader analysis, we also present
results while disabling SACK as well. We exam-
ine consecutive packet drops, TCP timeouts, and
packet retransmission for the analysis.

Consecutive packet drops: Figure 13 shows
the distribution of packet drops that the outcast
flow experiences with SACK option when M=15.
For the experiment, both S1 and S2 use the same
rMin. As shown in Figure 13(a), as rMin decreases,
the ratio of single-isolated packet drops to the to-
tal packet drops increases. Omitted for brevity, the
largest increase is observed with the smallest rMin
(i.e., 200B) across all M’s. This indicates that more
aggressive payload size randomization prevents con-
secutive packet drops more effectively. Figure 13(b)
shows the detailed distribution of consecutive (i.e.,

3Note that we also conducted experiments by varying the
arrival times of some flows and found no visible difference in
the results.
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Figure 13: The outcast flow’s packet drop distribution with
SACK when M=15 using Cisco Catalyst 2970.

2 ∼ 5) packet drops. It is clearly observed that
the frequency of consecutive packet drops decreases
dramatically (especially for more than two consec-
utive drops) as rMin decreases. When SACK is off,
the number of consecutive packet drops decreases
considerably up to M=15, and stops decreasing as
M further increases.

TCP timeouts: Figure 14 shows that
TCPRand+SACK prevents the outcast flow
from experiencing any TCP timeout; although
omitted for brevity, only one configuration caused
at most 4 timeouts when M=25. On the other
hand, disabling SACK shows two intriguing pat-
terns in Figure 14(b). i) TCPRand reduces the
number of TCP timeouts enormously with smaller
rMin values; when M=15, TCP timeouts decrease
from 204 (rMin=1,448, regular TCP) to 9 times.
ii) However, when M grows to 25, TCPRand fails
to reduce TCP timeouts noticeably. Even for the
regular TCP, enabling SACK option greatly helps
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Figure 14: The number of TCP timeouts and retransmissions
when M=15 (with Cisco Catalyst 2970). Note that no TCP
timeout is observed with SACK.

reduce the number of TCP timeouts (e.g., only
one timeout when M=25). This is because SACK
makes a flow recover efficiently against multiple
packet losses. However, there still exists unfairness
(as illustrated with Figure 12(b)) since the outcast
flow must recover from multiple packet losses alone
while the non-outcast flows share the recovery
burden among themselves.

Packet retransmissions: Figure 14 shows the
number of packet retransmissions of flows (repre-
sented by the left y-axis in each graph). We make
the following observations:

First, when rMin of the non-outcast flows (i.e.,
F2:16 at S2) is fixed, decreasing rMin of the out-
cast flow (i.e., F1 at S1) increases the number of
packets retransmitted by the outcast flow. For in-
stance, see in Figures 14(a) and 14(b) a configura-
tion where rMin of F2:16 is set to 1,000B: as rMin
of F1 reduces from 1,448B to 200B, F1 has an in-
creasing number of retransmissions. This is because
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decreasing rMin usually makes TCPRand generate
more packets (smaller than MSS) than the regular
TCP.

Second, when rMin of the outcast flow (F1)
is fixed, reducing rMin of the non-outcast flows
(F2:16) tends to decrease the number of packet re-
transmissions in F1. For example, from the solid
line in Figure 14(a), compare points where (rMin of
F1, rMin of F2:16) are (1,000, 1,448), (1,000, 1,000),
(1,000, 600) and (1,000, 200); we clearly observe a
decreasing trend in the number of retransmissions
of F1.

Third, Figures 14(a) and 14(b) show that the lack
of selective acknowledgement mechanism makes
TCPRand of the outcast flow retransmit more
packets. In contrast, when M < 15 (the graph
is omitted), we observe that TCPRand without
SACK has the similar pattern to that with SACK.

The final observation is that in all cases, the out-
cast flow (F1 at S1) does more packet retransmis-
sions than the non-outcast flows (F2:16 at S2) as
expected.

Throughout the analysis, we find out that
TCPRand in general decreases the number of con-
secutive drops, TCP timeouts and packet retrans-
missions of the outcast flow. Another interesting
finding is that TCPRand alongside SACK option
is most effective in alleviating several adversary
events to TCP performance. However, even with
SACK, statically changing rMin value is insufficient
to completely address the TCP outcast problem,
reassuring that our adaptive payload size random-
ization method is absolutely necessary.

8. Further Considerations

8.1. TCP Incast

TCP incast is another important problem which
shares high similarity with TCP outcast problem.
Hence, it is a natural question to ask whether or not
TCPRand adversely affects the TCP incast prob-
lem. To answer that question, we perform a simula-
tion to compare the goodput of CUBIC, TCPRand
and DCTCP under a TCP incast scenario. In the
simulation, the file size (or block size) is 128 KB
and Qmax = 100.

Figure 15 shows that DCTCP in general achieves
better goodput gain than the other two (CUBIC
and TCPRand). This is mainly because DCTCP
keeps queue length small (thus, mitigating packet
drop itself) whereas TCPRand only promotes fair
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Figure 15: Comparison of TCP, TCPRand and DCTCP in a
TCP incast scenario (Qmax = 100 and block size = 128KB).
We use a simple star topology composed of 40 senders, one
receiver and a 1GbE switch among them.

packet drops. In comparison with CUBIC, we find
that TCPRand does not make the TCP incast prob-
lem worse than CUBIC. We also observe the similar
trends (the graph is omitted) with different param-
eter values such as Qmax and block sizes.

8.2. Flow Convergence

Since fair sharing of network bandwidth is one
of the key characteristics of TCP, it is important
to check if the payload size randomization process
of TCPRand violates this property. Thus, we ex-
periment how TCPRand flows converge on a sim-
ple testbed composed of five senders (from each of
which one flow is generated), one receiver and a
1GbE switch among them. Each flow starts se-
quentially with 30 second interval and have different
durations (i.e., 270s, 210s, 150s, 90s, and 30s), re-
spectively as done in [25]. Figure 16(a) and 16(b)
show how TCP and TCPRand flows converge, re-
spectively. As shown in the figure, the convergence
trends of TCP and TCPRand flows are quite simi-
lar, assuring that flow convergence in TCPRand is
comparable to that of TCP.

8.3. Congestion Window Variation

To observe the effect of payload size randomiza-
tion to the congestion window, we compare the con-
gestion window variation of CUBIC and TCPRand
in our testbed and show the result in Figure 17.
Each flow (i.e., Flow1 and Flow2) in Figure 17
is generated from different senders at the same
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Figure 16: Flow convergence in terms of network bandwidth
sharing.

No. of concurrent flows

1 10 100 1000

CUBIC 4.6% 5.3% 7.9% 10.2%
TCPRand 12.5% 16.1% 28.0% 42.2%

Table 1: CPU overheads of CUBIC and TCPRand.

time and destined to one receiver. As shown in
Figure 17(a), the congestion window variation of
the two CUBIC flows is rather synchronized, ex-
plaining why TCP is prone to port blackout, the
main cause of TCP outcast. However, the conges-
tion window of TCPRand shown in Figure 17(b)
varies more asynchronously, which evidently shows
the reduction of port blackout probability.

8.4. CPU Overhead

By default in Linux, offload options such as TSO
are enabled to reduce CPU overhead if its NICs sup-
port them. On the other hand, TCPRand requires
to switch off those options, and thus can require
more CPU cycles. Here we measure the amount
of CPU resources used by TCPRand and compare
it with that of CUBIC measured while TSO is en-
abled. In our testbed, one CUBIC flow consumes
4.6% of the resources of one core, whereas one
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Figure 17: Congestion window variation.

TCPRand flow consumes 12.5%. As the number of
concurrent flows increases, the CPU overheads in
both schemes grow linearly (see Table 1). For in-
stance, 100 flows make CUBIC and TCPRand con-
sume 7.9% and 28.0% of the resources of one core,
respectively. In an extreme case where there exist
1,000 flows in a host, the CUBIC flows consume
10.2% and the TCPRand flows consume 42.2% of
the resources of one core. While TCPRand con-
sumes more CPU resources than CUBIC, those
amounts of CPU clock consumption may be ac-
ceptable since commodity servers are equipped with
multicore CPUs.

9. Related Work

Link layer solutions: Random early detection
(RED) [26] and stochastic fair queueing (SFQ) [8]
have been tested to solve the TCP outcast prob-
lem. Prakash et al. [2] point out that RED shows
RTT bias while SFQ makes flows have through-
put fairly and achieves RTT fairness but uncom-
mon in commodity switches. More importantly,
a large-scale deployment of commodity off-the-
shelf (COTS) switches enables low cost construc-
tion of data center networks. Unfortunately, these
switches employ neither RED nor SFQ [2]. It would
be prohibitively costly to replace them with high-
end switches that are capable of exploiting these ac-
tive queue management strategies. Zhang et al. [7]
propose a protocol that supports bandwidth shar-
ing by allocating switch buffer; the switch deter-
mines the size of the congestion window of its pass-
ing flow. However, all the switches in data centers
must be modified for supporting such a feature to
make use of this solution.
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Network layer solutions: Equal-length rout-
ing [2] makes all flows from senders routed up to
the core switch regardless of the senders’ locations.
Then, all the flows take the same downward path
from the core to the destination which leads to RTT
fairness. It uses a detour path to increase the path
similarity instead of the shortest path. However,
this approach causes performance degradation if
data center networks are oversubscribed. Further-
more, it significantly lacks flexibility.
Transport layer solutions: The rate-based de-

livery (e.g., TCP pacing [10] and sending time ran-
domization [12]) has also been considered as a so-
lution to the TCP outcast problem. TCP pacing,
combined with the window based congestion con-
trol, avoids burst delivery by giving some inter-
val between the transmission times of two consec-
utive packets and shows inverse RTT bias. How-
ever, the TCP outcast problem still remains con-
siderably in TCP pacing [2]. Chandrayana et al.
propose a scheme randomizing the sending times
by adjusting the inter-packet gap [11]. This, how-
ever, cannot retain the initial randomness created
by the sender throughout the routing path mainly
due to the bursty departure process at the first
bottleneck queue. This makes the approach in-
effective in a multi-hop environment. Moreover,
the rate-based delivery has a severe practical lim-
itation because it is practically infeasible to do
(sub-)microsecond level packet spacing [27] (e.g., in
1/10Gbps link), quite strictly required to get better
randomness effects in data center networks (where
RTT < 1ms [5]). Even though a high resolution
timer (e.g., hrtimer in Linux) is available, operat-
ing systems hardly guarantee the precise control of
inter-packet spacing time. Furthermore, frequent
timer interrupts lead to a large interrupt handling
overhead [5].
Hybrid solution: Alizadeh et al. propose

DCTCP [9], which is a cross-layer (i.e., link layer
+ transport layer) approach. In comparison with
DCTCP , we observed that DCTCP is effective to
mitigate the TCP outcast problem by controlling
a congested port’s queue length properly. How-
ever, DCTCP must leverage random early marking
and Explicit Congestion Notification (ECN) capa-
bility, which are not yet widely supported by most
commodity ToR switches especially in small and
medium data centers to our knowledge.
Per-packet scheduling: There have been sev-

eral recent proposals on per-packet scheduling [23,
28, 29, 30]. These new datacenter transports are

known to achieve near-optimal flow completion
times. Hence, they are likely to mitigate effectively
pathological congestion collapses such as TCP in-
cast and outcast. However, a forklift upgrade is
inevitable, meaning that all of the datacenter com-
ponents (hosts and switches) should unanimously
support one such scheme. Whereas this constraint
may not be an issue in private datacenters, it can
be a challenging problem in public cloud datacen-
ters (e.g., Amazon EC2) where tenants can run dif-
ferent kinds of transport protocols in their virtual
machines. On the other hand, pure transport ap-
proaches like TCPRand can be incrementally de-
ployed (e.g., application by application) for cloud
datacenter environments.

10. Conclusion

We proposed a payload size randomization
scheme called TCPRand to address the TCP out-
cast problem in data center networks. TCPRand
is a pure transport layer solution, which is easily-
deployable and practical to the TCP outcast prob-
lem. Without relying on any special link layer
support such as ECN, TCPRand guarantees su-
perior enhancement of TCP fairness by reducing
the timeout period of the outcast flow. Further-
more, it rarely sacrifices the total goodput since
TCPRand avoids unnecessary payload size random-
ization. The flow convergence of TCPRand is also
comparable to that of TCP. We envision that in-
tegrating TCPRand into TSO engine in NICs can
reduce the CPU overhead, and leave it as future
work.
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