
  

Energies 2019, 12, 4276; doi:10.3390/en12224276 www.mdpi.com/journal/energies 

Article 

HVAC-Based Cooperative Algorithms for Demand 
Side Management in a Microgrid 
Jie Ma 1, Xiandong Ma 1,* and Suzana Ilic 2 

1 Department of Engineering, Lancaster University, Lancaster LA1 4YW, UK; j.ma6@lancaster.ac.uk 
2 Lancaster Environment Center, Lancaster University, Lancaster LA1 4YW, UK; s.ilic@lancaster.ac.uk 
* Correspondence: xiandong.ma@lancaster.ac.uk 

Received: 16 September 2019; Accepted: 31 October 2019; Published: 9 November 2019 

Abstract: The high penetration of renewable power generators and various loads have brought a 
great challenge for dispatching energy in a microgrid system. Heating ventilation air conditioning 
(HVAC) system, as a household appliance with high popularity, can be considered as an effective 
technology to alleviate energy dispatch issues. This paper presents novel distributed algorithms 
based on HVAC to solve the demand side management problem, where the microgrid system with 
HVAC units is considered as a multi-agent system (MAS). The approach provides a desirable 
operating frequency signal for each HVAC based on the power mismatch value occurring on each 
local bus. It utilizes demand response of the HVAC units to minimize the supply-demand mismatch, 
thus reducing the quantity and capacity of energy storage devices potentially to be required. 
Compared with existing approaches focusing on the distributed algorithms under a fixed 
communication network, this paper addresses a consensus problem under a switching topology by 
using the Lyapunov argument. It is verified that a jointly strong and connected topology is a 
sufficient condition in order to achieve an average consensus for a time-varying topology. A number 
of cases are studied to evaluate the effectiveness of the algorithms by taking into account its power 
constraints, dynamic behaviors, anti-damage characteristics and time-varying communication 
topology. Modelling these system interactions has demonstrated the feasibility of the proposed 
microgrid system. 

Keywords: demand side management; HVAC (heating ventilation air conditioning); distributed 
algorithm; multi-agent system; microgrid 

 

1. Introduction 

There is a significant growth in the renewable power generation, which poses a great challenge 
to the power grid, due to its intermittency and uncertainty. Hence, the microgrid has recently 
emerged as a flexible architecture in the power utility, which integrates distributed renewable 
generations, various loads and energy storage devices. It has been developed not only to solve the 
local supply-demand imbalance problem but also to trade local energy with the utility or the 
neighboring microgrids. However, the intermittent renewable energy generations and stochastic load 
demand has posed a great challenge to achieve an optimal energy dispatch scheme [1]. 

Demand side management (DSM) was introduced to modify all the activities carried out on the 
user side. Generally, DSM issues can be defined as a customer-driven activity based on sophisticated 
energy policy and dynamic control strategy. The aim of an effective DSM strategy is to minimize the 
electricity bills for the end users while supporting the stability of the utility. The policy and control 
scheme are made mainly based on the following aspects: incentives, energy efficiency, time-of-use 
(TOU), demand response and spinning reverse [2,3]. A series of existing mathematical models, 
approaches and solutions regarding demand response were summarized in [4]. In the meantime, 
many literatures focused on investigating an optimal adaptive operation routine in a microgrid 
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system with the consideration of dynamical TOU and forecast error in order to overcome 
uncertainties in power generation and loads [5,6]. A new SwarmGrid based on self-organized algorithms 
was presented in [7] in order to smooth load consumption and coordinate distributed energy resources. 
In [8–10], adaptive control strategies were proposed to coordinate the loads demand and power 
generation with the aims of maximizing the expected profits for customers and microgrid operators, 
and enhancing the voltage/frequency stability in the microgrid system. The thermostatically 
controlled load (TCL), as an effective demand response object, consists of electrical heaters, HVAC 
and refrigerators, which has a great potential for modulating the short-term power consumption 
profile in order to alleviate the pressure on the utility at the peak time. For example, in [11,12], a 
second-order thermal parameter model was defined to describe a typical cooling/heating system, 
while a distinctive control strategy was employed to provide an ancillary service to guarantee the 
power balance. Furthermore, a stochastic control approach under a decentralized framework was 
proposed in [13], aiming at modulating the power profile of the heterogeneous appliances to provide 
a flexible demand response service. As for homogeneous loads, a hierarchical DSM control 
framework was proposed in [14], with an effort to regulate the primary frequency with aggregated 
HVAC units. However, the existing literatures fail to address the power imbalance problem in a 
standalone microgrid system with aggregated thermal loads. 

Many researchers found that a distributed algorithm is an optimal solution capable of solving 
the power mismatch problem. The development of distributed consensus algorithms has received a 
great deal of attention in recent years, due to its broad applications, e.g., in unmanned air vehicles, 
multivehicle systems, and sensor networks. It has become one of the mainstream solutions for the 
energy management problem, where many researchers have conducted researches on the economic 
dispatch problem (EDP) and optimal resource management problem. Distributed consensus algorithm 
has become an optimal solution to address the energy mismatch issue, where the incremental cost of 
power generation is indicated as a consensus variable, while the local power mismatch is assigned as a 
feedback variable to drive consensus variable to a common value in references [15–17]. Authors in 
reference [15] investigated convergence performance against feedback gain with an upper boundary 
being determined. Along this way, an optimal allocation strategy of the storage devices with consideration 
of the generation ramp rates was also studied in [1]. The application of distributed algorithms with regard 
to battery energy storage systems (BESS) have been found in many literatures [18–20]. In particular, a 
cooperative distributed control scheme was employed to coordinate battery agents to reduce power 
mismatch and maximize the energy efficiency of the batteries, while the robustness and plug-and-
play capability of the algorithm have been considered in [18]. In [19], authors developed an advanced 
algorithm to overcome the power imbalance caused by wind uncertainty. Another example was to 
apply the distributed algorithm to a hybrid energy storage system in the DC microgrid with a load 
sharing strategy, where the frequency stability in a microgrid system was improved [20]. In the 
meantime, electric vehicles (EVs) as a popular schedulable load can be aggregated and regulated with 
a distributed peer-to-peer MAS framework in order to support sustainable operation of the microgrid 
system [21]. In [22], the authors proposed an EV power controller based on a renewable generation 
and load demand forecasting curve to strengthen frequency stability in an islanded microgrid. 

Although use of BESS is a general solution to solve the power dispatch problem, a cluster of 
flexible loads due to their high controllability, such as HVAC and heat pumps, can be considered as 
good candidates to partly replace BESS devices. This paper integrates demand response of HVAC 
units into a consensus-based distributed algorithm, targeted on maintaining supply-demand balance 
in the local bus line. We show that the DSM problem can be converted to a distributed consensus 
problem, which is solved by an average consensus approach. Specifically, based on the test results of 
HVAC, a compressor frequency signal shows a linear relationship with power consumption [23,24]. 
Therefore, the frequency is selected as the consensus variable. The local power mismatch between 
the active power generation and load demand for each bus line is considered as a feedback gain 
variable. The power consumption of individual HVAC units can then be controlled by assigning 
dynamic compressor frequency signal, respectively. Thus, power mismatch for the local bus and 
entire system can be eliminated. Optimal feedback gains can be obtained by trend analysis of the 
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convergence speed, which can be varied or constant for different agents due to the diversity of the 
communication network. The distributed algorithm is then revised to facilitate the time-varying 
communication topology with Lyapunov stability analysis. An average consensus can be achieved 
asymptotically if the union of the digraphs across bounded time intervals is strongly connected, 
allowing the HVAC unit to intermittently connect with its neighboring agents. Representative case 
studies are subsequently presented to investigate the dynamics and robustness of the presented 
algorithm. Regarding the HVAC system, cooling capacity and customer comfort level are considered 
in reference [25]. However, the focus of our paper is to develop a new algorithm to address how to 
alleviate power mismatch by the utilization of the HVAC system. 

There are several contributions arising from the paper. Firstly, the employment of controllable 
HVAC loads will alleviate the power imbalance caused by intermittent and uncontrollable renewable 
power generation and stochastic load demands. This new type of load consumption pattern is 
modulated to fit the power mismatch of the entire microgrid system whilst minimizing the capacity 
of energy storage devices potentially required in the system. An average consensus is thus proved to 
be achievable even for the switching communication topology. Presently, researchers’ efforts are 
focused on solving the consensus problem under the fixed interaction topology. Hence, the novelty 
of research presented in this paper is that the distributed consensus algorithms are, for the first time, 
designed to accommodate the HVAC model under different interaction topologies to address the 
power mismatch problem. 

The paper is organized as follows. Section 2 presents the structure of the microgrid system and 
schematic of the HVAC electrical control circuit. Section 3 describes graph theory and consensus 
algorithms that are closely relevant to the work. The formulation of the HVAC-based DSM problem 
along with a HVAC model are presented in Section 4. Section 5 proposes the HVAC-based distributed 
energy management algorithms under the fixed and time-varying interaction topology, respectively. 
Simulation results are then presented and discussed in Section 6, followed by the conclusions and 
future improvements. 

2. Microgrid Structure 

The microgrid system under study is shown in Figure 1, consisting of 5-bus lines. Each bus line 
can be considered as an individual agent and the information interaction among agents is regarded 
as a MAS framework. Each bus connects a distributed generator (DG), uncontrollable loads and 
HVAC units. Circuit breaker (CB) is utilized to realize switching of the microgrid between two 
operating modes. Centralized controller aims to implement the energy dispatch scheme and assign 
the related control signal to each HVAC system. Microgrid system operates in an island mode and 
can be regarded as an autonomous system when disconnected from the utility. When operating in 
the grid-connected mode, the microgrid enables to trade energy with the utility [26]. In this paper, 
only the island mode is considered and implemented with the proposed algorithm. In Figure 1, thick 
solid lines and lines with an arrow represent the local buses and power flow, respectively, while the 
thin solid lines show the information exchange including operating frequency and power 
consumption between agents. The blue dotted lines with an arrow represent the reference 
information, such as the reference power issued by the centralized controller to each HVAC device. 
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Figure 1. The microgrid structure under study. 

HVAC units are the key components under study in the system. A HVAC unit can be either an 
AC inverter-based air conditioner or a DC inverter-based air conditioner, which employs AC motor 
or DC motor to drive the compressor, respectively. Figure 2 shows the schematic of a typical AC 
inverter-based air conditioner, demonstrating how the controller algorithms are integrated into 
power conversion of the HVAC system. 

In Figure 2, the power conversion circuit aims to achieve AC-DC-AC, which consists of an AC 
filtering module, a rectifier, a power factor control (PFC) circuitry, a DC filtering module, and an 
intelligent power module (IPM). Firstly, a stable DC voltage is obtained by connecting capacitors 
along with a PFC in the current path after the rectifier. The IPM module is utilized to convert DC to 
AC regulated by the PWM (pulse width modulation) signals as controlled to drive the compressor. 
There are two controllers in the HVAC unit. The upper controller implements the distributed 
algorithm and generates reference frequency and power signals ( ௜݂௥௘௙, ஺ܲ஼,௜௥௘௙) in response to the local 
power mismatch ( ஽ܲ,௜) and power constraint of the HVAC unit ( ஺ܲ஼,௜௠௜௡, ஺ܲ஼,௜௠௔௫) and frequency from the 
neighboring HVAC ( ஺݂஼,௝). Provided that the indoor and outdoor temperatures, frequency and power 
reference signals are given, the lower controller then generates PWM pulses to drive the IGBT 
(insulated-gate bipolar transistor) in the IPM module to ensure the compressor to work under a 
desirable frequency. Furthermore, the lower controller adjusts the operation state of the expansion 
valve and outdoor machine to assist its operation. 
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Figure 2. The schematic diagram of a typical AC inverter HVAC (heating ventilation air conditioning) 
system. 

3. Preliminaries 

In this section, the preliminary knowledge about graph theory and consensus algorithm is given. 
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3.1. Graph Theory 

The communication topology among agents in MAS can be described with an undirected graph ࣡ = (ࣰ, ℰ) , with a non-empty node set ࣰ = ሼ1,2,⋯ , ݊ሽ  and a finite edge set denoted by ℰ =ሼ(݅, ݆)|݅, ݆ ∈ ࣰሽ ⊆ ࣰ × ࣰ. As for an undirected graph, the edge (݅, ݆) presents vertex ݆ and ݅ enabling 
to exchange information with each other. Nodes	݆ and ݅ are regarded as the neighbor nodes. In this 
paper, the self-loop edges are not considered in the topology. Let ௜ܰ = ሼ݆|(݅, ݆) ∈ ℰሽ denote the union 
of neighbor vertexes for vertex ݅. If each node in an undirected graph has connection with any other 
nodes, the graph is called a strongly connected graph. Consider Figure 1, where each local bus is 
modelled as a node. The thin black solid lines signify the information interaction between 
neighboring nodes and hence, they form the communication topology. Clearly, the topology under 
Figure 1 is a strongly connected undirected graph. Mathematically, the topology can be described as 
a ݊ × ݊  matrix to explain the interaction among agents, which will be demonstrated in the 
subsequent section. 

3.2. Consensus Algorithm 

Considering a discrete-time multi-agent system, the information update of each agent relies on 
the current state of itself and its neighbor agents. Based on consensus algorithm, it is written as: ݔ௜(݇ + 1) = ∑ ݀௜௝ݔ௝(݇)௝∈ே೔   (1)

where ݔ௜(݇) is the state of agent ݅ at the iteration ݇, ݀௜௝  is communication weighting coefficient 
between vertex ݅ and ݆. Equation (1) can be rewritten in terms of matrices as below: ܺ(݇ + 1) = (2) (݇)ܺܦ

where matrix ܦ = ൛݀௜௝ൟ ∈ ℛ௡×௡ corresponds to an undirected graph ࣡(ࣰ, ℰ). Different methods have 
been used to define matrix ܦ such as those used in references [8,9,17]. Here, the Vicsek model is 
adopted to define ݀௜௝ as follows [27]: 

݀௜௝ = ۔ە
ۓ ଵଵା|ே೔| , ݆ ∈ ௜ࣰ1 − ∑ ଵଵା|ே೔|௝∈ே೔ , ݅ = ݆0, ݆ ∉ ௜ࣰ

  (3)

where | ௜ܰ| represents the number of elements in set ௜ܰ. It can be seen that matrix ܦ associated with 
a strongly connected graph is a positive doubly stochastic matrix, where the sum of coefficients in 
rows and columns are both equal to one. Matrix ܦ satisfies the following conditions [17,18]. 

1௡ܦ .1 = 1௡ and 1௡்ܦ = 1௡், where 1௡ is a column vector of all ones. 
 .with the rest of eigenvalues being positive ,ܦ is a nonnegative, doubly stochastic matrix with the condition 1. Based on the definition in [28], 1 is spectral radius of matrix ܦ .2
3. The average consensus is achievable based on initial conditions of all agents, if the graph is 

strongly connected. The consensus state is calculated by lim௞→ஶݔ௜(݇) = ଵ௡∑ ௜(0)௡௜ୀଵݔ  and ݔ௜(0) 
denotes initial condition for agent ݅ (݅ = 1,2, … , ݊). 
The above properties will be utilized in Section 5 for proof of DSM distributed algorithm. 

4. HVAC-Based DSM Problem Formulation 

Considering an IEEE ݊-bus system to construct a microgrid system, the active power balance 
model without transmission loss can be expressed as: ෍ ܲீ ,௜௡௜ୀଵ −෍ ௅ܲ,௜௡௜ୀଵ = ஽ܲ (4)

where ܲீ ,௜ is the distributed power generation at the ݅-th local bus, ௅ܲ,௜ denotes the non-adjustable 
load demand at bus ݅ , and ஽ܲ  is the total power mismatch for the entire microgrid system. An 
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appropriate dispatching strategy therefore needs to be implemented to share the total power 
mismatch ஽ܲ by regulating power consumption of the HVAC unit ஺ܲ஼,௜(݅ = 1,2, … , ݊) such that 

஽ܲ = ෍ ஺ܲ஼,௜௡௜ୀଵ  (5)

When power consumption constraints for each HVAC are applied, the objective of coordinating 
multiple HVAC units is to minimize the cost function: Min ൬෍ ܲீ ,௜௡௜ୀଵ −෍ ௅ܲ,௜௡௜ୀଵ ൰ (6)ݏ. ෍.ݐ ஺ܲ஼,௜௡௜ୀଵ = ஽ܲ (7)෍ ஺ܲ஼,௜௡௜ୀଵ ≤ ஽ܲ ≤෍ ܲ஺஼,௜௡௜ୀଵ  (8)

where ஺ܲ஼,௜, ܲ஺஼,௜ are lower and upper power constraints for the ݅-th HVAC unit, respectively. 
A HVAC system is physically composed of a compressor, an evaporator, condenser and 

expansion valves, sensors, electrical control parts and a central controller. It is the central controller, 
i.e., the lower controller as shown in Figure 2, that provides appropriate control signals to track the 
compressor power reference. Figure 3 shows the performance curves of a typical HVAC, 
demonstrating the relationship of operating frequency of the compressor against the cooling load, 
COP (Coefficient of Performance) and power consumption, respectively. The operating frequency 
increases with the increment of the cooling load. Then, the expansion valve will open more to ensure 
the HVAC to operate at an optimal COP value. Consequently, the power consumption of the 
compressor increases with the growth of the operating frequency. A series of performance testing 
carried out in [23] indicate that the compressor power consumption only relies on the operating 
frequency and is independent of the temperature. 

 
Figure 3. COP, power consumption and cooling capacity of the HVAC against the compressor 
operating frequency [24]. 

The relationship between the power consumption and compressor frequency can be numerically 
fitted by a first-order function, without considering the power constraints: 

஺ܲ஼,௜ = ௜ݑ ௜݂ + ௜ (9)ݒ

where ௜݂ is the operating frequency of the associated compressor, and ݑ௜ and ݒ௜ are a pair of model 
coefficients with respect to ݅-th HVAC unit. Physically, ݑ௜ and ݒ௜ denote load ramp rates and initial 
power of the HVAC unit, respectively. 

Assume there are ݊ HVAC units in a microgrid system, then according to Equations (7) and (9), 
all frequency signals will eventually converge to an optimal common value ݂∗, which is calculated as: 
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݂∗ = ൬ ஽ܲ −෍ ௜௡ଵݒ ൰෍ ௜௡ଵݑ1  (10)

The associated power consumption for each HVAC is therefore: 

஺ܲ஼,௜∗ = ∗௜݂ݑ + ௜ (11)ݒ

Considering power constraints on HVAC, the frequency can be specified as: 

൞݂∗ = ( ஺ܲ஼,௜ − ,௜ݑ/(௜ݒ ஺ܲ஼,௜ < ஺ܲ஼,௜ < ܲ஺஼,௜݂∗ > ( ஺ܲ஼,௜ − ,௜ݑ/(௜ݒ ஺ܲ஼,௜ = ܲ஺஼,௜݂∗ < ( ஺ܲ஼,௜ − ,௜ݑ/(௜ݒ ஺ܲ஼,௜ = ஺ܲ஼,௜  (12)

Let define  as a subset of the HVAC units where the power consumption is saturated, in 
order to achieve the optimal assignment, we have: 

 ݂∗ = ൫ ஽ܲ − ∑ ஺ܲ஼,௜௜∈୻ಲ಴ − ∑ ௜௜∉୻ಲ಴ݒ ൯∑ ଵ௨೔௜∉୻ಲ಴  (13)

The power consumption for each HVAC can be described as: 

஺ܲ஼,௜∗ = ቊ ∗௜݂ݑ + ,௜ݒ ݅ ∉ Γ஺஼	 ஺ܲ஼,௜		or		ܲ஺஼,௜, ݅ ∈ Γ஺஼  (14)

The results obtained in Equation (14) are the solution to the DSM problem as formulated in 
Equations (6)–(8) with HVAC power constraints being considered. 

5. Distributed Algorithm for DSM 

In this section, we present a distributed cooperative algorithm by incorporating the HVAC 
model in order to address DSM problem in a standalone microgrid system. The main objective is to 
obtain a desired frequency ݂∗  and power reference ௜ܲ∗  for HVAC to compensate local power 
mismatch. The convergence proof for the proposed algorithm under fixed topology and dynamic 
topologies are given. Then, a two-level control scheme employed by HVAC is presented to 
demonstrate how the algorithm is implemented. 

5.1. Under Fixed Topology 

Let ௜݂(݇) and ஺ܲ஼,௜(݇) be the operating frequency and power consumed for the ݅-th HVAC at 
the iteration ݇, respectively. ஽ܲ,௜ denotes the power mismatch estimated between the local power 
generation and local load demand at bus ݅. ߳௜  is a positive coefficient affecting the convergence 
speed. The discrete time distributed algorithm is described as 

 ௜݂(݇ + 1) = ∑ ݀௜௝ ௝݂(݇)௝∈ே೔ + ߳௜ ஽ܲ,௜(݇) (15)
 ஽ܲ,௜(݇ + 1) = ∑ ݀௜௝௝∈ே೔ ஽ܲ,௝(݇) − ቀ ஺ܲ஼,௜(݇ + 1) − ஺ܲ஼,௜(݇)ቁ (16)஺ܲ஼,௜(݇ + 1) = ௜ݑ ௜݂(݇ + 1) + ௜ (17)ݒ

Remark. The update of ௜݂ in the Equation (15) is obtained based on collaborative efforts of all neighboring 
agents of the ݅-th HVAC and its current state. The stability of the algorithm mainly relies on consensus term 

, which is determined by the associated communication topology. The surplus term ߳௜ ஽ܲ,௜(݇) 
provides a feedback mechanism to ensure the convergence and ߳௜ is called state feedback gain, which dominates 
the convergence speed of ௜݂ when converging to optimal ݂∗. 

Consider the initial conditions: 

ቐ		 ௜݂(0) = ( ஺ܲ஼,௜(0) − ௜஺ܲ஼,௜(0)ݑ/(௜ݒ ∈ ൣ ஺ܲ஼,௜, ܲ஺஼,௜	൧஽ܲ,௜(0) = 0  (18)
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Let ஺ܲ஼,௜(0) be any value within the power constraint boundary, and total initial power consumed 
by HVAC devices is ஺ܲ஼(0) = ∑ ஺ܲ஼,௜(0)௡௜ୀଵ . 

Equations (15)–(17) can be rewritten in a matrix form as follows: ܭ)ܨ + 1) = (݇)ܨܦ + ܧ ஽ܲ(݇)    (19) 

஽ܲ(݇ + 1) = ܦ ஽ܲ(݇) − ( ஺ܲ஼(݇ + 1) − ஺ܲ஼(݇))  (20) 

஺ܲ஼(݇ + 1) = ݇)ܨܷ + 1) + ܸ  (21) 

where ܨ, ஽ܲ, ஺ܲ஼ , ܸ are column vectors of ௜݂ , ஽ܲ,௜ , ஺ܲ஼,௜ ௜ݒ , , respectively, with ݅ = 1,… , ݊. Define ܧ = ݀݅ܽ݃ሼ߳ଵ, ߳ଶ,⋯ , ߳௡ሽ ,ܷ = ݀݅ܽ݃ሼݑଵ, ⋯,ଶݑ , ௡ሽݑ . Since ܦ , as defined by Equation (3), is a doubly 
stochastic matrix, we obtain from Equation (20): 

 ஽ܲ(݇ + 1) + ஺ܲ஼(݇ + 1) = ܦ ஽ܲ(݇) + ஺ܲ஼(݇) ⟹ 1௡்൫ ஽ܲ(݇ + 1) + ஺ܲ஼(݇ + 1)൯ = 1௡்൫ܦ ஽ܲ(݇) + ஺ܲ஼(݇)൯ = 1௡்൫ ஽ܲ(݇) + ஺ܲ஼(݇)൯ ⟹ 1௡்൫ ஽ܲ(݇) + ஺ܲ஼(݇)൯ = ⋯ = 1௡்൫ ஽ܲ(0) + ஺ܲ஼(0)൯   (22) 

It indicates the summation ஽ܲ(݇) + ஺ܲ஼(݇)  can be preserved for all iteration ݇ . With the initial 
condition, we have ∑ ஽ܲ,௜(݇)௡௜ୀଵ = ∑ ቀ ஺ܲ஼,௜(0) − ஺ܲ஼,௜(݇)ቁ௡௜ୀଵ . If ஽ܲ,௜(݇) → 0  when ݇ → ∞  for ݅ =1,2, …݊, the power imbalance problem is solved for each bus. 

The Equations (19)–(21) can be reformatted as a matrix form: ൬ ݇)ܨ + 1)஽ܲ(݇ + 1)൰ = ܹ ൬ ஽ܲ(݇)൰(݇)ܨ ,ܹ = ൬ ܦ ܫ)ܷܧ − (ܦ ܦ −  ൰    (23)ܧܷ

Note that matrix ܹ has negative entries due to the presence of (ܫ −  Thus, the characteristic of .(ܦ
the nonnegative matrix based on the spectrum of ܹ  cannot be directly utilized. Here, matrix 
perturbation theory is employed to verify the convergence of algorithm with a certain graphical 
condition of the topology being applied [29]. 

Theorem 1. Suppose a communication digraph is strongly connected, each agent can achieve the average 
consensus with the distributed algorithm described in Equations (15)–(17), if the feedback gain is properly small 
[15]. 

Proof of Theorem 1. In Equation (23), the matrix ܹ can be regarded as a deterministic matrix perturbed by 
a parameter matrix. The derivatives of eigenvalues for ܹ are verified to be non-positive, given a sufficiently 
small parameter matrix ܧ. The convergence proof of the algorithm can be referred in [15]. 

Now considering power constraints on HVAC, Equation (17) is then revised to: 

஺ܲ஼,௜(݇ + 1) = ۔ە
ۓ ஺ܲ஼,௜, 							 ௜݂(݇ + 1) < ௜݂ݑ௜ ௜݂(݇ + 1) + ,௜ݒ ௜݂ < ௜݂(݇ + 1) < ݂௜ܲ஺஼,௜,								 ௜݂(݇ + 1) > ݂௜   (24)

where ௜݂ = ( ஺ܲ஼,௜ − ௜, ݂௜ݑ/(௜ݒ = (ܲ஺஼,௜ −  ௜. With the same initial values as given in Equations (18)ݑ/(௜ݒ
and (23), it is then revised to: ൬ ݇)ܨ + 1)஽ܲ(݇ + 1)൰ = ൬ ܦ ܫ)′ܷܧ − (ܦ ܦ − ൰ܧ′ܷ ൬  ஽ܲ(݇)൰ (25)(݇)ܨ

where ܷᇱ = ݀݅ܽ݃ሼݑଵ′, ⋯,′ଶݑ , ௜ᇱݑ ௡′ሽ withݑ = ൜ 0, if	 ஺ܲ஼,௜	is	saturatedݑ௜, otherwise  (26) 

The revised Equations (24)–(26) also satisfy Theorem 1. 

5.2 Under Time-Varying Topology 
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Assuming the communication network in the MAS is time varying, the Equations (15) and (16) 
need to be improved to accommodate the average consensus in a dynamic topology. 

௜݂(݇ + 1) = ∑ ܿ௜(݇)݀௜௝(݇) ௝݂(݇)௝∈ே೔ + ߳௜ ஽ܲ,௜(݇)  (27)஽ܲ,௜(݇ + 1) = ∑ ܿ௜(݇)݀௜௝(݇)௝∈ே೔ ஽ܲ,௝(݇) − ቀ ஺ܲ஼,௜(݇ + 1) − ஺ܲ஼,௜(݇)ቁ  (28)

where the switching parameter ܿ௜(݇) = 1, if the ∑ ݀௜௝(݇)௝∈ே೔ ≠ 0 , or otherwise ܿ௜(݇) = 0. Let us 
define ܦᇱ(݇) = ൛ܿ௜(݇)݀௜௝(݇)ൟ as also a doubly stochastic matrix as ܦ . This means that the agent 
updates its current state and may only rely on its surplus term, if there is no direct information from 
in-neighbors during the time subinterval. A matrix format is expressed as: ൬ ݇)ܨ + 1)஽ܲ(݇ + 1)൰ = ൬ (݇)′ܦ ܫ)ܷܧ − ((݇)′ܦ (݇)′ܦ − ൰൬ܧܷ ஽ܲ(݇)൰ (29)(݇)ܨ

Theorem 2. The revised Equations (27) and (28) can solve the average consensus under a dynamically 
changing interaction topology if the union of the directed graph across each interval is strongly connected. 

As known, the state matrix in Equation (29) fails to be divided into a deterministic matrix and 
parameter matrix due to the appearance of ܦ′. The matrix perturbation theory is thus not applicable 
to prove a dynamic topology. The convergence proof of Equation (29) is now conducted based on the 
Lyapunov-type argument. 

In order to design a Lyapunov candidate function, we introduce the maximum and minimum 
frequency state m(݂) and m(݂) with regard to Equation (27) satisfying: m(݂) = max௜∈௡ ( ௜݂), m(݂) = min௜∈௡ ( ௜݂) (30)

As demonstrated in reference [30], the minimum value m(݂) is a non-decreasing variable for each 
iteration. It satisfies m(݂(݇)) ≤ ௔݂ , if ௔݂  is the convergence value. When m൫݂(݇)൯ = ௔݂ , all agents 
satisfy average consensus condition at which ௜݂(݇) = ௔݂ and ஽ܲ,௜(݇) = 0. The final equilibrium point 
will be ( ௔݂1௡, ૙), where ૙ is a column vector that all elements must be zero. 

Similar to the derivation in fixed topology case as Equation (22), we then obtain: 1௡்൫ ஽ܲ(݇) + ൯(݇)ܨܷ = ⋯ = 1௡்൫ ஽ܲ(0) +  ൯(0)ܨܷ
This implies that ஽ܲ(݇) + (݇)ܨܷ  is a constant quality for all ݇ . Given the initial 
condition	൫(0)ܨ, ஽ܲ(0)൯, the steady state value for each agent converges to ( ௔݂, 0), where the scalar ௔݂ = ∑ ௨೔೙೔సభ ௙೔(଴)∑ ௨೔೙೔సభ . We define a set to describe the change of states (ܨ, ஽ܲ) when they approach and 

converge to the consensus point. Ω( ௔݂) = ൜(ܨ, ஽ܲ) ∈ ܴଶ௡ :	ଵ೙೅(௉ವା௎ி)∑ ௨೔೙೔సభ = ௔݂, ஽ܲ > 0ൠ ⊂ ܴଶ௡ (31)

Remark. Suppose that Δ఑(ܨ, ஽ܲ) and V(ܨ, ஽ܲ) are positive bounded functions with respect to the equilibrium 
point. There exist finite times ߢ satisfies that each state (ܨ(݇), ஽ܲ(݇)) ∈ Ω( ௔݂) meets. V(ܨ(݇ + κ), ஽ܲ(݇ + κ)) − V൫ܨ(݇), ஽ܲ(݇)൯ ≤ −Δ఑(ܨ, ஽ܲ) 
Then, the network of agents achieves uniform average consensus. 

Now, we introduce a Lyapunov candidate function V(ܨ, ஽ܲ) as below: V(ܨ, ஽ܲ) = ଵ೙೅(௉ವା௎ி)∑ ௨೔೙೔సభ − m(݂) (32)

Clearly, V  is a continuous and bounded function with respect to (ܨ, ஽ܲ) , because both 1௡்( ஽ܲ + (ܨܷ ∑ ௜௡௜ୀଵൗݑ  and m(݂)  are restricted. With the definition of both terms as mentioned 
above, V(ܨ, ஽ܲ) is positive definite when (ܨ, ஽ܲ) ∈ Ω( ௔݂) − ( ௔݂1௡, ૙), while V(ܨ, ஽ܲ) = 0, if the state 
converges to the consensus point ( ௔݂1௡, ૙). 
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Assuming that  denotes switching times occurring time interval [݇, ݇ + 1], we consider an 
auxiliary function Δ఑(ܨ, ஽ܲ), where (ܨ, ஽ܲ) ∈ Ω( ௔݂), which satisfies: Δ఑(ܨ, ஽ܲ) = inf ቀV(ܨ, ஽ܲ) − V൫ܨ఑, ஽ܲ఑൯ቁ (33)

where the function experiences all possible sequences ൫ܨ଴, ஽ܲ଴൯ , ൫ܨଵ, ஽ܲଵ൯, … , ൫ܨ఑, ஽ܲ఑൯ ∈ Ω( ௔݂) , 
satisfying Equation (29). Thus, ൫ܨ఑, ஽ܲ఑൯ is a pair of reachable state from ൫ܨ଴, ஽ܲ଴൯. From Equation 33, 
if V(ܨ, ஽ܲ) = 0 , the only solution is (ܨ, ஽ܲ) = ( ௔݂1௡, ૙)  and Δ఑( ௔݂1௡, ૙) = 0 , thus Δ఑(ܨ, ஽ܲ) = 0 , 
which indicates the system reaches the average consensus point. Then, we introduce Lemma 1 as 
below, in order to demonstrate the positive definite property of the Δ఑(ܨ, ஽ܲ) , when (ܨ, ஽ܲ) ∈Ω( ௔݂) − ( ௔݂1௡, ૙). 

Lemma 1. If a dynamic digraph is jointly strongly connected during each time interval, there is a finite switching 
times ߢ happens in [݇, ݇ + 1], when ܸ(ܨ, ஽ܲ) and ߂఑(ܨ, ஽ܲ) both satisfy the strictly positive condition. 

Since the preconditions of positive definite property of Δ఑(ܨ, ஽ܲ) and V(ܨ, ஽ܲ) are based on the 
non-decreasing property of minimum state, it satisfies m(݂(݇)) < m൫݂(݇ + κ)൯. The proof of Lemma 1 
relies on the graphical condition of jointly strongly connected topology, dynamic state information 
and surplus updating as described in Equations (27) and (28), which is organized by two steps. 
Firstly, suppose that some nodes in a network have positive surplus, all nodes will then have positive 
surplus in a finite time, due to a jointly strongly connected graph. Secondly, by using the positive 
surplus, the node having a minimum state of the updated graph will not decrease with the non-
negative property of the minimum state. More detailed proof can be found in [30]. 

Proof of Theorem 2. Assume that ࣡(݇) denotes a dynamic communication network under a multi-agent 
system, which is jointly strongly connected. We then define a Lyapunov candidate function (Equation (32)) and 
an auxiliary function (Equation (33)) with both satisfying the condition in Lemma 1. According to second method 
of Lyapunov, the stability of presented Equations (27) and (28) is verified and a uniform average consensus is 
achievable. 

5.3. Algorithm Implementation 

It is worth emphasizing that the state feedback gain ߳௜ is a crucial parameter that dominates the 
stability and convergence rate of the distributed algorithm. Figure 4 illustrates the change of 
convergence time with feedback gain ߳௜  under a fixed topology. It can be clearly seen that the 
convergence time decreases exponentially when 0.1 < ߳௜ < 3.6 . Then, the convergence rate is 
growing slightly when ߳௜ rises to 9 and the system becomes unstable when ߳௜ > 9. Apparently, the 
optimal value of ߳௜ lies at the corner point of the curve, which is 3.6 resulting in a fastest consensus 
time and 35 iterations associated with settling time. Similar trends are also found for the revised 
algorithm under the time-varying topology. 

The algorithms are implemented based on the proposed MAS framework. The control scheme 
for each agent is described in Figure 5. The upper controller determines the desired frequency and 
calculates the power reference for each HVAC to operate. It is composed of five function blocks. The 
initialization and measurement block define the initial condition as specified in Equation (18) and 
specifies the local power mismatch. Power constraint block specifies the operating power range for each 
HVAC, as indicated in Equation (24). Communication block exchanges information of frequency and 
the estimated power mismatch with neighboring agents. The optimal frequency discovery block 
updates its state according to Equation (15). Local information update block calculates the HVAC power 
consumption and local power mismatch reference signals, as calculated by Equations 16 and 17 and 
provides them to the lower controller of the HVAC. The lower controller of the HVAC varies its control 
signal by tracking the frequency and power reference signals, as described in Section 2. 

In summary, the consensus Algorithm 13 under a fixed communication topology with/without 
power constraints are firstly presented. The algorithm is then modified to address the case under 
time-varying interaction topology. The stability of the revised Algorithm 21 with its stable condition 
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is proved by Lyapunov stability theorem, where a Lyapunov candidate function (Equation (32)) and 
an auxiliary function (Equation (33)) are proposed to support the proof. 

 

Figure 4. Convergence time with varying feedback gain. 

Agent 

Communication

Initialization (14) &
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iDP ,if
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Figure 5. Block diagram of a two-level control scheme for MAS. 

6. Simulation Results 

In this section, the feasibility of the proposed Algorithms 13 and 19 for power constraint and 
unconstraint conditions are firstly studied in Case 1 and Case 2, respectively. Then, the power 
unconstraint case is revised to test the time-varying power generation scenarios of renewable energy 
generators, which is shown in Case 3. In Case 4, robustness of the algorithms is discussed when the 
HVAC is considered to be broken down or removed from the microgrid system in order to evaluate 
the anti-damage capability of the microgrid. The performance of the network with time-varying 
topology to verify the Algorithm 21 is lastly assessed and demonstrated in Case 5. 

The microgrid system under test, as shown in Figure 1, is an IEEE 5-bus system. Each bus has a 
distributed generator, HVAC unit and other uncontrollable loads. Suppose that the system operates 
in island mode, which has no power exchange with the main grid. The interaction topology matrix 
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regarding the communication topology can be determined with Equation (3). Table 1 gives the 
parameters of HVAC capacities and power generation of local buses. The feedback gain ߳௜(t) for 
each bus is assumed identical to simplify the problem. Based on Equation (18) and HVAC 
specifications, initial values are selected as (0)ܨ = [34,57,28,45,67]  Hz, 	 ஽ܲ(0) = [0, 0, 0, 0,0]  kW, ܲீ (0) = [0.943, 2.64, 3.25, 1.64, 3.08] kW. Referred to the trend of convergence rate against feedback 
gain as shown in Figure 4, ߳ = 3.6 is adopted in the case studies unless otherwise specified. All of 
simulations are performed with MATLAB/SIMULINK. 

Table 1. Parameter setting of HVAC unit in microgrid system. 

Bus i ࢛࢏,࡯࡭ࡼ ࢏࢜ ࢏ (kW) ࢏,࡯࡭ࡼ (kW) ࢏,ࡳࡼ(૙) (kW) 
1 0.057 −0.995 2 0.5 0.943 
2 0.07 −1.12 4.8 2 2.64 
3 0.04 −0.75 3.5 0.2 3.25 
4 0.06 −1.06 4 1.6 1.64 
5 0.035 −0.558 4.5 1 3.08 

6.1. Case Study 1: Without HVAC Power Constraints 

In this case study, power constraints of HVAC units are not imposed. Figure 6 shows the update 
of frequency signal, power consumption, local bus supply-demand mismatch and total energy 
consumption (as demanded to be 11.55 kW). After 35 iterations, local power mismatch goes to zero, 
as shown in Figure 6c, while power consumed matches the power supplied as shown in Figure 6d. 
The operating frequency of all HVAC units converges to a common value ݂∗ = 60.206 Hz, as seen 
from Figure 6a. The power consumption for each HVAV is	 ஺ܲ஼,ଵ = 2.494 kW, 	 ஺ܲ஼,ଶ = 3.164 kW, 	 ஺ܲ஼,ଷ = 1.698 kW, 	 ஺ܲ஼,ସ = 2.612 kW, and 	 ஺ܲ஼,ହ = 1.584 kW, respectively, as seen from Figure 6b. 
It is noted that the power output of the HVAC 1 should be saturated if power constraints are applied. 

 

Figure 6. Results without power constraints: (a) Frequency; (b) HVAC power consumption; (c) 
Estimated power mismatch and (d) Power balance. Note that legend in (c) is also valid for (a,b). 

6.2. Case Study 2: With HVAC Power Constraints 
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Following results in Case 1, Figure 7 illustrates results for the case considering HVAC power 
constraint. After 35 iterations, the units converge to a new frequency ݂∗ = 63.6146 Hz. The power 
consumption for each HVAC unit is 	 ஺ܲ஼,ଵ = 2 kW, 	 ஺ܲ஼,ଶ = 3.333 kW, 	 ஺ܲ஼,ଷ = 1.795 kW, 	 ஺ܲ஼,ସ =2.757 kW, 	 ஺ܲ஼,ହ = 1.668 kW, respectively. Note that the power of HVAC 1 becomes saturated now 
after 5 iterations and the optimal frequency has a slight increase from 60.2061 Hz to 63.6146 Hz. The 
unsaturated HVAC units share more power with the growing frequency to compensate the effect of 
the saturated HVAC device. However, the performance of local power mismatch and power balance 
for the entire system is not affected, as can be seen from Figure 7c,d. 

 
Figure 7. Results with power constraints: (a) Frequency; (b) HVAC power consumption; (c) Estimated 
power mismatch and (d) Power balance. Note that legend in (c) is also valid for (a,b). 

6.3. Case Study 3: Time-Varying Power Generation 

This case investigates performance of the proposed algorithms under the time-varying power 
generation, meaning there is a dynamic change for the supply-demand mismatch due to the presence 
of intermittent and uncontrollable renewable generators. We purposely increase 5 kW power 
generation (∆ܩ) at 1st local bus at the 50th iteration. ܲீ ,௜(50) = ቊܲீ ,௜(50) + ,ܩ∆ ݅ = 1	ܲீ ,௜(50), ݅ = 2,3,4,5  (34)

As can be seen from Figure 8, before the 50th iteration, their transient response is the same as in 
Case 2. After the 50th iteration, consensus frequency increases from 63.61 Hz to 94.12 Hz to 
accommodate this power generation increase. The consensus power consumed for HVAC devices 
are now 	 ஺ܲ஼,ଵ = 2  kW, 	 ஺ܲ஼,ଶ = 4.8  kW, 	 ஺ܲ஼,ଷ = 3.014  kW, 	 ஺ܲ஼,ସ = 4  kW, 	 ஺ܲ஼,ହ = 2.736  kW, 
respectively. These non-saturated HVAC units take more power to share the increased power 
generation due to power being saturated by those units (HVAC 1 and 4). 
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Figure 8. Results of time-varying power generation: (a) Frequency; (b) HVAC power consumption; 
(c) Estimated power mismatch and (d) Power balance. Note that legend in (c) is also valid for (a,b). 

6.4. Case Study 4: Anti-Damage Test 

In this case, HVAC breakdown is emulated to assess the robustness of the proposed algorithm. 
It is assumed that at the 50th iteration, HVAC 1 fails, where a zero power is assigned to HVAC 1 
before the next iteration. Thus, we define . The consensus frequency value 
increases up to 73.37 Hz due to the higher energy share for the remaining four HVACs (Figure 9a). 
Note that the simulated frequency is specified as a reference value. Practically, the faulty HVAC unit 
would not be able to operate at the specified frequency. The power consumed is ஺ܲ஼,ଵ = 0 kW, ஺ܲ஼,ଶ = 4.016  kW, ஺ܲ஼,ଷ = 2.185  kW, ஺ܲ஼,ସ = 3.342  kW, ஺ܲ஼,ହ = 2.01  kW (Figure 9b). The 
performance shows that all power demands to HVAVs are still within their power boundaries. The 
balance between the total power generation and load demand can still be achieved after the 
breakdown fault of a HVAC appears. 
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Figure 9. Results of anti-damage test: (a) Frequency; (b) HVAC power consumption; (c) Estimated 
power mismatch and (d) Power balance. Note that legend in (c) is also valid for (a,b). 

6.5. Case Study 5: Under the Time-Varying Topology 

In order to identify the effectiveness of the algorithm under the time-varying topology, we suppose 
the communication among HVAC units is a dynamic network in this case. Let define that the interaction 
topology is switching randomly within the set ࣡(ࣰ, ℇ) = ሼ࣡௔, ࣡௕, ࣡௖ሽ at each iteration, as shown in 
Figure 10, where the associated matrices ܦ௔, ,௕ܦ  ௖ are given. Apparently, the time-varying topologyܦ
is a jointly strongly connected network, which satisfies the consensus condition. The results show that 
values at steady-state conditions are the same as those in Case Study 1 (Figure 11a,b). However, the 
stability is not able to be achieved until the 50th iteration, due to exchange of the intermittent 
information. Therefore, the algorithm presented in Equations (27) and (28) under a dynamic topology 
will restrict the efficiency of information broadcast and thus increase the convergence time. 
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Figure 10. Switching topologies and corresponding Laplacian matrix. 
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Figure 11. Convergence performance of consensus algorithm under dynamic topology: (a) Frequency; 
(b) HVAC power consumption; (c) Estimated power mismatch and (d) Power balance. Note that 
legend in (c) is also valid for (a,b). 

7. Conclusions 

This paper investigates the energy dispatch problem in an autonomous microgrid system. The 
proposed control scheme shows the following advances. 

i. The aggregated HVAC devices effectively solve the supply-demand imbalance in the microgrid 
system whilst alternatively alleviate the capacity and quantity of energy storage devices. 

ii. An advanced consensus algorithm has been developed for the time-varying topology with more 
relaxed graphic conditions than the consensus condition under the fixed topology. 

iii. The relationship between the state feedback gain and convergence time is investigated in order 
to obtain an optimal feedback gain to be applied in the case studies. 

iv. The simulation results demonstrate the feasibility, dynamic and robustness of the proposed 
distributed control algorithms. 

It is worth noting that this work focuses on varying the power consumption of HVAC devices 
to compensate the local supply-demand mismatch. Hence, the cooling capacity and resident 
comfortable level have not been taken into account. User satisfaction is relatively sacrificed to achieve 
zero power mismatch. Therefore, in the next stage, a multi-objective optimization problem will be 
formulated in order to accommodate the resident comfortable level within an acceptable level. 
Furthermore, the renewable power forecasting can be incorporated into control protocols to 
implement a preschedule energy dispatch scheme for individual HVAC units. 
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Abbreviations 

MAS Multi-agent system 
HVAC Heating ventilation air conditioning 
DSM Demand side management 
TCL Thermostatically controlled load 
BESS Battery energy storage system 
DG Distributed generator 
PFC Power factor control 
IPM Intelligent power module 
PWM Pulse width modulation 
COP Coefficient of Performance 
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