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Abstract

This research reviewed the "Smoking, Drinking and Drug Use among Young
People in England" 2010 survey (the Year 2010 Survey) study in terms of its
data collection, processing and analysis. The research aim was to gain increased
understanding of young people’s drug-trying behaviour in England through
appropriate handling of missing data, as well as, to build upon the previous
work done, developing and applying statistical methodologies for analysis of

multivariate categorical data collected by the Year 2010 Survey study.

The main work done in this research included: (1) modifying the original data
set to arrive the useful working data set; (2) conducting exploratory data analysis
with the working data set to identify direction for further empirical investiga-
tion; (3) properly handling the missing data problem in the working data set
and (4) developing and applying advanced statistical methodologies to further

analyse the working data set.

Apart from supporting the main findings of the Year 2010 Survey study that

smoking, drinking and some drug-related socio-demographic covariates were



ii

positively associated with the students’” drug-trying behaviour, additional sig-
nificant results found by the univariate logistic regression models, log-linear
analysis models, two-parameter item response theory models and latent class
analysis models reported that (1) the 15 drugs were highly and positively as-
sociated with each other and each drug exerted different extent of influences
on the students’” drug-trying behaviour and (2) generally, students” drug-trying
behaviour could be further explained by numerous smoking, drinking and drug-

related socio-demographic factors at different extent.

These additional findings contributed to a deeper understanding of the drug use
problem, added evidence to the drug related research literature and provided
helpful guidance on formulating policies to combat against drug use problem in
England. Another contribution of this research was the development of a new
methodology for backward elimination of latent class analysis models which
provided a more thorough evaluation of the optimal number of latent class and

covariate elimination from saturated model.
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Chapter 1

Introduction

Drug use is a global problem and a long-standing issue for British society (Stim-
son (1987); McArdle| (2004); Mold (2007); Niblett (2016)). Copps| (2013) empha-
sized the seriousness of the problem in Britain by labelling it as "the addicted
man of Europe"; outlining an increase in the number of people using various
harmful drugs and yet who knew little of the damages that could be caused by
those drugs. Over the years, drug use problem has impacted British society in
various ways; for example: increasing the number of poisoning deaths, increas-
ing the economic burden on drug addicts’ families and society (Copello (2009);
Copps| (2013); Manders (2016)), and causing the health and social problems,
such as disease transmission and growth in organised crime activities (Casey

(2012); Copps| (2013); Swiftl (2013)).

Regarding the policies on drug use, (Copps| (2013) further mentioned that the
United Kingdom Government had endeavoured to combat against drug use
and alcohol addiction problems, but barriers, such as established interests and
funding cut, have impeded the government to effectively achieve its objective.
Despite that, the United Kingdom Government has been implementing policies
to combat against drug use problem (Stimson| (1987); [ HM Government (2015);
HM Government (2017)). To provide helpful guidance to the United Kingdom
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Government on devising drug use policies, researchers usually rely upon sur-
veys and statistical analysis, such as logistic regression models, with purposes
to understand drug-trying behaviour, as well as to identify factors that are as-
sociated with drug use, for example, Fuller and Hawkins (2014). However,
reviews of some drug-related studies indicated that a better approach, in terms
of research methodologies to investigate drug-trying behaviour among young
people, is needed and must be carried out, in order to enrich understanding
of the drug use problem in England. With an objective to improve quality of
future drug research studies, in this research, we focus upon development and
application of advanced statistical methodologies to investigate drug-trying be-
haviour among young people in England. To achieve this research objective, a
data set from one major survey series on drug use among young people, namely
the "Smoking, Drinking and Drug Use among Young People in England" 2010
survey (the Year 2010 Survey) (Fuller et al., 2011), was utilised.

The "Smoking, Drinking and Drug Use among Young People in England" survey
series, which was firstly carried out in year 1982 as a comprehensive biannual
survey, is an annual survey that has been carried out jointly by the National
Centre for Social Research and the National Foundation for Educational Re-
search since 2000. The survey has been conducted to collect information about
young people’s behaviour and habits, in respect of smoking, drinking alcohol

and drug use respectively. Please refer toFuller et al.|(2011) for the survey review.

The reported findings of the survey series have been considered by the United
Kingdom Government when devising its policies on smoking, drinking alco-
hol and drug use among young people in the country (Department of Health,
2010). This annual survey has most recently been conducted by Statistics Team,
NHS Digital (2017). For each annual survey conducted between the years 2010
and 2014 (Fuller et al.| (2011); Fuller et al.| (2012); [Fuller et al.| (2013); Fuller
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and Hawkins (2014); Fuller et al. (2015)), non-responses (design-based and self-
selected) and invalid or ambiguous responses existed in the data set. Potential
reasons for the missing data may be the sensitive nature of the drug use ques-
tions posed, misunderstanding of questions and question ambiguity. Moreover,
in the data analysis leading to the survey reports, potentially insufficient con-
sideration has been given to handle the missing data issue. Specifically, simple
methods, including treating missing categorical data as a separate category,
were used to handle the missingness. In addition, further information regard-
ing drug-trying behaviour among young people in England can be obtained
through employing appropriate, possibly more advanced, statistical models in
data analysis. For instance, one limitation of each annual survey is that for the
drug-trying response variables, there was no consideration of the interactions
of any sub-group behaviour. Another limitation is that the logistic regression
models typically employed in data analysis investigated aggregation over all
drug responses but did not consider each type of drug per se. As such, these
inherent limitations may affect the robustness of the survey findings and may

not have exploited sufficiently available information in the data collected.

Based upon the data collected by the Year 2010 Survey and built on its work
done, the primary aim of this research is to gain increased understanding of
drug-trying behaviour of young people in England by developing and applying
advanced statistical methodologies to permit analysis of multivariate categorical

data in the Year 2010 Survey study, in the presence of missing data.
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1.1 A Primer on Drugs: Classification, Usage and

Predictors

1.1.1 Definition and Classification of Drugs

According to the documents from the United Nations Office on Drugs and
Crime (UNODC), in terms of international drug control, both the terms "drug"
and "narcotic drug" are defined as "any of the substances listed in Schedule I
and II of the 1961 Single Convention on Narcotic Drugs" (United Nations, 1961).
These two schedules include, but are not limited to, cannabis, cocaine, heroin,
methadone, morphine and opium. The term "narcotic drug" is used imprecisely
to connote the term "illicit drug" in common parlance and legal usage (United

Nations, 2016)).

In Europe, drug classification varies among member countries of the European
Union (European Monitoring Centre for Drugs and Drug Addiction,2012a)). For
example, in the Netherlands, drugs are classified into soft and hard drugs (Gov-
ernment of the Netherlands, 2011), and in Ireland, drugs are classified into five
schedules, where cannabis, LSD and MDMA are classified into the highest-level
schedule (European Monitoring Centre for Drugs and Drug Addiction, 2012b),
as being the most harmful drugs. The most prominent method of drug classifica-
tion in the United Kingdom is using Schedule II of the Misuse of Drugs Act 1971,
Chapter 38 (HM Government, |[1971), in which drugs are classified into classes A
to C, with class A represents the most dangerous drugs, and class C represents
the least dangerous drugs. Class A drugs include crack, cocaine, ecstasy, heroin,
LSD, magic mushrooms, amphetamines (if injected) and methadone. Class B
drugs include amphetamines (if taken orally), cannabis and benzodiazepines

(tranquillisers). Class C drugs include anabolic steroids and ketamine.
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1.1.2 Drug Use Problem

Drug use problem has been widespread around the world, yielding a consider-
ably large market value of illicit drugs (e.g. cannabis, cocaine, heroin, opium,
methadone, morphine, amphetamine). In 2003, the global illicit drug retail mar-
ket yielded a total of $ 321.6 billion US dollars. In the same year, the global illicit
drug trafficking market reached a total of $ 94 billion US dollars, which was
greater than the total amount of meat and cereal wholesale markets combined
(United Nations Office on Drug Control and Crime, 2005). More recently, May
(2017) estimated that the value of the global illicit drug trafficking market was
between $ 426 billion and $ 652 billion in 2014, which suggested an increase
in the value of the illicit drug market over the eleven-year period, from 2003
to 2014. Regarding the number and hence the proportion of people who used
illicit drugs, the World Drug Report 2017 (United Nations Office on Drug Con-
trol and Crime, 2017) revealed an increase in illicit drug use from the year 2006
to 2015, with the figure rising from 208 million to 255 million over the period.
In addition, there was an increase in the proportion of adults who used illicit
drugs. It was estimated that in 2015, 5.3 % of people aged between 15 and 64
had used illicit drugs, compared to 4.9 % in 2006.

In addition to a general increase in the number of people using drugs, vari-
ation in the types of drugs used has been observed. For example, cannabis
use became more prevalent in 2013 when compared to its use in 2009, which
was reflected in its corresponding prevalence index that had increased from 100
in 2009 (2009 as the base year and 100 as the base index) to more than 105 in
2013 (United Nations Office on Drug Control and Crime, 2015). However, an
opposite trend has been observed of using other drugs. For example, use of
amphetamines and cocaine became less prevalent in 2013 when compared to

2009, with both indices dropped from 100 to below 95 over the period (United
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Nations Office on Drug Control and Crime, 2015).

In the United Kingdom, drug use is also a long-standing problem. In 2013,
new ’legal highs” were entering the drug market at the rate of one drug per
week (Copps| 2013). On the contrary, according to the National Health Service,
approximately 3.3 million adults in England aged 16-59 were using drugs in
2005, which dropped to around 2.9 million in 2011. Despite the decrease in the
number of drug users from 2005 to 2011, the drug use among adults in England
remained substantial (NTA, 2012). Drug use trends vary among different age
groups. More recently, according to the Home Office, the percentage of adult
users, aged 16-24, of drugs in England and Wales decreased gradually from
around 30 % in 1996 to between 15 % and 20 % between the years 2012 and 2015,
whereas the percentage of adult users, aged 30-59, of drugs remained similar

(Lader, 2015).

Trends in the usage of various types of drugs among young people in Eng-
land also vary. The percentage of the entire population in England that used
cannabis dropped from 11 % in 2001 to 7 % in 2010 (NTA} 2012). Also, accord-
ing to the National Health Service, there were 332,000 heroin and crack users
and 130,000 people who injected drugs into their bodies in England in the year
2005/06. These figures dropped to 306,000 and 103,000 respectively in 2009/10
(NTA, 2012). In contrast, there was an increase in the proportion of 16-59 years-
old adults that used Class A Drugs, from 2.7 % in 1996 to 3.2 % in the 2014 /15
period (Lader, 2015). Also, an increase in the proportion of such adults using
powder cocaine was found rising from less than 1 % in 1996 to 2.4 % in 2014/15
(Lader, 2015). According to the Home Office, there was a rise in the proportion
of the population aged 16-59 who used anabolic steroids, from the year period
2004 /05 to 2014/15 (Lader, 2015). Furthermore, the recent increase in the use of

new psychoactive substances has also become a worrying phenomenon, despite
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there was a slight decrease in the number of heroin or crack users in the past

few years prior to 2013 (Copps, 2013).

Focusing upon young people, there has been a sustained prevalence of life-
time drug use among young people in the United Kingdom. Hibell (2011)
pointed out that the lifetime use of illicit drugs (which included cannabis, am-
phetamines, cocaine, crack, ecstasy, LSD or other hallucinogens, heroin and
GHB) in the United Kingdom was higher than the average of European Union
(EU) (27 % for the UK versus 18 % for EU on average). In terms of lifetime use
of cannabis, marijuana and hashish, figures representing the United Kingdom
were higher than the EU average (UK: cannabis - 25 %, marijuana and hashish -
25 %, EU on average: cannabis - 17 %, marijuana and hashish - 17 %). In addition,
the United Kingdom yielded an above-average percentage of students who had
specifically used inhalants (10 % for the UK versus 9 % for EU on average), but
it yielded a below-average percentage of students who had used tranquillisers
or sedatives (3 % for the UK versus 6 % for EU on average). Besides, the report
"Substance Misuse Among Young People 2011-12" reflected an increasing trend
in the number of young people aged under 18 who sought specialist services
due to cannabis addiction problems, between 2005/06 and 2011 /12, from 9,000
to 13,000 (NHS, 2012).

There are different trends in the usage of various types of drug among young
people. Recently, researches showed that cannabis is the most used drug among
young people. From the "Smoking, Drinking and Drug Use among Young Peo-
ple in England 2013" report, among the 5,168 students aged 11-15, 11.3 % of
them had used at least one drug during the year 2013, with 7.0 % of those
students trying cannabis (Fuller and Hawkins, 2014). Moreover, according to
Lader| (2015), cannabis was the most commonly used drug among respondents

aged 16-24 in England and Wales in year period 2014/15, with 16.5 % of the
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respondents using it. Powder cocaine was the second most commonly used

drug among those respondents in 2014/15, with 2.4 % of them using it.

1.1.3 Impact of Drug Use Problem

Drug use problem among the public has contributed to several social problems
in the United Kingdom. Firstly, drug use problem has led to unnecessary deaths
in England and Wales. According to|Manders (2016), the number of drug poi-
soning deaths increased from 2,597 in the year 2012 to 3,744 in the year 2016. The
number of deaths due to heroin and/or morphine increased from 579 to 1,209
between 2012 and 2016, and the number of deaths due to cocaine increased
from 139 to 371 between 2012 and 2016. Secondly, drug use problem among
the general public in the United Kingdom has posed an economic burden to the

UK public, costing British taxpayers 15 billion pounds in one year (Copps) 2013).

On a more personal level, drug use problem has added a financial burden
to the drug addicts’ families. For heroin users or crack users or both, the cost to
their families was estimated to be £9,497 annually in 2008 prices (Copello, 2009).
In addition, drug use problem has affected the family’s health and resulted in
loss of the addicts” employment opportunities. The total annual cost among all
British families was estimated to be £1.8 billion (Copello, 2009). Also, the total
resource cost of NHS and local authorities was £747 million (Copello, 2009),

which is a huge economic burden to the United Kingdom government.

In summary, drug use problem has caused health and societal issues for young
people. For example, an increasing number of new drugs in the UK market has
caused some young people to lose their "bladders" (Copps, 2013). A research
on cannabis seizures found that cannabis is harmful to brain development, es-

pecially to those of young people with mental health issues (Swiftl,2013). Also,
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drug takers are suffered from poorer overall health (Casey, |[2012). Taking drugs
affect young people’s employability as well, because most employers are not

keen to employ drug takers (Casey, 2012).

Throughout the past two decades, the United Kingdom Government has im-
plemented measures and strategies to combat against drug use problem among
people (including young people) in the United Kingdom. From the Govern-
ment| (1998) report, the United Kingdom Government has outlined a ten-year
plan with the following four aims in the strategy framework: (1) young people,
(2) communities, (3) treatment and (4) availability. The Government'’s strategies
are: (1) to prevent young people from abusing drugs; (2) to protect communities
in the United Kingdom from drug-related crimes and behaviour; (3) to assist
people suffering from drug problems and (4) to reduce the supply of illegal drugs
in the market in the United Kingdom. In the plan, the Central Government acts
as the enabler and coordinator which coordinated with Government anti-drug
bodies, such as UK Anti-Drugs Coordinator and Deputy, and organisations at
national and local levels translate the Government’s aims into practice, as well
as local drug-action teams, private sectors and media that penetrate through
communities, parents and young people to spread the Government’s message
and vision of drug abuse among people. These four aims have been carried
on by the current HM Government (2015). In addition, the United Kingdom
Government has allocated more resources to combat against drug use problem
by driving and throughout the Internet. The United Kingdom Government has
also helped shaping international anti-illicit drug policy and practice, as well
as leading in global illegal drug combating actions such as launching new ini-
tiatives on new psychoactive substances and coordinating with other countries
to establish and promote anti-illicit drug research and analysis network (HM

Government, 2015).
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1.1.4 Risk Factors Related to Drug Use

Both the prevalence and impact of drug use have motivated researchers to con-
duct many surveys and studies in order to gain more understanding about the
drug use problem and provide useful guidance to the United Kingdom Govern-
ment to devise drug policies and strategies. Various reports and studies have
suggested several risk factors that are associated with drug use. Firstly, accord-
ing to a survey of 2,318 teenagers aged from ten to twelve from Glasgow and
Newcastle (Mckeganey, 2004), drug-trying behaviour amongst teenagers was
found associating with several family and peer factors. Family drug use was
linked to teenagers” drug use, as 15.8 % of the respondents had families that had
used drugs in the past, compared to 1.9 % of the respondents whose families did
not use any drug (Mckeganey, 2004). This finding suggests that if a teenager’s

tamily used drugs, it is more likely for that teenager to try drugs.

Secondly, 16.8 % of the respondents that received low parental supervision had
used drugs, compared to 1.6 % of the respondents who received high parental
supervision (Mckeganey, 2004). This finding indicates the positive effect of

parental supervision on drug-trying behaviour.

Factors such as smoking and drinking alcohol have regularly been found as-
sociating with drug use (Mckeganey), 2004). 19.7 % of the respondents drinking
alcohol for at least a month tried drugs in the past, compared to 3.2 % of the
respondents who did not drink alcohol (Mckeganey, 2004). 44.7 % of the re-
spondents who smoked at least once a week used drugs in the past, compared

to 3.2 % of the respondents who did not smoke (Mckeganey, 2004).

Moreover, a Europe-wide study (Vuolo, 2009) revealed that adolescents who

knew hard drug users were more likely to use a drug in the previous month
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(odds ratio of 5.605, standard error = 0.213). Furthermore, it was also found
that adolescents living with parents who used drugs were more likely to use
drugs (Copps, 2013). In addition, factors of "substance abuse", "mental health
problems” and "criminality" among parents of adolescents were also found to

influence an adolescent to try a drug (Gauffin, 2013).

Drug use among adolescents has also been found relating to age, gender and
school failure. Firstly, the association between drug exposure and age as well
as gender has been supported by Mckeganey| (2004), which stated that being
male and increasing age resulted in increased exposure to drugs. Secondly,
the relationship of gender on drug use (hazard ratio of drug taking for males
compared to females is 2.39, 95% confidence interval: (2.34, 2.45)) has been
supported by Gauffin| (2013)), which revealed that males were 2.39 times more
likely than females to use at least one drug. Furthermore, it was found by
Fuller and Hawkins| (2014) that in year 2013, a higher percentage of males than
females in England had ever used any drug (16.6 % compared to 15.7 %) and
individual drugs such as cannabis (9.1 % compared to 7.5 %) and cocaine (1.1
% compared to 0.7 %). Besides, the relationship of age on drug use has been
supported by [Fuller and Hawkins| (2014) report, where increasing age from 11
to 15 was linked to increasing percentage of trying any drug in 2013 (from 3 %
to 23.7 %), as well as individual drugs such as LSD (from 0.1 % to 0.9 %) and
glue/gas/aerosols/solvents (from 2.1 % to 4.4 %). Finally, from |Gauffin (2013)
report, it was found that an adolescent suffering from school failure was 4.22
times more likely to use a drug (hazard ratio = 4.22, 95% confidence interval =

(4.13, 4.31)).

More generally, other factors that have been found relating to drug use include:
(1) poverty and unemployment (Ghodse, 2012) and (2) other drugs (Hale and
Viner, 2013)).
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Although findings of prior research studies have provided information on sev-
eral risk factors that contributed to drug use and the United Kingdom Gov-
ernment never stops implementing drug policies to combat against drug use
problem, the trend and continued prevalence of drug use indicate that the issue
has not yet been resolved. To address the prevalence of drug use issue, which
has significant adverse social, economic and financial impact, as well as to gain
fuller understanding and better investigation of the issue, it is anticipated that
research efforts should be devoted in at least two dimensions: (1) continuous
conduction of drug related studies to explore more insightful information about
drug abuse phenomenon and behaviour and (2) review of prior research studies
about drug use to identify limitations and weaknesses, and to develop and apply
statistical methodologies to improve the quality of future drug related studies.

The latter dimension is the focus of this research.

A usual method of conducting drug related research is through surveys. In
the next two sections, the general issues in respect of survey studies and specific
issues in respect of "Smoking, Drinking and Drug Use among Young People in

England" survey series will be discussed.

1.2 Surveys: Questionnaire Design and Limitations

1.2.1 Brief Introduction of Surveys

Fink (2002) stated that surveys collect information about a specific group of
population, to "describe, compare, or explain their knowledge, attitudes and
behaviour". Mathers et al. (2007) also stated that survey "is a traditional way of
conducting research", which is "useful especially for non-experimental descrip-

tive designs that seek to describe reality". Moreover, surveys are adopted by
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researchers, for instance, in societal and scientific aspects (Mathers et al., 2007).
De Leeuw et al.|(2008) provided an alternative objective of conducting surveys,

that is "to obtain insight into the behaviour of the whole group of respondents".

There are several classifications of surveys. Mathers et al.| (2007) suggested
that surveys can be classified into two types: (1) cross-sectional surveys and
(2) longitudinal surveys. Surveys that are carried out at only one time point
are known as cross-sectional surveys, whereas those that are carried out over
a certain period (in units of months or years) are known as longitudinal sur-
veys. Mathers et al. (2007) further classified the longitudinal surveys into cohort
surveys and trend surveys, where cohort surveys follow the same group of in-
dividuals over a certain time period and trend surveys ask different individuals

the same questions at each time point, over a specified time period.

When investigating drug use among young people, usually either a longitu-
dinal survey or a cross-sectional survey is adopted by researchers, depending

on the objectives of the research.

1.2.2 Methods of Conducting Surveys and Construction of Sur-
veys

Mathers et al.| (2007) provided a comprehensive list of methods of collecting
survey data: (1) face-to-face interviews; (2) telephone interviews and (3) ques-
tionnaires. Face-to-face interviews are labour intensive, but they can be the best
way of collecting high-quality data. Face-to-face interviews are preferable for
sensitive, but non-personal, subject matter (drug taking questions are personal,
thus not suitable for face-to-face interview, as well as lengthy interviews). They
are also preferable when the researchers need to cope with respondents with

disabilities. Also, telephone interviews can be an effective and economical way
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of collecting quantitative data, given that the ownership rate of telephones is
high in the survey area and the questionnaire is short. However, according
to Mathers et al. (2007), whilst telephone interviews are conducted within a
limited period, face-to-face interviews have benefits that respondents are gen-
erally "more likely to complete the survey", once "they are committed", when
compared to the telephone survey. In general, questionnaires are cheaper and
quicker than face-to-face interviews, and are therefore more ideal for large and

widely dispersed population.

Apart from the postal method, questionnaires can also be delivered via email
and the Internet (Dillman et al., 2014). Moreover, surveys with questionnaires
can be conducted in a specified venue, such as classrooms in secondary schools
(Fuller et al., 2011). Recently surveys tend to combine several survey methods
in a single survey for a reason: to increase the response rate and enhance the

collection of survey data (Fink (2002); Dillman et al. (2014)).

Regardless of which survey method researchers are using, in most circum-
stances, a portion of respondents do not provide answers to some or all ques-
tions in a questionnaire. Missing data, also known as missingness, therefore
exist in such circumstances. In Section we discuss more the missingness

problem.

1.2.3 Missingness Problem

Fink (2002) and Kang| (2013) suggested that missing data occur in almost all
survey research, "even in a well-designed and controlled study". According to
Fink (2002), there are several causes that affect the level of missing data, which
are also known as non-responses, including: (1) the nature of the population

units; (2) the mode of data collection and (3) the fieldwork procedures together
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with social and cultural factors. Major factors that correlate consistently with
item non-response include the respondent’s age and education, where elderly
and less educated respondents tend to lead to an increased amount of missing
data (Tourangeau and Yan, 2007). Also, one main cause of missingness problem

is sensitive questions (Tourangeau and Yan, 2007).

According to Tourangeau and Yan| (2007), sensitive questions tend to produce
higher non-response rates than those on non-sensitive topics. [Tourangeau et al.
(2000) listed three distinct characteristics of sensitive questions: (1) "intrusive-
ness to privacy"; (2) "threat of disclosure" and (3) "social desirability". Survey
questions about drug use and sexual behaviour have met all the three criteria
of sensitive questions, so they are prone to missingness (Tourangeau and Yan,

2007).

Other reasons for non-response include: (1) the inclusion of ‘do-not-know’
questions (Sudman and Bradburn, 1974); (2) a respondent faced with a large
number of questions (Weiner and Dalessio, 2006) and (3) refusal to participate
and inability of the data collector and respondent to communicate, due to for
example, language barriers (Fink, 2002). The existence of missing data may

cause various issues in data analysis.

Most data analysis procedures are designed for complete data sets (i.e. data
sets without any missing data) instead of data sets with missingness (Schafer
and Graham, 2002). When these inferential methods are applied on data sets
with missing data of which they are not dealt with beforehand, this may lead to
"misleading inferences" (Carpenter and Kenward| 2013). Moreover, if the miss-
ing data are not handled properly, for example, by listwise or pairwise deletion
(Kelejian| (1969); Schafer and Olsen! (1998)), information loss as well as "less

efficient” estimates and less powerful "statistical tests", may result (De Leeuw,
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2001). Missing data can also render the analysis invalid due to biased results

(Kang), 2013). Details about missing data will be discussed in Chapter @

After presenting the general issues in respect of surveys, we introduce the smok-

ing, drinking and drug use surveys in England in Section

1.3 The Smoking, Drinking and Drug Use Survey in

England

1.3.1 Overview of "Smoking, Drinking and Drug Use among

Young People in England" Series

Among various drug use related surveys, the survey series of "Smoking, Drink-
ing and Drug Use among Young People in England" are exemplars in terms of
the scale of the survey, quality of study and extent of influence. The survey series
began in 1982 by measuring the prevalence of smoking and smoking behaviour
among young people in England. From 1988 onwards, the survey included alco-
hol consumption among young people, and from 1998 onwards, the survey also
included the prevalence of drug use among young people. The survey series
were carried out from 1982 to 1998 on a biannual basis. The survey series have
then been carried out annually since 2000, jointly by the National Centre for
Social Research and the National Foundation for Educational Research (Fuller
et al., 2011), except the year 2015 survey, which was skipped due to an external

sponsorship funding issue.

There are two aims of conducting the survey series. One aim of conducting
the survey series is to address the Government of United Kingdom’s concern

"on the use of tobacco, alcohol and drugs" among young people in England
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(Fuller et al,2011). Another aim is to guide the United Kingdom Government’s
development and implementation of policy on smoking, drinking and drug use
among young people, since the government recognises smoking, drinking al-
cohol and abusing drug as three of the seven most common primary causes
of preventable deaths in England (HM Government, [2010). Thus, the findings
reported in the survey series have been seriously considered by the United King-

dom Government (Department of Health, 2010).

Starting from 1998, each year’s survey included a set of core questions cov-
ering students’ current and past activities of smoking, drinking and drug use,
consumption of cigarettes and alcohol drinks in the previous week prior to the
study, as well as their awareness of and the availability of several specific drugs
(Fuller et al, 2011). With effect from 2000, additional detailed questions were
included in the annual questionnaire, with the emphasis alternating between

smoking and drinking in one year and drug use the next (Fuller et al., 2011).

1.3.2 Overview of "Smoking, Drinking and Drug Use among

Young People in England" 2010 Survey

In this research, the research aim is to review a previous research study about
drug use, to identify its limitations and weaknesses and built upon its work
done, to develop and apply statistical methodologies to gain increased under-
standing of drug-trying behaviour of young people in England. To achieve the
research aim, we have chosen to critically review an annual "Smoking, Drinking
and Drug Use among Young People in England" 2010 Survey (hereafter referred
as the Year 2010 Survey) in terms of its data collection, data processing and data

analysis with purposes to improve the quality of the survey study.

Apart from the reasons that the Year 2010 Survey is a comprehensive and per-
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tinent related drug use study in England with data available at the time when
this research began as well as there are potential rooms for improvement in
respect of its data analysis conducted, another important reason to choose the
Year 2010 Survey is that as the focus of the Year 2010 Survey was smoking
and drinking, additional detailed questions were included in the questionnaires
concerned smoking and drinking as opposed to drug use. Thus, selecting the
Year 2010 Survey for this research would provide an additional benefit of fuller
understanding of drug-trying behaviour among young people from further in-
vestigation of the associations between drug-trying response variables and the

smoking, drinking and drug-related socio-demographic covariates.

In total, 246 schools throughout England participated in the Year 2010 Sur-
vey, and a total of 7,296 students completed the survey questionnaires. After
the survey, the data in the collected questionnaires were double-checked by an
external keying agency, and a report of findings of the Year 2010 Survey was

then published (Fuller et al., 2011).

1.3.3 Overview of Findings of the Year 2010 Survey Report

In this section, since this research focuses on drug use among young people, we
discuss the key findings from the drug use section of the Year 2010 Survey report
(Fuller et al, 2011) (Serial number: 6883). Furthermore, with the logistic regres-
sion models employed in the report, we discuss how the smoking, drinking and
drug-related socio-demographic variables were found to relate to drug-trying
behaviour among students in the Year 2010 Survey. It should be noted that
because of the new sample design of the Year 2010 Survey, selection weights
were applied to the survey data by the researchers in data analysis. Details of

the new sample design of the Year 2010 Survey will be discussed in Section[2.1]
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The Year 2010 Survey report revealed that the prevalence of reported drug
use among the students aged between 11 and 15 has declined over the ten years
period from 2001 to 2010 as supported by three findings: (1) the proportion of
the students who reported having taken drugs ever dropping from 29% in 2001
to 18% over same period in 2010; (2) the proportion of those students that took
drugs in the last year (i.e. 2009) prior to annual survey dropping from 20% in
2001 to 12% 2010 and (3) the proportion of the students who had taken drugs in
the last month dropping from 12% in 2001 to 7% in 2010. However, the age of
the students was found positively associated with drug use among the students
with a higher proportion of older students (15 years old) than younger students
(11 years old) who reported taking drugs in each of the three circumstances: (1)
taken drugs at least once; (2) taken drugs in 2009 and (3) taken drugs in the last
month. No such similar pattern was seen in respect of gender of the students
except a slightly higher proportion of male students (7%) than female students
(6%) reported that they have taken drugs in the last month. Regarding the fre-
quency of taking drugs, 2% of the students took drugs once within 2009, the
year prior to the Year 2010 survey, 3% of the students took drugs in two to five
occasions, 1% of the students took drugs in six to ten occasions, and 2% of the
students took drugs in more than ten occasions. There was a higher proportion
of older students (5% of 15 years old) than younger students (1% of 11 and 12

years old) who reported taking drugs at least once a month.

In terms of use of drugs, cannabis was the most widely used drug, with 8.2% of
the students reported trying it in 2010. Among those students who had taken
drugs in 2010, 71% of them had only taken one type of drug, 29% had taken two
or more. The proportion of the students who had taken specific drugs in 2010
was observed to increase with age of the students. A higher proportion of older
students (33% of 15 years old) than younger students (14% of 11 and 12 years

old) was found to have taken two or more different types of drugs.
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Apart from age, factors that were found to contribute to general drug use among
young people were truancy and whether being excluded from school. The stu-
dents who had truanted or been excluded from schools were more likely to take
drugs more frequently than those who had not truanted nor been excluded from
schools. It was found that 8% of the students who had truanted or been excluded
from schools reported usually taking drugs at least once a month, compared to

1% of those who had not been excluded or truanted from schools.

Though overall there was a decline in the proportion of the students (28%)
who reported having been offered drug in the survey, the proportion of the stu-
dents who had been offered drugs increased with age that 49% older students
(15 years old) reported they had been offered at least one drug when compared
with 9% younger students (11 years old). Regarding sources of helpful informa-
tion about drugs, the most likely sources of obtaining helpful information by the
students were teachers (67 %), television (64 %) and parents (62 %). There were
differences by age and by gender in respect of the reported sources of helpful

information about drugs.

The main statistical method referenced in the "Drug Use" section of the Year
2010 Survey report was the logistic regression analysis (Fuller et al., 2011). The
research team fitted a logistic regression model with a binary drug response, y;,
which recorded whether the student i had tried any drug in the year prior to the
survey (i.e. 2009): y; = 1 if the student i had tried any drug and y; = 0 otherwise;

i=1,...,n.

Model outputs were reported in the form of odds ratios relative to baselines
of the corresponding factors. Odds ratios greater than 1 indicated increasing

odds of a student trying drugs, whereas odds ratios less than 1 indicated re-
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ducing odds of a student trying drugs. In the logistic regression model, only
significant variables at 5% significance level were reported. The researchers
used t-tests to determine the significance of covariate at each factor level, and
reported 95 % confidence interval for the odds ratio of each factor level. If the
95% confidence interval did not include 1, the corresponding factor level of a
covariate was significantly different from the reference category. This implied
that the covariate was significantly associated with drug use in 2010 at 5 % sig-
nificance level and vice versa. Covariates that were non-significant at all factor

levels were not reported in the result of logistic regression.

When handling the missing values for each variable, the researchers did not
exclude them but rather treated them as either a single category (missing cate-
gory) for categorical variables or imputed the mean value of the respondents for

continuous variables. The key covariates that were reported in the model were

listed in Table
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Table 1.3.1: Table of Variables Adopted in the Logistic Regression Model of the

Year 2010 Survey Report

Variable | Type

| Labels

Response Variable

Tried any drug in last year | Nominal | Yes, No

Student-level Variables

Sex Nominal | Boy (=0), Girl (=1)

Age Linear

Ethnicity Nominal | White, Mixed, Asian, Black, Other
Smoking Status Nominal | Non-smoker, Occasional-smoker,

Regular-smoker

Whether Drunk Alcohol Nominal

Never drunk alcohol,
Drunk in previous week,
Drunk, not in previous week

Ever Truanted Nominal

Yes, No

Ever Been Excluded Nominal

Yes, No

Receives Free School Meal | Nominal

Yes, No

Number of Books at Home | Nominal

School-level Variables

School Type Nominal

Maintained schools, Academics,
Independent

Sex of School Intake Nominal | Mixed, Boys Only, Girls Only
Strategic Health Authority | Nominal

% GCSE A*-C passes Nominal | (in quantiles)

% students Eligible for Linear

Free School Meals

% students with English Linear

as Additional Language

Faith School Nominal | None/Not known,

Christian Denomination,
Other Religion

According to Fuller et al. (2011), seven variables were found to be signifi-

cantly related to drug use in 2010: (1) sex; (2) age; (3) ethnicity; (4) smoking; (5)

drinking alcohol; (6) truancy and (7) exclusion. The odds ratios and the 95%

confidence intervals for the significant variables were found to be as follows:

Firstly, girls were less likely than boys to have taken drugs in 2010 (odds ra-

tio=0.74, 95% confidence interval = (0.58, 0.94)). Secondly, the odds of having

taken drugs in 2010 increased linearly with age (odds ratio=1.13 for each addi-
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tional year of age, 95% confidence interval = (1.02, 1.24)). Thirdly, students of
Asian ethnicity were more likely than White students to have tried drugs in 2010
(odds ratio=2.10, 95% confidence interval = (1.34, 3.31)). However, when Mixed
students, Black students and students from other ethnic backgrounds were com-
pared to White students, no significant differences were observed. Moreover, the
students who regularly smoke were more likely to have tried drugs when com-
pared with non-smoking students (odds ratio=11.30, 95% confidence interval =
(8.31, 15.35)). For occasional smokers, the odds ratio was 5.99 (95% confidence
interval = (4.19, 8.56)). Also, the students who had drunk alcohol within a week
before the survey were more likely to have tried drugs when compared with
non-drinking students (odds ratio=6.94, 95% confidence interval = (4.97, 9.68)).
Those who had drunk alcohol but not within a week before the survey were
more likely to have tried drugs when compared with non-drinking students,
but with a smaller magnitude of the increase in odds (odds ratio=3.32, 95% con-
fidence interval = (2.48, 4.42)). The students who had ever played truant from
school were more likely to have tried drugs than those who had not (odds ra-
tio=2.44, 95% confidence interval = (1.81, 15.35)), and the students who had ever
been excluded from school were more likely to have tried drugs than those who

had never been excluded (odds ratio=1.70, 95% confidence interval = (1.26, 2.29)).

In summary, the key findings of the Year 2010 Survey revealed that: (1) the
prevalence of drug taking behaviour among young people aged between 11 and
15 had declined from 2001 to 2010; (2) cannabis was the most widely used drug,
and (3) the factors of sex, age, ethnicity, smoking, drinking alcohol, truancy and
exclusion were associated with drug use among young people, albeit in different

directions.
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1.3.4 Limitations of the Analysis of the Year 2010 Survey

In the Year 2010 Survey, the researchers have methodically researched and
planned their questionnaire design, data collection and analysis. However,
there are several limitations relating to data analysis carried out for Fuller et al.
(2011) report. One limitation of the logistic regression model in [Fuller et al.
(2011) study is that it only models the effect of covariates on a single response
variable (i.e. whether the students had tried any drug or not) in one-way di-
rection (i.e. how covariates affect response variables, instead of how response
variables affect covariates). In other words, to investigate the two-way interac-
tions between covariates and a response variable, two logistic regression models
are required. Furthermore, it is considered that the data analysis can be further
enhanced by employing more sophisticated statistical models to study the asso-
ciations between drug-trying response variables and other related covariates, as

well as the interactions among drug-trying response variables.

Another limitation is the insufficient consideration of the missing data, which
are ubiquitous among survey data sets. On one hand, when publishing propor-
tion tables and frequency tables for variable pairs, missing cases were ignored.
On the other hand, in the logistic regression, missing data for each variable
were treated directly in one of the following two methods: (1) as either a single
category for categorical variables or (2) mean imputation, for continuous vari-
ables. In addition, the report did not explain in sufficient depth the reasoning
of how those three types of missing values in the data set existed, as well as
the consequent methods of treating these missing values other than ignoring
them or setting them as mean values. As explained in the previous section, if
the missing data in a data set are not adequately and properly managed, the
robustness of the data analysis may be adversely affected. Statistical computa-

tional methods applied in the circumstances of ignoring missing data may lead
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to misleading inferences (Sterne et al., 2009) and "biased estimates" (Kang), 2013).

In summary, in the Year 2010 Survey, though the data collection methodol-
ogy of the researchers was robust and thorough, the data set is considered not
exploited in sufficient depth. Also, treating the missing data as either a single
category for categorical variables, or imputing the mean observed values for
continuous missing values are considered not appropriate approaches to deal
with the missingness problem and may induce bias in data analysis (Rubin,

2002).

1.4 Aim, Approaches and Expected Contributions of

Research, Structure of Thesis

1.4.1 Aim of Research

The primary aim of this research is to gain increased understanding of drug-
trying behaviour of young people in England, based upon the data collected by
the Year 2010 Survey and built on its work done, by developing and applying
advanced statistical methodologies to permit analysis of multivariate categorical

data in the Year 2010 Survey, in the presence of missing data.

1.4.2 Approaches and Expected Contributions of Research

To achieve the aim of this research, the main approaches of the research are

planned as follows:

(1) To tidy the original data set of the Year 2010 Survey by employing parsi-
monious number of variables into this research and combining excessive levels

of some variables. The resultant data set (i.e. working data set) will be in a sim-
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pler and more appropriate format, in order to investigate the interactions among
the drug-trying response variables, as well as how the smoking, drinking and
drug-related socio-demographic factors contribute to drug-trying behaviour,

which has not been sufficiently investigated in Fuller et al.| (2011) study.

(2) To deal with the missing data problem that existed in the Year 2010 Survey.
Firstly, we will determine the type of missingness for each variable included
in the working data set with explanations, and whether the missingness is ig-
norable. Secondly, we will apply various imputation methods to the working
data set and compare the results from imputed data sets between imputation
methods, to evaluate the difference in parameter estimates between imputation
methods. For the 15 drug-trying response variables that will be described in
Chapter 3| as well as other covariates (or explanatory variables), we will im-
pute the missing groups by multiple imputation by chained equations (MICE).
Alternatively, the drug-trying response variables will be imputed under fully
Bayesian framework. As such, more unbiased values can be assigned to missing

data based on other covariates.

(3) In our research, we will fit logistic regression models to explain the drug-
trying response variables with individual drugs and other covariates. We will
also run latent class analysis to model these drug-trying response variables and
covariates. For purposes of selecting useful variables for the latent class anal-
ysis, we will employ the logistic regression models in our study, using Akaike
Information Criterion (Sakamoto et al., [1986) for eliminating less essential re-
lated covariates relating to drug-trying response variables. To deal with the
rare-case problem, we will investigate contingency tables between drug-trying
response variables and smoking, drinking and drug-related socio-demographic
covariates. If empty cells exist, then special methods to impute empty cells may

be needed. As such, missing data can be assigned with more unbiased values
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based on other covariates, which may contribute to more robust estimates and

standard errors.

(4) Moving beyond the logistic regression models, we will apply various sta-
tistical models to estimate the associations between drug-trying response vari-
ables and other related factors, as well as the interactions among drug-trying
response variables. In our analysis, we will employ log-linear analysis models,
item response theory models, latent class analysis and K-means clustering to the
working data set. The main purpose of employing various statistical models in
this research is to analyse the drug-trying behaviour among young people in

the Year 2010 Survey from different perspectives.

(5) To carry out variable selection, we will adopt backward elimination on statis-
tical models employed for choosing the most parsimonious model. For purposes
of combining results from imputed data sets, we will adopt Rubin’s rule. For
applying Bayesian approach to the analysis, we will determine the prior by sen-
sitivity analysis under Bayesian framework, in order to determine the stability

of estimate results for drug-trying response variables against choices of priors.

(6) Regarding latent variable models (i.e. item response theory and latent class
analysis models), we will reduce the dimension of the drug-trying behaviour
by employing a latent variable to represent the propensity for students to try
drugs. Continuous latent variable model and discrete latent variable model are

compared.

It is anticipated that this research will have the following three main contri-

butions:

(1) Through employment of different imputation models, it will show proper
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ways of dealing with missing data in survey research in general and in the Year

2010 Survey in particular.

(2) Through development and application of advanced statistical methodolo-
gies, it will show how to enhance the quality of data analysis in survey research

in general and in the Year 2010 Survey in particular.

(3) The development and application of advanced statistical methodologies to
the working data set of the Year 2010 Survey will provide a deeper understanding
on the drug-trying behaviour of young people in England in terms of the in-
teractions among drug-trying response variables and the associations between
drug-trying response variables and the smoking, drinking and drug-related

socio-demographic covariates.

1.4.3 Structure of Thesis

To deal with the missing data problem, as well as to identify factors that con-
tribute to drug use among young people and to develop new methodologies
to investigate associations between drug-trying response variables and covari-
ates, this thesis is structured into two parts. After having introduced the drug
abuse problem, the survey issues, the data source of this research as well as aim
and objectives of this research study in Chapter 1, the first part of the thesis,
Chapters 2 to 4, focuses on data cleaning, variable selection and imputation of
missing data. In these chapters, we will focus on selecting variables that capture
the most essential part of the questionnaire. We will focus on data processing
and treating missing data through more sensible methods. Specifically, we will
ask are there excessive levels in any variable. What are the sensible ways of
categorising different types of missing data? Finally, we will focus on a robust

method of imputing the missing data. The second part of the thesis, Chapters
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5 to 7, focuses on the modelling of the imputed data set. In this part, we aim
to ask how the drug-trying response variables are related to each other. Which
smoking, drinking and drug-related socio-demographic covariates are associ-
ated with drug-trying behaviour? What statistical models are fitted on imputed
data sets reflect about drug-trying behaviour of young people? What are the

relationships between these statistical models?

1.5 Summary

This chapter has provided an overview of drug use problem, its adverse implica-
tion and previous research on risk factors that were associated with drug-trying
behaviour among young people. Building upon such knowledge, an overview
of the "Smoking, Drinking and Drug Use among Young People in England" 2010
survey study was carried out and its limitations were discussed. Finally, the aim
and approaches of this research, expected contribution of this research, as well
as the structure of this thesis were elaborated in this chapter. The aim of this
research is 1. to review the "Smoking, Drinking and Drug Use among Young
People in England" 2010 survey study (the Year 2010 Survey), in terms of its
data collection, data processing and data analysis, 2. to identify its limitations
and weaknesses, as well as 3. to build upon its work done to develop and apply
statistical methodologies to permit analysis of multivariate categorical data in
the Year 2010 Survey, in order to gain increased understanding of drug-trying

behaviour of young people in England.

The next chapter provides a detailed discussion of the Year 2010 Survey, as
well as data extraction, cleaning and variable selection, in respect of the data set

of this research.



Chapter 2

Smoking, Drinking and Drug Use
Survey 2010

As mentioned in Section[I.3.2) the Year 2010 Survey is the selected data source
of this research. To understand more about the Year 2010 Survey, this chapter
outlines the survey and questionnaire designs, and the data source of the Year
2010 Survey (Fuller etal.,2011). The methods adopted in pre-processing the data
set of the Year 2010 Survey are also described in this chapter. The main purposes
of pre-processing the Year 2010 Survey data set are to reduce the complexity of
the original data set and to obtain a useful data set for this research (that is the

working data set), of which the focus is on drug use among young people.

2.1 Survey Design

Four steps were included in the Year 2010 Survey (Fuller et al 2011) to collect
survey data: (1) selecting respondents; (2) issuing letters to respondents and
arranging times to conduct the survey; (3) administering the questionnaires in

classrooms and (4) performing validation tests on respondents.

The sample design of the Year 2010 Survey was firstly changed from a dis-

30
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tribution across England proportionate to the distribution of survey population
(adopted in previous years’ survey) to a multi-stage sample design stratified by
the 10 Strategic Health Authority (SHA) regions in England. The change in sam-
pling methodology was intended to produce regionally representative samples
in order to facilitate the production of regionally representative analysis while
produce results comparable with previous years” survey ((Fuller et al, [2011)).
The Year 2010 Survey commenced with two stages of student selection. In the
tirst stage, 52 schools were chosen in each of 10 Strategic Health Authority (SHA)
regions in England. A total of 520 schools in England were approached and in-
vited, via letters and telephone calls, to participate in the survey. Four schools
approached were later found to be not eligible due to an insufficient number
of students and were, thereby, removed from the study. In the second stage,
approximately 35 students were randomly selected from each of the remaining
516 schools, according to each school’s self-sorted student register, with respect

to tutor groups, classes or groups, within school years.

The selected students were provided with letters, issued from the National
Centre for Social Research via their schools, asking for their parents” consent
to participate in the survey. For every chosen school, a convenient time for the
survey was negotiated among the interviewers of the National Centre of Social

Research and the school committee.

To conduct the survey, according to Fuller et al. (2011), all the invited stu-
dents who agreed to participate in the survey were "gathered together in a
classroom", where they were monitored by an interviewer. Each student was
given a questionnaire to complete within a period, called a fill-in period. Dur-
ing the fill-in period, participants were not allowed to chat among themselves
nor looked at other students” answers. Moreover, they were informed by the

interviewer and also through the questionnaire statements that their answers
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would be completely confidential. To maximise the response rate, if four or more
participants were absent during the first visit to a school, the interviewer visited
that school for the second time. At this follow-up survey, participation progress
was monitored and the same survey, for the previously absent participants, was

conducted.

In the Year 2010 Survey, three factors were taken into consideration: (1) reli-
ability of the participating students” answers; (2) honesty of the participating
students and (3) accuracy of data collection through medical methods (Fuller
et al., 2011). Firstly, to assess whether participants were honest in answering
the questionnaire, researchers conducted saliva tests from students in half of
the participating schools during the survey (Fuller et al,, 2011). It was discov-
ered that only several students yielded contradictory saliva levels against the
smoking behaviour reported by themselves, indicating that most students were
honest about reporting their smoking behaviour (Fuller et al., 2011). Secondly,
the researchers inserted questions about a non-existent drug called semeron
into- the questionnaire, in order to check if the students generally exaggerated
their answers regarding drug use. It was found that only 13 out of 7,296 students
reported that they had ever tried semeron. This indicated that most students

did not exaggerate their drug use (Fuller et al., 2011).

In order to minimise recall bias of this investigation, the recall period of questions
regarding the usual behaviour of the students related to alcohol and cigarettes
were set to be within a week prior to the survey. One reason was that recall-
ing the number of cigarettes smoked or the amount of alcohol drunk might be
difficult for most students. Another reason was that the students” behaviour
pattern might be discrete and "experimental". It could be that such behaviour
pattern was caused not only by the students” own memories but also by their self

judgement of their own memories. Also, the students” memories could not be
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relied upon for a long period of time. Fuller et al. (2011) mentioned other sources
of inaccuracy, including non-response bias and over and under-reporting, with
the latter two factors potentially linked to the degree of social acceptance on

smoking, drinking and drug use.

Furthermore, the new sample design of the 2010 Year Survey resulted in equal
number of schools (52 schools) were selected in each of 10 SHA regions in
England. Given the fact that the populations of the SHA regions varied, the
probability that each student in the study would be selected was not the same
across England. The survey data were therefore weighted (selection weights)
by the researchers in order to correct the unequal selection probabilities among
SHA regions (Fuller et al., 2011). Though it was understood that SHA regions,
age and gender covariates were used to calculate selection weights, the calcu-
lation of the selection weights was not fully reported in the Year 2010 Survey

Report nor could it be directly obtained from the researchers.

2.2 Questionnaire Design

The Year 2010 Survey questionnaire contained 238 questions spanning smok-
ing, drinking, drug use and socio-demographics. Two types of questions were
asked in the questionnaire: multiple choice questions and fill in the blank ques-
tions. The questionnaire began with six general questions, which captured the
student’s age, gender (Sex), school year (Syear), year and month of birth and
ethnicity. The next 33 questions were about smoking habits, sources of cigarettes
and the relationship between smoking and the respondents’ peers. These ques-
tions were followed by 52 questions about drinking alcohol habits, sources of

alcoholic drinks and the relation of alcohol drinking to people.

Among the 238 questions in the Year 2010 survey, 115 questions were specifically
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related to drugs. These questions consisted of eight questions about each of the
15y separate drugs and other drugs as an independent category. These questions
formed the largest section of the questionnaire. The 15 drugs in the survey were:
cannabis, amphetamines, LSD, ecstasy, semeron, poppers, tranquillisers, heroin,
magic mushrooms, methadone, crack, cocaine, ketamine, anabolic steroids and
gas. These 115 questions were followed by four general questions about drugs.
The following 25 questions were about socio-demographic factors, followed by
two confirmatory questions about smoking frequency. The questionnaire con-
cluded by asking the students if they had any other questions. The frequency

table of each general classification of the questionnaire questions is shown in

Table

Table 2.2.1: Frequency Table of General Classification of Questionnaire Ques-
tions in the "Smoking, Drinking and Drug Use among Young People in England"
2010 Survey

Question Type Frequency
General Question 6
Smoking-related 35
Drinking-related 52

Drug-related 119
Socio-demographic | 25
Any other 1

Details about the classification of questions in the questionnaire are listed
in Appendix The Year 2010 Survey adopted an internal routing system, in
which respondents providing different answers in a question were directed to

separate subsequent questions. For example:

Q9: Now read the following statements carefully and tick the box next to the

one which best describes you.
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Choice 1: I have never smoked — Q10

Choice 2: T have only ever tried smoking once — Q11

Choice 3: I used to smoke sometimes but I never smoke a cigarette now — Q11

Choice 4: I sometimes smoke cigarettes now but I don’t smoke as many as one
a week — Q11

Choice 5: I usually smoke between one and six cigarettes a week — Q14

Choice 6: I usually smoke more than six cigarettes a week — Q14

From the above example, if the students answered choice 1, they would be
directed to question 10; if they answered choice 2, choice 3 or choice 4, they
would be directed to question 11; and if they answered choice 5 or choice 6,
they would be directed to question 14. As such, the students were directed
to answer partial questions in the questionnaire that were applicable to them,
skipping questions that were not. Finally, at the end of the questionnaire, a
puzzle was provided to the students for entertainment after answering all the

survey questions.

2.3 Open Data Source

A processed data set was uploaded onto the UK Data Service Website, formerly
Economic Social Data Service. The data set, in SPSS format, is available on the
website: www.esds.ac.uk. As mentioned in Section [2.1] that because of the new
sample design of the Year 2010 Survey, selection weights were applied to the
survey data by the researchers in data analysis. Nevertheless, in this study, we
used mainly the unweighted data in data analysis rather than weighted data for

the following main reasons:

(1) To achieve the aim of this study, we would develop and apply advanced

statistical methodologies, such as log-linear analysis models (in Chapter[5), item
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response theory models (in Chapter[6) and latent class analysis models (in Chap-
ter [7) to further analyse multivariate categorical data collected in the Year 2010
Survey. Though Clogg and Eliason (1987) and Magidson| (1987) had incorpo-
rated sampling weights into the maximum likelihood estimation for log-linear
analysis, and |[Vermunt and Magidson! (2005) suggested a method to incorporate
sampling weights into latent class analysis, there were no methods to incor-
porate sampling weights into item response theory models. For maintaining
consistency in data analysis under above-mentioned various advanced statis-
tical methodologies as mentioned, we therefore did not incorporate selection
weights (the calculation of them was not fully reported in the Year 2010 Survey

Report) into our data analysis in this study:.

(2) The 2010 Survey Report mentioned that the SHA regions were used in strat-
iftying samples in order to facilitate the production of regionally representative
analysis. Thus, selection weights were incorporated to correct the unequal se-
lection probabilities among SHA regions. Nevertheless, the primary aim of this
study is to gain increased understanding of drug-trying behaviour of young
people in England rather than in each SHA regions. In such situation, according
to Stapleton and Kang| (2016), strategically, without access to multilevel soft-
ware that can accommodate the sampling weights, we might consider including
stratification variables (i.e. SHA regions, age and gender in this study) as inde-
pendent variables in our data analysis. We therefore did not include selection
weights in our data analysis but as a remedy, we included SHA regions, age and

gender as independent covariates in our data analysis.

(3) Stapleton and Kang| (2016) examined the design effects of five public-released
data sets from the National Centre for Education Statistics (NCES) of ignoring
the sampling design, and reported empirical findings that there were only minor

effects of ignoring the sampling design and no differences in inferences would be
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made. Also, in the Year 2010 Survey Report, some key survey estimates showed
greater changes from 2009, while continuing established trends. Further analy-
ses carried out by the researchers, including comparison of key estimates with
and without selection weights, true standard errors and confidence intervals
between Year 2009 Study and Year 2010 Study for these key estimates, did not
indicate any reason to suggest that the changes in these key estimates were due
to the change in sample design or the consequent selection weighting (Fuller
et al.,2011). It was therefore believed that ignoring selection weights might not
cause any significant statistical effect in our data analysis. Vermunt and Magid-
sonl (2007) also suggested that if the variables used to construct the sampling
weighting do not affect the measurement part of the model, then we should use

unweighted analysis rather than the weighted analysis.

The potential implication of using unweighted data in this study will be dis-

cussed in Section 8.8.1.

2.4 Data Processing

Examining the original data set of the Year 2010 Survey, a few issues associated
with the data set were discovered. Firstly, the original data set contains 536 vari-
ables. We focused on the selection stage upon the variables directly recorded
from the questionnaire rather than the derived variables, such as cigarette smok-
ing status and non-cigarette-smoking status (three categories), because the orig-
inal variables directly recorded information from the answers of the students’
survey questionnaire. Since the focus of our analysis is investigating factors
that contribute to drug-trying behaviour among young people in England, we
selected questions and variables that were related to drug-trying, such as status
of smoking and status of drinking (Mckeganey, |2004). We also opted to select

a parsimonious number of variables, in order to apply the simplest statistical
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models that have good explaining power. Therefore, the process of combining

a few variables, to form a single variable with more information, was undertaken.

Secondly, as described in|Fuller et al.| (2011) report, the original data set contains
three types of missing data. Including all three missing data categories in this
research analysis would not gain extra benefits in research investigation, but
would cause greater difficulty in analysing the data. As such, the missing data
were recorded, trimming down the number of missing categories from three to

one. Further details about recoding of missing data will be discussed in Section

2421

Thirdly, the missing percentages of several original variables are too high. Ac-
cording to the data set, since the survey questionnaire adopted internal routing,
most of the missing data of these original variables were linked to the leading
questions, implying that most missing data was due to missingness by design.
In this research, the missing data of the variables that were chosen were checked
with the leading questions, in order to obtain certain corresponding answers to

such missing data.

Finally, several original variables yield too many distinct levels, which lead
to the following potential problems: (1) In a contingency table between one of
such variables and a drug-trying response variable, empty cells might result and
(2) unnecessary levels might result in longer analysis time when carrying out a
logistic regression analysis. As such, the levels in these original variables were
collapsed by combining levels with similar log odds ratios, whilst maintaining

logical separations. An overview about collapsing these levels is provided in

Section[2.4.3]

To summarise, in order to reduce the excessive complexity of the original data
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set based on the above-mentioned four main reasons, the original data set is
needed to be modified into a manageable and usable working data set for this

research.

2.4.1 Modifications to Working Data Set

In this section, we describe the selection of the variables on four aspects: (1)
drug-trying response variables; (2) smoking variables; (3) drinking variables

and (4) drug-related socio-demographic variables.

2.4.1.1 Drug-trying Response Variables

15 drug-trying response variables, that identified the drugs which the students
had ever tried, were selected (i.e. DgTdCan, DgTdHer, DgTdCok, DgTdMsh,
DgTdCrk, DgTdMth, DgTdEcs, DgTdAmp, DgTdLSD, DgTdPop, DgTdKet,
DgTdAna, DgTdGas, DgTdOth, DgTdTrn), and they were named as DgTd-
Canl for cannabis, DgTdHer1 for heroin, DgTdCok1 for cocaine, DgTdMshl for
magic mushrooms, DgTdCrk1 for crack, DgTdMth1 for methadone, DgTdEcsl
for ecstasy, DgTdAmp1 for amphetamines, DgTdLSD1 for LSD, DgTdPop1 for
poppers, DgTdKetl for ketamine, DgTdAnal for anabolic steroids, DgTdGasl
for gas, DgTdOthl for other drugs, DgTd Trn1 for tranquillisers respectively. The
questions relating to whether the students had heard of the drug (i.e. DgHdCan,
DgHdHer, DgHdCok, DgHdMsh, DgHdCrk, DgHdMth, DgHdEcs, DgHd Amp,
DgHdLSD, DgHdPop, DgHdKet, DgHdAna, DgHdGas, DgHdOth, DgHdTrn)
were not recorded, because variables capturing whether students had heard of a
specific drug were deemed closely associated with the main response variables
(whether they had tried that specific drug). If the students had not heard of
a drug, then they were assumed to have never tried that drug. If the students
were asked if they had ever heard of a drug, and they either answered "'Don’t

know’ or refused to answer the question, then the response to the drug-trying
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response variable was recorded as missing. If the students were asked if they
had tried the same drug, and they either answered "Don’t know” or refused to
answer the question, then the corresponding drug- trying variable was recorded
as missing. The questions about the drug semeron were ignored, since there
were too few cases of trying semeron (i.e. only thirteen cases) in the original

data set to be used, and semeron is a fictional drug instead of an authentic one.

2.4.1.2 Questions relating to the addictive behaviour of smoking

In the Year 2010 survey, there were 103 variables recorded in respect of the
addictive behaviour of smoking. The number of these variables was trimmed
down to only 19 variables, which can be referred to Table in Appendix
for the working data set. Reasons for trimming down the corresponding

smoking variables are elaborated below.

For the three questions relating to family attitudes: (1) family’s attitude to
smoking (non-smokers) (CgFamN); (2) family’s attitude to smoking (smokers)
(CgFamS) and (3) family’s attitude to smoking (secret smokers) (CgFamZ), a
variable, CgFam1, was created to capture all the information about the family’s

attitude to smoking.

There were three questions relating to the severity of the smoking habit, in-
cluding the cigarette smoking status (CgStat), the cigarette smoking status for
irregular smokers only (Cglreg), and the total number of cigarettes smoked dur-
ing the previous week in prior to the study, from Monday to Sunday (Cg7Mon,
Cg7Tue, Cg7Wed, Cg7Thu, Cg7Fri, Cg7Sat, Cg7Sun). These questions were
integrated into a single variable, CgStatl, which could be treated as an ordinal
categorical variable. A variable (CgPel) was used to capture the question of

whether usually smoke packet cigarettes, roll-ups or both.
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A question about ways of usually purchasing or obtaining cigarettes was adopted
in data analysis. For that big question, there were 15 sub-questions asking the
respondents how they obtained the cigarettes. These 15 sub-questions were cate-
gorized into three following groups: (1) group 1 - purchasing cigarettes through
shops/machine/Internet (from supermarket, newsagent, garage, other type of
shops, street market, machine, the Internet) (CgGetSup, CgGetNew, CgGetSho,
CgGetMar, CgGetMac, CgGetlnt); (2) group 2 - purchasing cigarettes through
people (friends or relatives, or someone else) (CgGetFre, CgGetEls), and (3)
group 3 - being given cigarettes by people or other sources (by friends, siblings,
parents, someone else, or cigarettes in some other way) (CgGetGiv, CgGetSib,
CgGetPar, CgGetElg, CgGetTak, CgGetOth). Each of these groups was treated
as a separate variable, namely CgGetl for Group 1, CgGet2 for Group 2 and
CgGet3 for Group 3 respectively. The number of sources for each of these three
variables was counted, and levels for each of these three variables based on
the counts were classified, as well as alternative ways of obtaining cigarettes.
These three variables could be treated as ordinal categorical variables. On the
other hand, another variable, CgGet, was created, which determined whether
the students obtained cigarettes through shops or people, or if they were given
cigarettes by people. This created variable was derived from the three variables
mentioned in this paragraph, and could only be treated as a nominal categorical

variable.

There were eight sub-questions related to smokers that the students knew in
a single big question (boyfriend or girlfriend, friends of same age, older friends,
younger friends, parents or step-parent, sibling, other relatives, no friends or
family) (CgPpGb, CgPpFrsa, CgPpFrol, CgPpFryo, CgPpPar, CgPpSib, CgP-
pOth, CgPpNo). The responses of these eight sub-questions were classified into
three groups: (1) these smokers were other relatives; (2) these smokers were

friends and (3) these smokers were family members. A derived variable of types
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of people who know smoke cigarettes, namely CgPp1, was created of which the
levels were determined by basing on which following group each student was
classified: either other relatives, friends, family members or a mixture of these

three groups.

For the two questions and the corresponding variables relating to smokers in
house (whether people who lived with a student smoked inside the house) (Cg-
WhoSmo, CgWhoHme), a combined variable, CgWhol, was created to capture

both questions.

For the other two questions and the corresponding variables that were linked to
the frequency of buying cigarettes from a shop, as well as how many peers of
the students” age smoke, two separate variables, namely CgBuyF1 and CgEstim,

were created to record them respectively.

There were several questions related to obtaining helpful information about
smoking cigarettes from people (parents/ guardians, siblings, other relatives,
friends, GP, teachers, other adults at school or police) (CgInPar, CgInSib, CgIn-
Rel, CgInFre, CgInGP, CgInTea, CgInAd, CgInPol) as well as several questions
relating to obtaining helpful information about smoking cigarettes from the
media (TV, radio, newspaper, the Internet, FRANK service, helpline) (CgInTV,
CglInRad, CgInNews, CgInInt, CgInFRA, CgInHelp). A variable was created for
the former set of questions in the same way as the variable related to people
who the students knew smoke cigarettes, grouping these sub-questions into
two groups: (1) obtaining information from parents and other relatives and
(2) obtaining information from professionals and the police. This variable was
named CgPel. The same was done for the latter set of questions, grouping
the sub-questions into two groups: (1) obtaining information through passive

media and (2) obtaining information through interactive media. This variable



CHAPTER 2. SMOKING, DRINKING AND DRUG USE SURVEY 2010 43

was named Cglnl.

Finally, two separate variables were created to capture issues about whether
the students had lessons on smoking in the last twelve months (LsSmk), and

whether the students currently smoked cigarettes (CgNow).

2.4.1.3 Questions relating to the addictive behaviour of drinking

In the Year 2010 Survey, there were 135 variables recorded in respect of the
addictive behaviour of drinking. The number of these variables was trimmed
down to only 21 variables, which can be referred to Table in Appendix[A.2]

for the working data set. The trimming down process is described below.

Firstly, a binary variable was created, which captured whether a student had
ever drunk alcohol (AlEvr). Secondly, there were several questions relating to
the severity of the drinking habit, including the frequency of drinking alcohol
(AlFreq) and the number of days of drinking in the preceding week (Al7Day1), in
the survey. These questions were combined into one created variable (AlFreq2)
which could be treated as ordinal categorical variables. Thirdly, a binary vari-
able was created, which captured whether a student had been in a pub, a bar or
a club in the evening in the four weeks prior to the survey (AlIBnPub). A variable

(AlLast) was used to capture the question about when students last used alcohol.

A variable was created, which captured how many acquaintances of own age
drink (AlEstim). This variable could be treated as an ordinal categorical vari-
able. A binary variable, which captured whether the students had lessons on

drinking in the last twelve months, was created as well (LsAlc).

There were three questions related to family attitudes on how parents feel about

their children drinking alcohol: (1) how parents feel about their children drink-
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ing alcohol that was applied to non-drinkers (AlPar); (2) how do parents feel
about their children drinking alcohol that was applied to drinkers they knew
(AlParSt) and (3) how do parents feel about their children drinking alcohol that
was applied to drinkers they knew (AlParKnw) separately. To capture informa-
tion from these three questions, a derived variable was created (AlPar1), which
captured all the data about the family’s attitude towards drinking alcohol. This

variable could be treated as an ordinal categorical variable.

Questions about the number of places a student purchased alcohol, as well as
the number of sources of obtaining alcohol, were adopted. There were eight sub-
questions that asked the students from where and from whom they purchased
alcohol (pub or bar, club or disco, off-license, shop or supermarket, friend or
relative, off the street, garage forecourt or someone else) (AlBuyPub, AlBuyClu,
AlBuyOff, AlBuyShp, AlBuyFre, AlBuyStr, AlIBuyGar, AlBuyEls). These eight
questions were categorized into two separate groups (AlBuyl and AlBuy2). The
number of sources for each of these two variables was counted, and classified
levels for each of these two variables based on the counts, and alternative ways
of purchasing alcohol. These variables could be treated as ordinal categorical
variables. On the other hand, another variable (AlBuy) was created, which
determined whether the students purchased alcohol from shops or acquired it

from people. This variable could only be treated as a categorical variable.

In addition, two separate questions about types of peers that the students
used alcohol with, and where the students used alcohol were adopted. For
the question about types of people that the students used alcohol with, the
seven sub-questions (girlfriend or boyfriend, same sex, opposite sex, both sexes,
guardians, siblings or other relatives, or other people) (AlUsGB, AlUsFreS, AlUs-
FreO, AlUsFreB, AlUsPar, AlUsSib, AlUsOth) were classified into two groups:

(1) other people and friends and (2) family members. A derived variable (AlUs1)
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was created to capture types of people that students used alcohol with, and the
levels were determined basing on which group each student was classified: ei-
ther other people and friends, and family members. On the other hand, for
the question about types of places the students used alcohol with, the seven
sub-questions (pub or bar, club or disco, party, home, someone else home,
street or somewhere else) (AlUsPub, AlUsClu, AlUsFre, AlUsHom, AlUsOHm,
AlUsStr, AlUsEls) were classified into four groups: (1) pubs; (2) home/party; (3)
stranger’s place/public outdoor area and (4) a mixture. A variable (AlUs2) was

created, which captured all the data about places a student usually used alcohol.

There were eight sub-questions in a single question asking about issues when
drinking alcohol in the last four weeks. These eight sub-questions (had ar-
gument, had fight, felt ill or sick, vomited, taken to hospital, lost money or
belongings, clothes, belongings damaged, or trouble with police) (Al4WArg,
Al4WFig, A14WIll, Al4WVom, Al4WHos, Al4WLst, Al4dWDam, Al4WPol) were
classified into two groups: (1) health issue and aggressive issue and (2) other
issues. A variable (Al4W1) was created to indicate which group each respon-
dent belonged to: (1) never drank; (2) drank but no issues; (3) health issues;
(4) aggressive issues and other issues, and (5) both. There were also eight sub-
questions within a big single question, asking about why the students thought
about the reasons for the people of the same age to drink (relax, feel more con-
tident, to be sociable with friends, bored, look cool, forget problems, for a rush
or pressure from friends) (AlWhyRel, AIWhyCon, AIWhySoc, AIWhyBor, Al-
WhyCoo, AlIWhyFgt, AIWhyRsh, AIWhyPre). These eight sub-questions were
categorized into two groups: (1) to feel better and (2) to socialise. Another
variable (AIWhy1) was created to indicate which group each student fell into in
respect of the reason: (1) to feel better; (2) to socialise and (3) both. This variable

could then be treated as a nominal categorical variable.
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For the two questions and corresponding variables relating to drinking within
their household (whether people who lived with a student drank inside the
house) (AIWhoHme, AIWhoDr), a combined variable (AlIWho1) was created to

capture data of both questions.

There were eight questions relating to the source of obtaining helpful infor-
mation about drinking alcohol from people (parents/guardian, siblings, other
relatives, friends, GP, teachers, other adults at school or police) (AllnPar, Alln-
SiB, AllnRel, AllnFre, AlInGP, AllnTea, AlInAd, AlInPol), as well as six questions
relating to getting helpful information about drinking alcohol from media (TV,
radio, newspaper, the Internet, FRANK service, helpline) (AlInTV, AllnRad,
AlInNews, AllnInt, AIInFRA, AllnHelp). A variable (AlPel) was created for the
former set of questions in the same way as we did for drinking alcohol, and the
sub-questions were grouped into two groups: (1) parents and other relatives,
and (2) professionals and police. By creating a variable (Allnl), a similar way
was done for the latter set of questions, and the sub-questions were grouped

into two groups: (1) passive media and (2) interactive media.

24.1.4 Drug-related Socio-demographic Questions

There were eight questions related to how the students gained knowledge about
drug use from other people and from the media (parents/guardian, siblings,
other relatives, friends, GD, teachers, other adults at school or police) (DgInPar,
DgInSiB, DgInRel, DgInFre, DgInGP, DgInTea, DgInAd, DgInPol). A variable
(DgPel) was created for the first set of questions in the same method as the vari-
able related to people who take drugs, and the sub-questions were grouped into
two groups: (1) parents and other relatives and (2) professionals and police. Sim-
ilar method applied to the media questions by grouping the six sub-questions
(TV, radio, newspaper, the Internet, FRANK service, helpline) (DgInTV, DgIn-

Rad, DgInNews, DglnInt, DgInFRA, DgInHelp) into two groups: (1) passive
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media and (2) interactive media by using a variable (Dgln1l) to capture data of

these sub-questions.

A variable was also created to capture how many acquaintances of the student’s
own age uses drug (DgEstim). This was an ordinal categorical variable. A bi-
nary variable that captured whether the students had drug education lessons in

the last twelve months was also created (LsDrg).

Two variables were created, one was to capture how many books in the stu-
dent’s home (Books1) and another was to capture the age of the students (Age),
which ranged from eleven to fifteen years old. These variables could be treated

as ordinal categorical variables.

To capture the information about the gender of the students, a binary vari-
able (Gender) was used. Another binary variable (FSM1) was adopted to record
the question about whether the students had joined the free school meal (FSM)

scheme was used to reflect the economic status of the student” families.

Moreover, in order to capture whether the students had ever played truant
or had ever been excluded from school, two separate variables, namely Truantl
and ExclA1 were used respectively. The two variables could be treated as binary

variables.

By the concept of extension of truancy and exclusion variables, two additional
variables, namely TruantN and ExclAN1, were created to capture the students’
frequency of playing truant and being excluded from school respectively. These

two variables could be treated as ordinal categorical variables.

Finally, to incorporate Strategic Health Authority (SHA) regions in data analysis,
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a variable, namely SHA, was created, which captured the ten SHA regions in

England that were used to stratify the 7,296 students.

2.4.2 The Missing Data Problem

The original data set contained three types of missingness: (1) a question not
answered or refused to answer by a student (coded as -9); (2) a question answered
"don’t know" or "can’t tell" by a student (coded as -8) and (3) a question that was
not applicable to a student (coded as -1). In this section, the general methods
that are used to recode the missing data will be discussed, with the aim of

downsizing the number of missing data categories to one.

2.4.21 Recoding of the Missing Data

For the missing data that were coded as (-9), they were all treated as missing,

because no information could be obtained from this kind of missing data.

For the missing data that were coded as (-8), the corresponding question was
examined to determine if this classification of missing data, "don’t know" or
"can’t tell", could be regarded as a level in the subsequent variable. For ex-
ample, in the case of creating a variable that described family attitudes toward
smoking, the choices of the related variable were classified into three options:
(1) against smoking; (2) for smoking and (3) neutral (between against option
and for option). In this case, the students coded (-8) were treated to be in the
middle (neutral) option, because they still answered as "don’t know" or "can’t
tell", or simply ticked more than one box in any of these related questions about
family attitudes toward smoking, and we were not sure if the families of those
students clearly supported smoking or opposed to smoking. If the students
did not tick proper boxes through the normal procedure, their answers were

classified as "don’t know". The same recoding strategy was applied to the vari-
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able capturing how the students’ parents/guardians feel about drinking alcohol.

For the missing data that were coded as (-8) in all other questions in which
sufficient information could not be obtained to determine which valid option
such missing response data could assume, the missing data that were coded as

(-8) were treated to be missing.

For the missing data that were coded as (-1), which stood for "not applicable", the
leading question was traced back to determine where those missing data should
be recoded. For example, when the students were coded (-1) as responses for
the variable "whether usually smoke packet cigarettes, roll-ups or both about
equally", the leading questions, the question about cigarette smoking status and
its subsequent question about cigarette smoking status for irregular smokers,
were examined to determine how the "not applicable" responses for the question
"whether usually smoke packet cigarettes, roll-ups or both about equally" were
treated. When these students answered the question about cigarette smoking
status or the subsequent question for irregular smokers, there were generally

two scenarios listed as follows.

Scenario 1: Several students did not answer the question about cigarette smok-

ing status or answered "don’t know" for cigarette smoking status question;

Scenario 2: Several students answered "I have only ever tried smoking once"
or "l used to smoke sometimes but I never smoke a cigarette now" for cigarette
smoking status question. Other students answered "I have never tried smoking
a cigarette, not even a puff or two" or "I did once have a puff or two of a cigarette,
but I never smoke now" for cigarette smoking status question for irregular smok-
ers. Also, some students did not answer the cigarette smoking status question

for irregular smokers because they answered "l have never smoked" for cigarette
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smoking status question.

After answering any of the two questions about smoking status, the students
were then required to answer the following question - "whether usually smoke
packet cigarettes, roll-ups or both about equally”. There were three options
provided in the questionnaire for the students to answer: (1) Cigarette from a

packet; (2) Hand-rolled cigarettes and (3) both about equally.

Regarding the above question, for the students in scenario 1, their responses
were treated as missing because there was no information or hint about which
option these students should be allocated to. For the students in scenario 2, their
responses were treated to be level 0: "never smoke now and usually”, due to
the questionnaire design that the students who matched the cases included in
scenario 2 were directed away from the question "whether usually smoke packet
cigarettes, roll-ups or both about equally". Treating these responses as missing
values could result in contradicting imputations. For instance, the students
who answered "I did once have a puff or two of a cigarette, but I never smoke
now" or "I used to smoke sometimes but I never smoke a cigarette now" may
be imputed as usually smoking cigarette from a packet, hand-rolled cigarettes,
or both, which contradict the former statements made by the students that they
might actually smoke a few times in the past but they did not actually smoke

currently, in a usual way.

Finally, for all questions generally, the students who did not answer a ques-
tion, or answered "don’t know" as a non-valid option of the question, were

recoded as missing.
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2.4.3 Collapsing the Levels of Variables

This section concerns the collapsing of levels for several selected variables. When
considering the reduction of factor levels, the frequency in each level, the log-
odds of each level against drug-trying response variables and whether it is more

sensible to combine several levels, should be considered.

One considering factor is the frequency in each level of each variable. If the
frequency in a certain level is too low, then it may yield an empty cell in a con-
tingency table with a drug-trying response variable. For example, originally the
frequency of respondents of "being excluded" variable (ExclAN1) contained six
levels: (1) 0 - No; (2) 1 - Been excluded, but not in the last 12 months; (3) 2 - Once
or twice; (4) 3 - 3 to 4 times; (5) 4 - 5 to 10 times and (6) 5 - more than 10 times.
The frequency table of the "being excluded" variable is shown in the following

table:

Table 2.4.1: Frequency Table of "Being Excluded" Variable

Level \ 0 1 2 3 4 5 Missing
Frequency ‘ 6503 238 287 45 23 5 195

The frequency of respondents in level 5 was considered to be too low, such that
in the contingency table against trying anabolic steroids, empty cells occurred,

as illustrated by the following table:

Table 2.4.2: Contingency Table of "Being Excluded" Variable against "Tried An-
abolic Steroids" Variable

Being Excluded
0 1 2 3 4 5 Missing
Yes | 20 3 6 1 2 0 116
4
1

Tried anabolic steroids No | 6430 226 276 42 20 2
Missing | 53 9 5 2 1 77
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As a result, we considered combining level 5 of "Being Excluded" variable with

level 3 and level 4 together into a single level, level 3.

Another relevant factor is the log-odds of each level of a variable. If the log-odds
against drug-trying response variables are similar, the levels of a variable can
be combined. We used the variable that recorded the number of books in a
respondent’s house, against cannabis as an example. For each level of "Number
of books in home" variable, the log-odds of ever trying cannabis could be calcu-

lated. The log-odds are shown in the following table:

Table 2.4.3: Log-odds Table of "Number of Books in Home" Variable against
"Tried Cannabis" Variable

Number of books in home

Very 51- 101-
Levels | None(0) ¢ 5y 11:50Q) oo o0 >2000)

Log-odds | -1.6305  -1.8248  -2.2065  -2.3688  -2.6279  -2.5150

From this table, the log-odds for levels 2 to 5 were similar, so these two levels

were combined into a single level, level 2.

The frequencies and log-odds for every level of several selected covariates were
checked against each drug-trying response variables, before deciding which lev-

els of each of these covariates to be collapsed.

Finally, the levels of variables were checked to determine if these levels were
sensible. For several occasions, it might be more sensible if several levels were
combined into a single level. For example, for "cigarette smoking status" vari-
able, the following two levels: "I have only ever tried smoking once" and "I used
to smoke sometimes but I never smoke a cigarette now", generally meant those

smokers used to smoke in the past but they never smoked now. It would be
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more sensible to combine these two levels into a single level.

By considering the three criteria mentioned above, several smoking, drinking
and drug-related socio-demographic variables were collapsed by the following

ways.

2.4.3.1 Variables relating to the Addictive Behaviour of smoking

Regarding the variable about cigarette smoking status, two levels: (1) "not tried"
and (2) "ex-smokers", were combined into a single level. Also, two levels: "I
sometimes smoke cigarettes now but I don’t smoke as many as one a week" and
"I usually smoke between one and six cigarettes a week" were combined into a

level called "current-light".

When dealing with another variable concerned with the frequency of buying
cigarettes from shops in the last year (prior to the survey), three levels: (1) "about
once a month"; (2) "two or three times a month" and (3) "once or twice a week",

were combined into one level: "occasional".

2.4.3.2 Variables relating to the Addictive Behaviour of drinking

Regarding the variable capturing the frequency of regularly drinking alcohol
(AlFreq2), three levels: (1) "once a week"; (2) "twice a week" and (3) "every day

or almost every day", were combined into a single level.

When dealing with another variable that captured when a student last had
alcohol (AlLast), the two levels of the original variable: (1) "6 months ago or
more" and (2) "1 month, but less than 6 months ago", were combined into a
level; another pair of levels: (1) "2 weeks, but less than 4 weeks ago" and (2)
"1 week, but less than 2 weeks ago" were combined into a level; and the last

three levels: (1) "some other time during the last 7 days"; (2) "yesterday" and (3)
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"today" were also combined into a single level.

Finally, for a variable that recorded the number of days in last seven days a
student drank alcohol, "one to two days" were grouped into a lower level, whilst

"three to seven days" were grouped into an upper level.

2.4.3.3 Drug-related Socio-demographic Variables

Considering the variable of how many own age take drugs, the following two
levels: (1) "once or twice a week" and (2) "almost every day" were collapsed into

a single level.

The four levels of the variable, in respect to the number of books a student
had in home: (1) "11 to 50 books"; (2) "51 to 100 books"; (3) "101 to 200 books"

and (4) "more than 200 books", were collapsed into a single level.

Also, considering the variable of the frequency of playing truant by a student,
three levels: (1) "3 or 4 times"; (2) "5 to 10 times" and (3) "more than 10 times"
were collapsed into a single level. A similar collapsing procedure was carried

out for the variable in respect of the frequency of being excluded.

2.5 Summary

This chapter has provided a detailed review of survey design, questionnaire
design and data source of the Year 2010 Survey. As this research focuses on drug
use among young people, as well as for the purposes to reduce the complexity of
the original data set of the Year 2010 Survey, the original data set was modified.

The modification process of the Year 2010 Survey data set included: (1) proper
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recording of the missing data; (2) combining several variables into a single
variable, where appropriate, and (3) collapsing factor levels of some variables
in the original data set. After the modification of the original data set of the
Year 2010 Survey, a cleaner data set, namely "working data set", was obtained,
which is more usable for this research. Details of the working data set will be

discussed in Chapter



Chapter 3

Exploratory Data Analysis

The Exploratory Data Analysis (EDA) is the best-known work from Tukey|(1977),
who discussed the need for collecting results of actual data with specific analytic
techniques, whilst suggesting the approximation property of actual data on data

analysis.

Based on the literature, this chapter describes and summarises the main fea-
tures of the exploratory data analyses, in respect of the working data set. The
purposes to carry out exploratory data analysis of the working data set are to
gain more understanding of the properties of the variables in the working data
setand the associations among these variables. Section[3.1|provides an overview
of the working data set and the variables. In this chapter, we explore the fre-
quencies and percentages for the variables by type in the following sections:
(1) the smoking variables in Section (2) the drinking variables in Section
(8) drug-related socio-demographic variables in Section and (4) the
drug-trying response variables in Section Section 3.2|further describes the
drug-trying response variables. Section [3.3| summarises the pairwise associa-
tions among drug-trying response variables and covariates, using contingency
tables, log-odds tables, box plots and polychoric correlation plots, where ap-

propriate. The study of the associations and relationships among drug-trying

56
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response variables and covariates (i.e. the smoking, drinking and drug-related
socio-demographic variables) has not been carried out in details in the Year
2010 Survey report. It is expected that the aforesaid study will enrich the un-
derstanding of drug-trying behaviour among young people in respect of those

mentioned covariates.

3.1 Overview of the Working Data Set

After modification of the original data set of the Year 2010 Survey, the working
data set of this research contains 68 variables, including 19 smoking variables, 21
drinking variables, 13 drug-related socio-demographic variables and 15 drug-
trying response variables. Among these 68 variables, 6 of them are derived
variables. Summaries and labels of the variables are presented in Tables
to in the Appendix The sections below provide further details of the
variables by sub-types: (1) smoking variables in Section (2) drinking vari-
ables in Section 3.1.2} (3) drug-related socio-demographic variables in Section
and (4) drug-trying response variables in Section 3.1.4|

3.1.1 Smoking Variables

The 19 smoking variables recorded the family attitudes toward smoking (Cg-
Faml), the current cigarette smoking status of respondents (CgStat, CgStatl,
Cg7Num, CgNow) and smoking packaging type (CgPk1). In addition, sources
of purchasing/obtaining cigarettes (CgGetl, CgGet2, CgGet3, CgGet), the rela-
tionship of known smokers (if any) to the students and the estimated proportion
of such known smokers (CgPp1, CgEstim) were recorded. Whether the smokers
live in the same house as the students (CgWhoSmo, CgWhoHme, CgWhol), the
frequency of purchasing cigarettes from shops (CgBuyF1) and obtaining infor-
mation or lessons about smoking (CgPel, Cglnl, LsSmk) were also recorded.

The combined variable describing the cigarette smoking status (CgStatl) was
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created from two separate variables: (1) the average number of cigarettes a stu-
dent smoked per day in the week prior to the survey (Cg7Num) and (2) the
original variable of smoking status (CgStat). We only used this combined vari-

able for this research analysis.

Another combined variable, "smokers in house and where" (CgWhol), was
formed from two other separate variables: (1) the number of people living
with a student who smoked (CgWhoSmo) and (2) whether people living with
a student smoked inside the house (CgWhoHme). A variable describing the
usual sources of obtaining cigarettes (CgGet) captured information from three
related variables: (1) "number of type of source through shops/ machine/ In-
ternet" (CgGetl); (2) "number of type of source through people" (CgGet2) and

(3) number of type of source of being given cigarettes usually by people or other

sources" (CgGet3). Tables |3.1.1{and [3.1.2 provide the frequency summaries of

the smoking variables respectively, including missing data.
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Table 3.1.1: Frequency Table of Smoking Variables (First table)
Variables Category(Level) n (%) Variables Category(Level) n (%)
CgFam1 Against(0) 6341 (86.91) | CgStat Never(0) 5362 (73.49)
Tried /Ex-
Neutral(1) 598 (8.20) smoker(1) 1264 (17.32)
Current-
For(2) 103 (1.41) light(2) 385 (5.28)
Current-
moderate  to 243 (3.33)
heavy(3)
Missing 254 (3.48) Missing 42 (0.58)
CgStatl Never(0) 5358 (73.44) | Cg7Num 0(0) 6528 (89.47)
Tried/ Ex-
smoker(1) 1264 (17.32) (0,6](1) 325 (4.45)
Current-
light(2) 385 (5.28) > 6(2) 121 (1.66)
Current-
moderate(3) 95 (1.30)
Current-
heavy(4) 115 (1.58)
Missing 79 (1.08) Missing 322 (4.41)
CgPkl None(0) 6626 (90.82) | CgGetl None(0) 6945 (95.19)
Packet(1) 273 (3.74) 1(1) 180 (2.47)
Hand-
rolled(2) 96 (1.32) > 1(2) 94 (1.29)
Both(3) 219 (3.00)
Missing 82 (1.12) Missing 77 (1.06)
CgGet2 None(0) 6822 (93.50) | CgGet3 None(0) 6626 (90.82)
Shops only(1) 149 (2.04) i‘e(z}l’)s /' PeO 1532.10)
1(2) 187 (2.56) 1(2) 283 (3.88)
> 1(3) 61 (0.84) > 1(3) 157 (2.15)
Missing 77 (1.06) Missing 77 (1.06)
CgGet None(0) 6626 (90.82) | CgPpl None(0) 1148 (15.73)
Other relatives
Shops only(1) 81 (1.11) only(1) 958 (13.13)
Friends
People only(2) 52 (0.71) only(2) 1088 (14.91)
. Family mem-
Given(3) 196 (2.69) bers only(3) 606 (8.31)
Mixture(4) 264 (3.62) Mixture(4) 2971 (40.72)
Missing 77 (1.06) Missing 525 (7.20)
CgWhoSmo  0(0) 4270 (58.53) | CgWhoHme No(0) 5744 (78.73)
> 0(1) 2610 (35.77) Yes(1) 1195 (16.38)
Missing 416 (5.70) Missing 357 (4.89)
CgWhol None(0) 4270 (58.53) | CgBuyF1 Never(0) 6530 (89.50)
Smoke, out-
side(1) 1424 (19.52) Few(1) 199 (2.73)
Smoke, in- .
side(2) 1174 (16.09) Occasional(2) 203 (2.78)
Frequent(3) 55 (0.75)
Missing 428 (5.87) Missing 309 (4.24)
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Table 3.1.2: Frequency Table of Smoking Variables (Second table)

Variables Category(Level) n (%) Variables Category(Level) n (%)
CgEstim  None(0) 1340 (1837) | CgPel  None(0) 1340 (18.37)
Few(1) 3530 (48.38) f;;i‘vtzs (f)ther 4158 (56.99)
Half(2) 1377 (18.87) Pros, police(2) 38 (0.52)
zﬁ‘(’; but ot 7¢ (9.95) Both(3) 1303 (17.86)
All(4) 49 (0.67)
Missing 274 (3.76) Missing 457 (6.26)
Cglnl None(0) 1237 (16.95) | LsSmk  No(0) 1905 (26.11)
Passive(1) 1298 (17.79) Yes(1) 4233 (58.02)
Interactive(2) 309 (4.24)
Both(3) 3947 (54.10)
Missing 505 (6.92) Missing 1158 (15.87)
CgNow  No(0) 6504 (89.14)
Yes(1) 623 (8.54)
Missing 169 (2.32)

From Tables 3.1.1| and 3.1.2} regarding the CgFam1 variable, a majority of the

students’ families (86.91 %) were against the students” smoking behaviour, 8.20
% were neutral and 1.41 % were supportive. From the CgStatl variable, most of
the students (90.76 %), including non-smokers and ex-smokers, did not smoke
regularly. 5.28 % of the students smoked lightly, 1.30 % of the students smoked
moderately, and 1.58 % of the students smoked heavily. Regarding the CgPkl
variable, a few students smoked packet cigarettes (3.74 %), a few students
smoked hand-rolled cigarettes (1.32 %) and a few students smoked both (3.00
%). When considering the CgGet variable, a few students obtained cigarettes
through shops and people, and were given to them by people (3.62 %). When
considering the CgPp1 variable, a majority of the students (77.07 %) reported
that either their families or friends or other relatives were smokers. However,
when considering the CgWhol variable, more than half of the students did not
have smokers living with them (58.53 %). If the students had smokers living
with them, more of these smokers smoked outside their house rather than in-
side (19.52 % for outside versus 16.09 % for inside). From the CgBuyF1 variable,
most smokers never bought any cigarette in the past year (89.50 %), with a few

smokers who bought cigarettes occasionally (2.78 %). When considering the
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CgEstim variable, a majority of the smokers had a few surrounding smokers
(77.87 %), whereas about 29 % of the students had at least half of people of the
same age they knew who smoked, and 0.67 % of the smokers reported that all
people they knew were smokers. From the CgPel and Cgln1 variables, a large
proportion of the students received information about smoking from their par-
ents and other relatives (56.99 %), and from both passive and interactive media
(54.10 %). Similarly, from the LsSmk variable, more than half of the students had
received lessons about smoking (58.02 %). Finally, from the CgNow variable,
a majority of the students reported they had never smoked (89.14 %), and less
than 10 % of the students reported they had smoked (8.54 %).

In summary, from the Tables[3.1.1|and [3.1.2} a majority of the students reported

that: (1) their families were against students’ smoking (86.91 %); (2) they did not
have smoking habit (90.76 %) and (3) either their families or friends or relatives
were smokers (77.07 %). Also, for those students who smoked, 77.87 % of them

reported that they knew a few smokers of similar age surrounding them.

3.1.2 Drinking Variables

The 21 drinking variables in the working data set recorded the frequency of
drinking alcohol by the students (AlEvr, AlFreq, Al7Dayl, AlFreq2), and the
last time the students drank alcohol (AlLast). The students’ family attitudes to-
wards drinking (AlPar1), places of drinking (AlBnPub, AlUs2), the relationship
of known drinkers (if any) to the student (AlUs1), the estimated proportion of
known persons who drank (AlEstim) and the number of type of sources and
places of purchasing alcohol (AlBuyl, AlBuy2, AlBuy) were recorded. Types
of issues happening when drinking (Al14W1), the reason for drinking (AIWhy1)
and whether the students had obtained information/education about smoking

(LsAlc, AlPel, Alinl) were also included.
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A variable describing the usual frequency of drinking alcohol (AlFreq2) was
derived from two separate variables: (1) the number of days in the week prior
to the survey, when alcohol was consumed (Al7Day1) and (2) the frequency of
drinking alcohol (AlFreq). A variable describing whether the students usually
purchased alcohol themselves or it was obtained via other people (AlBuy) cap-
tured information from two related variables: (1) "number of places a student
usually purchase alcohol" (AlBuy1) and (2) "number of people from whom a stu-
dent usually purchase alcohol" (AlIBuy2). Another derived variable, "drinkers
in house and where" (AlWhol), was combined from two separate variables:
(1) "whether people living with the respondent drank inside the house (Al-
WhoHme)" and (2) "number of people living with respondent who drank (Al-
WhoDr)".

Tables and provide summaries of the drinking variables in terms

of frequencies and percentages.
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Table 3.1.3: Frequency Table of Drinking Variables (First table)

Variables Category(Level) n (%) Variables Category(Level) n (%)
AlEvr No(0) 3933 (53.91) | AlFreq Never(0) 3933 (53.91)
Yes(1) 3271 (44.83) Ex-drinker(1) 206 (2.82)
Few a year(2) 1244 (17.05)
Once a
month(3) 557 (7.63)
Once a fort-
night(4) 486 (6.66)
More than
once a fort- 606 (8.31)
night(5)
Missing 92 (1.26) Missing 264 (3.62)
Did not smoke
AlLast Never(0) 3933 (53.91) | Al7Dayl Jast week(0) 6075 (83.26)
up to 1 month )
ago(1) 1290 (17.68) 1-2 days(1) 790 (10.83)
4 weeks to 1
week ago(2) 852 (11.68) 3-7 days(2) 146 (2.00)
During  last
week(3) 942 (12.91)
Missing 279 (3.82) Missing 285 (3.91)
AlFreq2  Never(0) 3933 (53.91) | AIBnPub No(0) 5109 (70.02)
Ex-drinker(1) 206 (2.82) Yes(1) 1909 (26.17)
Few a year(2) 1244 (17.05)
Once a
month(3) 557 (7.63)
Current-
Light(4) 603 (8.26)
Current-
Moderate(5) 364 (4.99)
Current-
Heavy(6) 121 (1.66)
Missing 268 (3.67) Missing 278 (3.81)
AlEstim  one °f 1120 (1535) | LsAlc No(0) 1917 (26.27)
them(0) ’ ’
Only a few(1) 2170 (29.74) Yes(1) 4200 (57.57)
About half(2) 1574 (21.57)
Most, but not
all(3) 1966 (26.95)
All of them(4) 293 (4.02)
Missing 173 (2.37) Missing 1179 (16.16)
AlParl Against(0) 3475 (47.63) | AlBuyl 0 sources(0) 6259 (85.79)
Middle(1) 3357 (46.01) 1 sources(1) 441 (6.04)
For(2) 78 (1.07) 2 sources(2) 209 (2.86)
3 sources or
more(3) 70 (0.96)
Missing 386 (5.29) Missing 317 (4.34)
AlBuy?2 None(0) 5605 (76.82) | AlBuy None(0) 5605 (76.82)
From shops(1) 404 (5.54) Places(1) 404 (5.54)
Family mem-
1(2) 730 (10.01) bers(2) 654 (8.96)
> 1(3) 240 (3.29) Both(3) 316 (4.33)
Missing 317 (4.34) Missing 317 (4.34)

63
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Table 3.1.4: Frequency Table of Drinking Variables (Second table)
Variables  Category(Level) n (%) Variables Category(Level) n (%)
AlUsl None(0) 4139 (56.73) | AlUs2 None(0) 4139 (56.73)
Own(l) 39 (0.53) Pub(1) 55 (0.75)
Other people
and friends(2) 1134 (15.54) home/party(2) 1088 (14.91)
stranger’s
Family mem- place/  pub-
bers(3) 723 (9.91) lic outdoor 623 (8.54)
area(3)
Both(4) 979 (13.42) mixture(4) 1101 (15.09)
Missing 282 (3.87) Missing 290 (3.97)
Never in last 4
Al4W1 weeks(0) 6038 (82.76) | AlWhy1l No reasons(0) 494 (6.77)
Drink, no is-
sue(1) 313 (4.29) Feel better(1) 239 (3.28)
Drink, health -
issue(2) 147 (2.01) Socialise(2) 690 (9.46)
Drink, aggres-
sive and other 139 (1.91) Both(3) 5550 (76.07)
issue(3)
Drink, both(4) 240 (3.29)
Missing 419 (5.74) Missing 323 (4.43)
AlWhoDr 0(0) 1351 (18.52) | AlWhoHme No(0) 2424 (33.22)
> 0(1) 5420 (74.29) Yes(1) 4458 (61.10)
Missing 525 (7.20) Missing 414 (5.67)
AlWhol None(0) 1351 (18.52) | AlPel None(0) 1367 (18.74)
Drink, out- Parents, other
side(1) 988 (13.54) relatives(1) 4092 (56.09)
Drink, in- .
side(2) 4416 (60.53) Pros, police(2) 32 (0.44)
Both(3) 1309 (17.94)
Missing 541 (7.42) Missing 496 (6.80)
Alln1 None(0) 1452 (19.90)
Passive  Me-
dia(1) 1407 (19.28)
Interactive
Media(2) 259 (3.55)
Both(3) 3632 (49.78)
Missing 546 (7.48)

Regarding the CgStatl variable in Table and the AlEvr variable in Table

drinkers and non-drinkers were much more evenly distributed than smok-

ers and non-smokers (44.83 % and 53.91 % compared to 25.48 % and 73.44 %

respectively). From the AlFreq and AlFreq2 variables, while 17.05 % of the

students drank a few times a year, 8.26 % of the students drank every fortnight

(current-light), and 1.66 % of the students drank at least three days in the previ-

ous week (current-heavy). These figures were further augmented by the figures
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from the AlLast variable that 17.68 % of the students drank alcohol up to the
previous month and 12.91 % of the students drank alcohol during the previous

week prior to the survey.

From the AIBnPub variable in Table most of the students (70.02 %) had
not been to the pub, but from the AlEstim variable, 82.28 % of the students were
surrounded by drinkers. From the AlParl variable, the majority of the family
members of the students (93.64 %) were either against drinking or neutral to
drinking alcohol. On the other hand, from the AlBuy variable, 8.96 % of the
students obtained alcohol from their family members, 5.54 % of the students
obtained alcohol from various places such as supermarkets and 4.33 % of the
students obtained alcohol from both these source types. Referring to Table
from the AlUs1 variable, very few students (0.53 %) drank alcohol on their own,
15.54 % of them drank alcohol with other people and friends, whereas 9.91 %
of them drank alcohol with family members, and 13.42 % of the students drank
alcohol with both groups of people. Consequently, from AlUs2 variable, 14.91
% of the students drank alcohol at home or at a party, 8.54 % of the students
drank in other places and 15.09 % of the students drank alcohol at home and /or
at a party and/or in other places. Finally, from the AIWhol variable, more than
half of the students (60.53 %) had drinkers at home. These figures potentially
reflected that despite unfavourable opinions from families about drinking alco-
hol, plenty of the students consumed alcoh