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Abstract: Synchronous machines are the most widely used form of generators in electrical 

power systems.  Identifying the parameters of these generators in a non-invasive way is very 

challenging due to the inherent nonlinearity of power station performance. This paper proposes a 

parameter identification method using a stochastic optimisation algorithm that is capable of 

identifying generator, exciter and turbine parameters using actual network data. An 8th order 

generator/turbine model is used in conjunction with the measured data to develop the objective 

function for optimization. The effectiveness of the proposed method for the identification of 

turbo-generator parameters is demonstrated using data from a recorded network transient on a 

178MVA steam turbine generator connected to the UK’s national grid. 
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I. Introduction 

The accurate modelling of synchronous machines, excitation systems and prime movers to 

predict power station performance is clearly a very important topic that has been the subject of 

interest for several decades. The most accurate method of establishing generator armature and 

field windings parameters is through a standstill resistance test [1], but this has the inherent 

disadvantage that the test has to be performed at standstill. The more common method for 

calculating the values of machine parameters is therefore to perform the usual short circuit and 

open circuit tests and use the results to calculate the various machine parameters. The major 

drawback with this method is its invasive nature in regard to testing.  This is not a practical 

proposition when considering network connected generators.  

Parameter identification has also been attempted using differing methods to produce 

representations of the armature and the rotor field windings. Parameter estimation of the 

electrical d-q axis equivalent circuit of a 7kVA synchronous generator has been carried out using 

a standstill time-domain test based on applying a sine cardinal perturbation voltage signal in 

conjunction with GA and a Gauss-Newton technique [2]. Another perturbation method based on 

generating multisinusoidal excitation signal using a PWM Voltage Source Inverter (VSI) has 

been described in [3]. Work has also been carried out to identify the parameters of a saturated 

synchronous machine model using a small 3kVA synchronous generator by performing a full 

load rejection test [4]. Synchronous machine parameter estimation using a line-to-line short 

circuit test has also been carried out [5]. Parameter identification for excitation systems has also 

been attempted, generally performed using step response tests to ascertain the system’s base 

function under perturbation [6]. This form of identification is performed using the exciter in a 

standalone format and without direct synchronous machine interaction. Online estimation of the 



synchronous generator parameters has been also considered [7-9] to provide continuous update 

of the machine parameters during operation. Invariably these identification methods consider 

machine electrical parameters only and are simulation based or require an instigated perturbation 

or signal disturbances around an operating point which may require expensive signal generation 

equipment [2, 3, 8, 10, 11].  

Much like the identification of machine and exciter parameters, gas and steam turbines have 

been accurately characterized over the years. This work, however, has been considered largely 

from a thermodynamic perspective [12] and required significant specification data in order to 

produce an accurate picture of the turbine performance.  These detailed models are invariably too 

complex to be used in a turbo-generator parameter identification study.  

This paper demonstrates a different approach for turbo-generator parameter identification 

including generator, excitation system and prime mover variables, based on the use of recorded 

data from an actual network transient, without the need for special tests or signal injection 

techniques. The proposed method utilizes a classical synchronous machine model [13-14]. An 

adaptable excitation system model [6] is utilized to model field voltage control and a standard, 

industrially accepted turbine model is utilized to characterize prime mover function [15]. A real 

recorded transient event occurring at some distance from a 178MVA generator is then used as 

the basis for a totally non-invasive optimisation procedure to identify generator, exciter and 

turbine parameters in one process. 

 

II.  Generator, Exciter and Turbine Models 

The classical dynamic model of a synchronous machine is given by the following equations in 

the rotor dq reference frame in which only one field winding in the d-axis and a pair of damper 



windings in the d-axis and the q-axis are present and the voltage equations are expressed as 

integral equations of the flux linkages in the machine windings [14]: 

𝜓𝑞  =  𝜔𝑏  ∫ {𝑉𝑞  −  
𝜔𝑟
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where ψd, ψq, ψ0 are the stator windings flux linkages, ψf is the field winding flux linkage, ψkd is 

the d-axis damper winding flus linkage, ψkq is the q-axis damper windings flux linkage, and ψmd, 

ψmq are the mutual flux linkages in the d-axis and q-axis circuits, respectively. ωb and ωr are the 

base electrical angular speed and the rotor angular speed, respectively. Rs is the stator winding 

resistance, Rf is the field winding resistance, Rkd is the d-axis damper winding resistance, and Rkq 

is the q-axis damper windings resistance.  Xls is the stator winding leakage reactance, Xlf is the 

field winding leakage reactance, Xlkd is the d-axis damper winding leakage reactance, Xlkq is the 

q-axis damper winding leakage reactance and Xmd is the d-axis stator magnatising reactance. Vd, 

Vq, V0 are the network voltages and Ef is given by the equation: 

𝐸𝑓  =  𝑋𝑚𝑑

𝑉𝐹

𝑅𝑓
  

where VF is the voltage regulator output. 



The mutual fluxes ψmd, ψmq are given by: 

𝜓𝑚𝑞  =  𝜔𝑏 𝐿𝑚𝑞(𝑖𝑞 +  𝑖𝑘𝑞 )  

𝜓𝑚𝑑  =  𝜔𝑏 𝐿𝑚𝑑(𝑖𝑑 +  𝑖𝑘𝑑  + 𝑖𝑓 )  

Having determined the values of the various flux linkages, we can then calculate the winding 

currents using the equations: 

𝑖𝑞  =  
𝜓𝑞  −  𝜓𝑚𝑞

𝑋𝑙𝑠
                                                                                                                                      (7) 

𝑖𝑑  =  
𝜓𝑑  −  𝜓𝑚𝑑

𝑋𝑙𝑠
                                                                                                                                     (8) 

𝑖𝑘𝑑  =  
𝜓𝑘𝑑  − 𝜓𝑚𝑑

𝑋𝑙𝑘𝑑
                                                                                                                                 (9) 

𝑖𝑘𝑞  =  
𝜓𝑘𝑞  −  𝜓𝑚𝑞

𝑋𝑙𝑘𝑞
                                                                                                                                (10) 

𝑖𝑓  =  
𝜓𝑓  −  𝜓𝑚𝑑

𝑋𝑙𝑓
                                                                                                                                    (11) 

The stator winding currents ia, ib, ic can then be obtained using the reverse dq/abc transformation. 

The electromechanical torque developed by the machine, Te, is then given by: 

𝑇𝑒  =  
3

2
 

𝑝

𝜔𝑏
 (𝜓𝑑  𝑖𝑞  −  𝜓𝑞 𝑖𝑑)                                                                                                             (12) 

where p is the number of pole pairs. 

The above standard equations are developed in motoring convention, i.e. with the positive 

direction of current defined as entering the positive polarity of the winding terminal voltage. The 

value of Te obtained from (12) is therefore positive for motoring operation and negative for 

generating operation. For a synchronous generator, the mechanical equation of motion can thus 

be written as: 



𝑇𝑚𝑒𝑐ℎ +  𝑇𝑒  −  𝑇𝑑𝑎𝑚𝑝𝑖𝑛𝑔  =  2 𝐻 
𝜕[𝜔𝑟 𝜔𝑏⁄ ]

𝜕𝑡
                                                                                (13)  

where Tmech is the mechanical torque developed by the prime mover, Tdamping is the system 

damping torque and H is the inertia constant of the generator. 

It must be noted here that the parameters of the standard machine equations (1)-(13) used in the 

analysis are not in a form which relates directly to the machine and system parameters supplied 

by machine manufacturers that are the subject of the parameter identification process described 

in this paper (see Table 1 below). The two sets of parameters are however related by a standard 

set of equations as described in the appendix. 

The excitation system control is formulated using an AC5A exciter model (Fig. 1) in which the 

synchronous machine excitation control system is made up of several subsystems [6] that may 

include a terminal voltage transducer, an excitation controller, as well as the exciter itself. In this 

model, VC is the output of the terminal voltage transducer, VREF is the regulator reference 

voltage, VR is the regulator output voltage, VF is the exciter output voltage, KA is the voltage 

regulator gain, KE is the exciter constant, KF is the excitation control system gain, TA is the 

voltage regulator time constant, TE is the exciter time constant, and TF is the excitation control 

system time constant. The AC5A has been shown to be capable of characterizing different forms 

of exciters with a reasonable level of accuracy [6].  An exciter model of this type has the 

advantage of not requiring the field current to be used as a feedback signal during simulation.  

This is beneficial as generation stations do not have current transformers with a sufficiently high 

time resolution on the field windings as a matter of course. The saturation term SE for the 

excitation system is characterized using a generic value (SE = 0.86) obtained from IEEE Std 

421–2005.  



 

Fig. 1 The AC5A excitation system model 

The turbine/governor model is shown in Fig. 2. The model [15] is developed using the speed 

deviation between the actual rotor speed and system frequency  as its main input. In this 

model, P0 is the initial mechanical power, K is the total effective governor system gain, T1, T2 

and T3 are the governor system time constants and PGV is the governor output power which is 

used to drive the turbine representation in the model in which K1 is the turbine system gain and 

T4 is the turbine system time constant. More general forms of turbine model capable of 

characterizing differing prime mover types are given in [15] and [16]. A more advanced model 

capable of modelling fast valving is available [17] but was not used in this study due to the 

nature of the steam turbine utilized in this work. 

 

Fig. 2 Turbine/governor model 
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The different component models are combined together to form the larger system model shown 

in Fig. 3.  The rotor block input is characterized as a mechanical torque equated to the 

mechanical output from the turbine model. Recorded three phase voltages are converted into dq 

quantities and used as input variables. The output of the machine model is in the form of dq 

currents.  These are transformed back into their natural abc frame of reference and used in the 

following sections as the basis of the objective function for optimization. 
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Fig. 3 Model structure 

 

 

III. Particle Swarm Optimisation Algorithm 

Particle Swarm Optimisation algorithm (PSO) is used in this study as the stochastic optimisation 

tool. The algorithm has been successfully employed in the past for a number of applications 

including power systems [18-21], power electronics [22], machine design optimization and 

development of their mathematical models [23, 24] and parameter identification [25-27].  

PSO is a cooperative population based stochastic search optimization algorithm which uses 

evolutionary operations to mimic the behavior of groups of animals in social activities where 



multi-lateral group communication is needed.  The individual animals are characterized as 

particles, all with certain velocities and positions in the search space. The group of particles is 

classed as a swarm.  The swarm generally begins with a randomly initialized population, each 

particle flying through the search space and remembering its optimal position thus far.  The 

particles communicate with each other and based on the best positions found, dynamically adjust 

the search position and relative velocity of the swarm.  The equations that define the PSO’s 

behavior are:  

𝑣𝑖
(𝑘+1)

 =  𝐾{𝑤𝑖 𝑣𝑖
𝑘  +  [𝑐1 𝑟1 (𝑝𝑏  −  𝑥𝑖

𝑘)]  +  [𝑐2 𝑟2 (𝑔𝑏  − 𝑥𝑖
𝑘)] }                                             (14) 

𝑥𝑖
(𝑘+1)

 =  𝑥𝑖
𝑘  +  𝑣𝑖

(𝑘+1)
                                                                                                                          (15) 

where 𝑥𝑖
𝑘 is the position of the i

th
 particle after k iterations and vi is the velocity of particle xi. c1 

and c2 are positive constants referred to as the acceleration coefficients, pb is the best previous 

position of particle xi, gb is the best previous position among all the members of the population, 

r1 and r2 are random numbers between 0 and one representing the weight the particle gives to its 

own previous best position and that of the swarm, and w is an inertia weighting factor. Using 

these two equations, the position of each particle is evolved to a new position in the solution 

space until the optimum solution is obtained.  One other aspect used in this study that is not 

common to other examples of PSO for parameter identification purposes is the use of the 

constriction factor K in equation (14).  This factor limits the search space per iteration [28] 

increasing the speed and likelihood of convergence. The constriction factor is a constant and the 

value used is calculated from the values of c1 and c2:  

|42|

2

2  

K                                                                                                                 (16) 

where σ = c1+c2 and σ>4. 



In order to make the search as efficient as possible, boundary conditions are implemented to 

constrain each parameter to within a range of practical values.  In doing this the PSO search 

algorithm has a limited search area, which significantly increases is speed of convergence. In this 

study, boundary conditions are applied using interval confinement as shown: 

𝑥𝑖 ∉ [𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥] (
𝑣𝑖 ← 0

𝑥𝑖 < 𝑥𝑚𝑖𝑛 ⟹ 𝑥𝑖 ← 𝑥𝑚𝑖𝑛

𝑥𝑖 > 𝑥𝑚𝑎𝑥 ⟹ 𝑥𝑖 ← 𝑥𝑚𝑎𝑥

          

The swarm of particles moves around the search space looking for better locations than have 

been previously found.  Through the many iterations of the search, the algorithm identifies 

successive combinations of parameter values that produce an improvement in the objective 

function error. This improvement in location translates to a more accurate set of parameter 

values as the process continues.  Ultimately, the search algorithm proceeds to find an appropriate 

value for each of the parameters at which point the error is small enough to satisfy convergence 

criteria.   

 

IV. The Recorded Network Transient 

The transient dataset utilized in this study is that of an external phase to phase fault on the UK 

supply network, as shown in Figs. 4 and 5. The network transient is from a 178MVA 2-pole, 

18kV steam turbine generator fed by a tuned AC2A pilot exciter.  The generator operates with no 

neutral connection to ground to prevent the flow of zero-sequence currents. The data is for a real 

fault occurring in a real network whilst the machine is running on load. Initially it is seen that the 

generator is running in steady state.  At 0.08 seconds, a phase to phase fault occurs between 

phases A and C at a point in the network.  This fault causes the phase to neutral voltage of the 

faulted phases to have the same phase and magnitude as one another, as shown in Fig. 4.  The 

voltage of the healthy phase B is displaced by 180 degrees with respect to the faulted phases and 



has twice the magnitude of the faulted phases so that the voltage sums to zero. The healthy phase 

(phase B) continues to carry current to the load as one would expect (i.e. iB is not zero as it 

would be in a test with the machine running initially on open circuit). The result is that the two 

faulted phase currents are not equal (Fig. 5) as the three current must collectively sum to zero. 

At 0.16 seconds the line protection trips the line and clears the fault.  The under voltage 

protection at the generator registers the fault and trips the generator at around 0.21 seconds. The 

clearance of the fault is observed in the recovery of the phase to neutral voltage and current 

between 0.16 and 0.21 seconds.  During this period both phase current and voltage are seen to 

recover to near steady state conditions.  At 0.21 seconds, when the under voltage relay trips off 

the generator, the machine is running in an open circuit condition.  Due to this condition the 

phase to neutral voltage remains relatively stable whereas the phase current drops to a near zero 

value in all phases. The small phase current dc offset observed in Fig. 5 from the point of 

tripping till around 0.7 seconds is the residual current in the current transformer. 

 

Fig. 4 Recorded transient voltages 
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Fig. 5 Recorded transient currents 

 

V. Implementation of The Parameter Identification Process 

Fig. 6 shows a schematic representation of the parameter identification method. Using measured 

transient supply voltages as input variables, stator currents are calculated from the turbo 

generator model and compared to the actual measured currents to produce the optimisation cost 

function (the “error” function) based on the absolute value of the errors between the two sets of 

currents: 

𝐸 =  ∑{|𝑖𝑎𝑚 −  𝑖𝑎𝑐|  +  |𝑖𝑏𝑚 −  𝑖𝑏𝑐|  +  |𝑖𝑐𝑚 −  𝑖𝑐𝑐|} ∆𝑇                                                        (17) 

where (iam, ibm, icm) is the measured current set, (iac, ibc, icc) is the calculated current set and T is 

the sampling period.   
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Parameter identification is carried out by adjusting the model parameters, using the PSO 

algorithm to minimize the error function to within a pre-set tolerance value. The model 

parameters at this point match the real machine parameter values as closely as defined by the 

convergence criteria.  The PSO algorithm was set to optimize using a swarm of 20 particles and 

4 informants per iteration.  Acceleration coefficients c1 and c2 were both set to 2.05
1
 giving a 

constriction factor of 0.729. The inertia weighting was set at 0.9.  A limit of 10000 iterations was 

set as stop criteria for the algorithm.  The convergence criterion was set to a value of objective 

function error of 0.0001. 

 

 

Fig. 6 Schematic representation of the PSO search based parameter identification technique 

 

In considering the transient shown in Figs. 4 and 5, it is seen that there are two distinct stages in 

the transient.  During the first stage (the phase to phase fault), the synchronous generator 

characteristics have a dominant effect on the generator current waveforms. In the second part of 

the transient (after fault clearance and before the generator is tripped), the exciter characteristics 

have a significant impact on the generator waveforms. During this period, the excitation system 

                                                           
1
 Because of the relatively high number of parameters, and thus dimensions that were being searched, the choice of 

values of the acceleration coefficients c1 and c2 was severely constrained.  Setting them outside of certain specific 

limits resulted in a search ‘explosion’ that has been documented in [29]. 



provides maximum voltage to the field winding of the synchronous machine in order to prevent 

armature voltage depression.  Fig. 7 shows a comparison of the recorded current data with those 

calculated from a generator model using manufacturer parameter values and a generic set of 

exciter parameter values [6]. It is interesting to note that the recorded current transients are lower 

than the currents calculated from the turbo generator model.  This would indicate that the 

effective system parameters are in fact significantly different from those declared by the 

manufacturer, in agreement with previously published studies [10].  

 

 

Fig. 7 Comparison between simulated current waveforms calculated using manufacturer 

parameter values and the recorded transient currents 
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VI. Results 

When attempting to identify all the parameters (generator, turbine and exciter parameters) 

simultaneously (i.e. when treating the process as one optimisation study) using the entire 

recorded transient, the resulting algorithm absolute current error signal was relatively high. In 

order to reduce the computational burden of the algorithm and improve the accuracy of the 

method, a two-stage identification process is implemented in which machine and turbine 

parameters are identified first using the phase to phase fault data.  These parameters then become 

the basis for the secondary stage of the process in which excitation system parameters are 

identified using recovery period data.  

Table I shows the synchronous machine and turbine parameter values identified from the first 

stage of the search process
2
 compared against manufacturer’s data.  Xq is seen to give a result 

which is close to the manufacturer declared value. The identified values for the transient and sub 

transient direct axis reactances are marginally higher than manufacturer’s values.  This has a 

specific bearing on the generator response during the phase to phase fault (Fig. 8). The higher 

impedance values identified would reduce the calculated fault currents to a value closer to the 

recorded currents, reducing the discrepancy between the two sets of waveforms seen in Fig. 7. 

This would indicate that the manufacturer declared values have a significant degree of tolerance 

as suggested by previous researchers [10]. It is more difficult to quantify whether the identified 

turbine values are accurate because there no declared manufacturer’s values are available.  It can 

be said however that the identified parameter values are appropriate to the magnitude and type of 

the turbine that is being considered in this work.  

                                                           
2
 Repeated simulations showed that variations in governor model parameter values (k, T1, T2 and T3 in Fig. 2) had 

little or no influence on the final obtained solutions, due to the relatively large time constants compared with the 

short period of the fault transient. Generic values of k=0.95 pu, T1 = 0.25 s, T2 = 0 and T3 = 0 were therefore used as 

recommended in [14]. These parameters were then excluded from the stochastic search process. 



Table 1 Results of the first stage of parameter identification; generator and turbine parameters 

Parameter Manufacturer Data  Identified Value 

Rs Armature resistance (pu) 0.0048 0.0054 

Xd d-axis reactance (pu) 1.68 1.66 

T'd transient time constant (s) 0.83 0.71 

X’d transient d-axis reactance (pu) 0.301 0.302 

X”d sub-transient d-axis reactance (pu) 0.238 0.253 

Xq q-axis reactance (pu) 1.65 1.70 

T''d sub transient time constant (s) 0.0035 0.0989 

H Inertia Constant (pu) 3.74 3.42 

X”q sub-transient q-axis reactance (pu) 0.228 0.249 

T''q sub transient time constant (s) 0.035 0.030 

K1 Turbine gain (pu) unknown 1.03 

T4 turbine time constant (s) unknown 0.657 

 

 

 

Fig. 8 Simulated current waveforms calculated using the identified generator/turbine parameter 

values after the 1
st
 stage of the process compared with the recorded transient currents 
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Having identified the above machine and turbine parameter values, the search process is then 

focused on the identification of exciter model parameters using the fault recovery period of the 

recorded transient data. Table 2 shows results of this second stage of the parameter identification 

process. Fig. 9 shows the complete recorded transient current waveform compared against the 

generator current waveforms calculated by using the generator, turbine and excitation system 

parameter values identified from the multistage PSO search process.  

The PSO identified parameters enable the simulated response of the synchronous generator to 

mirror the recorded transient dataset reasonably accurately, especially during the fault recovery 

period. Comparing Figs. 7 and 9, it is interesting to note that the PSO identified parameters give 

a significant improvement in terms of matching the recorded transient during the fault recovery 

period but not during the initial fault period. During the fault transient itself (stage 1), the 

parameter identification process is more difficult because of the nature of the event itself (a 

remote line-to-line fault and not a three-phase balanced fault or even a line-to-line fault at the 

generator terminals) giving network and multi-machine interactions whose effects cannot be 

accurately modelled. On the other hand, conditions during the fault clearance stage are more 

precise and consistent. The clearance of the fault limits the influence of the external network and 

allows the model (and hence the identified parameters) to reflect the real situation more 

accurately. Calculated over the entire period of the recorded transient, an integral current error 

value of 0.007 pu was obtained with the final identified parameters (Fig. 9) compared with 0.021 

pu for the manufacturer’s values set (Fig. 7), giving confidence in the accuracy of the PSO 

identified parameter values. 

 

  



Table 2 Results of the second parameter identification stage; exciter parameters 

Parameter Manufacturer Data Identified Value 

KF (pu) 0.03 0.044 

KE (pu) 1 1.10 

TE (s) 0.8 0.58 

KA (pu) 400 457.0 

TF (s) 1 0.78 

TA (s) 0.02 0.021 

 

 

 

 
 

Fig. 9 Stator currents calculated with final identified parameter values compared with the 

recorded transient 
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VII. Conclusions 

A non-invasive turbo-generator parameter identification method based on particle swarm 

optimization that is capable of identifying generator, exciter and turbine parameters using 

recorded network transient data from a 178MVA 2-pole, 18kV steam turbine generator is 

presented in this paper. The multistage process allows for the identification of a large number of 

parameters in a format that is computationally efficient. Using industry standard models for the 

generator, turbine and excitations system, the PSO identified parameters produce a calculated 

response of the synchronous generator that gives a good overall match with the recorded network 

data, giving confidence in the accuracy of the proposed parameter identified process.  

 

Appendix 

As stated above, the parameters of the machine model used in the analysis (i.e. Rkq, Xlkq, Rkd, Xlkd, 

Rf, Xmd and Xlf in equations (1)-(8)) are not in a form which relates directly to the parameters 

normally available from generator manufacturers (i.e. machine armature resistance, direct and 

quadrature axes reactances, transient and sub-transient reactances and time constants, etc.) that 

are the subject of the parameter identification process. However, the two sets of parameters are 

related by the following set of equations, as detailed in [14]. 

The field leakage reactance Xlf  is given by: 

𝑋𝑙𝑓 =  
𝑋𝑚𝑑  (𝑋𝑑 − 𝑋𝑙𝑠 )

𝑋𝑚𝑑  − (𝑋𝑑 − 𝑋𝑙𝑠 )
 

 

where Xls is the armature leakage reactance normally given by manufacturers and Xmd is the 

direct axis magnetizing reactance obtained by subtracting the leakage reactance from the direct 

axis reactance Xd: 



Xmd = Xd  Xls 

The leakage reactance of the d-axis damper winding Xlkd is given by: 

𝑋𝑙𝑘𝑑 =  
(𝑋𝑑

′′  − 𝑋𝑙𝑠 )𝑋𝑚𝑑  𝑋𝑙𝑓

𝑋𝑙𝑓  𝑋𝑚𝑑  − (𝑋𝑑
′′  −  𝑋𝑙𝑠 )(𝑋𝑚𝑑 + 𝑋𝑙𝑓 )

 

where Xd'' is the direct axis sub-transient reactance. 

And the leakage reactance of the q-axis damper winding Xlkq is given by: 

𝑋𝑙𝑘𝑞 =  
𝑋𝑚𝑞 (𝑋𝑞

′′  − 𝑋𝑙𝑠 )

𝑋𝑚𝑞  − (𝑋𝑞
′′  −  𝑋𝑙𝑠 )

 

where Xq'' is the quadrature axis sub-transient reactance and 𝑋𝑚𝑞 is the is the quadrature axis 

magnetizing reactance obtained by subtracting the leakage reactance from the q-axis reactance 

Xq: 

Xmq = Xq  Xls 

The field resistance Rf  and the rotor winding resistances Rkd, Rkq can be calculated from the 

machine time constants, as follows: 

𝑅𝑓 =  
1

𝜔𝑏  𝑇𝑑
′  (𝑋𝑙𝑓 + 𝑋𝑚𝑑 ) 

𝑅𝑘𝑑 =  
1

𝜔𝑏  𝑇𝑑
′′  (𝑋𝑙𝑘𝑑 +  𝑋𝑑 + 𝑋𝑙𝑠 ) 

𝑅𝑘𝑞 =  
1

𝜔𝑏  𝑇𝑞
′′

 (𝑋𝑙𝑘𝑞 +  𝑋𝑚𝑞 ) 

where Td' is the d-axis transient time constant and Td'' , Tq''  are the d-axis and q-axis sub-

transient time constants, respectively. 
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