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#### Abstract

Recently new methods of recovering the 3D appearance of objects, like stereoimaging sensors, laser scanners, and range-imaging sensors provide automatic tools for obtaining the 3D appearance of an object but they require the presence of the object. When only photographic images are available, it is still possible to reconstruct the 3D appearance of the object if there is also a model which can be referenced.

The human face is very popular with researchers who try to solve the problems including facial recognition, animation, composition, or modelling. However it is rare to find attempts to reconstruct shape from single photographic images of human faces, although there are numerous methods to solve the shape-fromshading (SFS) problem to date.

This thesis describes a novel geometrical approach to reconstructing the original face from a very impoverished facial model ${ }^{1}$ and a single Lambertian image. This thesis also introduces a different approach to the SFS problem in the sense that it uses prior knowledge of the object, the so-called shape-from-priorknowledge approach, and addresses the question of what degree of impoverishment is sufficient to compromise the reconstruction.

Most recovered surfaces using conventional SFS methods suffer from flattening so that we cannot view them in other directions. We believe that this flatness is due to the lack of geometric knowledge of the subject to be recovered. In this thesis, it is also argued that our approach improves upon existing SFS techniques, because a reconstructed face looks correct even when it is turned to a different orientation from the one in the input image.


[^0]
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## Chapter 1

## Introduction

In this thesis we present a new alternative approach concerning the shape-fromshading (SFS) mechanism, which may give rise to some answers. We believe that human brain uses internal models, based on expectation or prior knowledge [Yin69, Ram88a, Ram88b, BET94, Val95, Spe96], in order to understand threedimensional (3D) shape from two-dimensional (2D) shading. We give a concrete set of examples employing internal models of 3D objects, based on human faces.

## 1 Problem Statement

The technical way to obtain 3D facial information is to take manual measurements of selected points which have been marked on the face we want to analyse, or on the surface of a plaster model of a face. This is a time consuming activity that is tedious if the measurements of a number of faces are required.

Recently, the development in the stereo-imaging sensor [SU94] provides an automatic tool for obtaining 3D face models. The technique for obtaining them including the laser scanner [DY88, Lin93] or the range-imaging sensor[TK92] requires that we be presented with a subject in order to obtain 3D data.

However a worse case - a some different case - is when the subject for which we want measurements is not present and only photographs are available, for example in the case of a fire victim's face, a dead person's face, or a missing child's face. In these cases we cannot retrieve the 3D face information from the previous techniques. This thesis concentrates its efforts on a new method for handling these difficult cases by bringing together shape from shading techniques with the kind of prior knowledge that appears to be used in human visual perception.


Figure 1.1: An ideal example of the face reconstruction
The goal of this thesis is to rehabilitate an impoverished face, upper right, of a person, in conjunction with a single face image, upper left. The reconstructed face, bottom, approximates to the original face portrayed in the face image. It should be right even when it is turned to a different orientation as the one in the face image.

Let us try to understand more technically the goal of this thesis; it can be stated formally as follows:
$\square$ Given a single image and a coarse model of a human face, reconstruct an approximation of the original face of the image.

Figure 1.1 shows an example of the problem domain to be solved in the progress of our investigation. The upper-left picture is a single face image illuminated by a light source. The direction of the light source is known in advance. The upper-right picture is a representation of an impoverished face as the prior knowledge.

As you see in the figure, the impoverished face is no longer considered as the original face of the face image, but it only preserves the global topology of the original face. By using information about the impoverished face, the shape-fromshading (SFS) problem changes from being ill-posed to well-posed. Starting from this impoverished face, the original face portrayed in the face image is inversely reconstructed in the form of an approximation. The bottom pictures are the target; that is, a reconstructed face model that can be used to generate different views.

In conventional approaches to the SFS problem, it should be stressed that the recovered surfaces are unlikely to support different views, because they are too flat ${ }^{1}$ like the bas-relief images on coins. That is, most attempts to solve the SFS problem concentrate on the recovery of images with different light source directions. However the reconstructed faces in this thesis can be seen in different views.

## 2 Background

Our perception of the 3D shape of a surface depends on many cues including shading, perspective, texture, stereopsis, and motion parallax [FS94]. Among them, it is well known that the human visual system is proficient in perceiving the 3D shape of a surface from shading in a 2D image [Ram88a, Ram88b].

How the SFS mechanism is carried out is a more interesting problem. There have been a number of research efforts to realise the mechanism on computers over last several decades, yet it is not well understood from a standpoint of computer applications.

[^1]
### 2.1 Deep-seated problems in shape from shading

Shading is the smooth variation in intensity from one point to another in an image. We could get 3D shape information from this shading if we make some assumptions about the imaging model or surface property.

For example, the amount of light reflected by a surface patch depends upon only its normal vector, the so-called Lambertian surface ${ }^{2}$. In practice, however an intensity value alone cannot yield a unique solution to the surface normal at a given image point, even though we employ the simplest case of imaging model such as the Lambertian surface. Since there are an infinite number of solutions that correspond with the intensity value, the problem is called ill-posed ${ }^{3}$.

Therefore, we must find additional constraints on the imaging model in order to solve the ill-posed problem. Smoothness and integrability are frequently used as the additional constraints. For example, variational approaches attempt to minimise the error with these constraints [IH81, BH85, FC88, Hor90, Sze91, VY93]. Other assumptions about local surface shape are also used as the additional constraints in local approaches, which attempt to find an approximate solution using the pre-assumed shape in the vicinity of an image point [Pen86, LR85].

All these approaches imply that the surface orientations of neighbouring surface patches are strongly correlated, and that the surface is continuous and smooth. Most methods proposed up to this time have made the SFS problem well-posed by enforcing these additional constraints so that they may cut the infinite number of solutions corresponding to an image intensity ${ }^{4}$ down to the few that satisfy the constraints. We will review the methods for the SFS problem proposed so far in detail in Chapter 2.

The SFS methods proposed so far in the literature suffer from problems including multiple false solutions, the sensitivity to image noise, the flatness of reconstructed surfaces, the use of complex mathematics, and large numbers of iterations, even when applied to the Lambertian surface which is the simplest imaging model.

[^2]These limitations are inevitable in the sense that the SFS is an ill-posed problem and hence require additional assumptions. In this thesis, among those, we try to overcome the limitation of the flatness by applying our method so that the reconstructed faces can be viewed from different directions.

### 2.2 Internal models? : As prior knowledge

One of the most interesting abilities of our vision system is that of face understanding. For example, the original face in a passport photograph can typically be recognised by most people looking at it. As another example, a sculptor is able to reconstruct the original face in wood or stone from a photograph, the so-called portrait sculpture [Maz94]. It seems probable that they use internal models of faces in doing so [Par91, BB93, Val95, Spe96].

### 2.2.1 A feature-based model

An upside-down face is recognised more poorly than an upright face [Yin69, BET94]. Figure 1.2 shows an example of the upright and the upside-down face image. We can easily perceive the upright face on the left-hand side, however it takes longer to do the upside-down face in the middle. This difficulty reveals that we are accustomed to an upright face orientation.

Another inversion effects were demonstrated by Thompson [Tho80, Ste95]. In an upright face of Margaret Thatcher's photograph, he inverted the mouth and the eyes. The resultant face as shown on the right-hand side in Figure 1.2 is not perceived properly due to the incorrect feature orientation.

These demonstrations suggest that our vision has a feature-based internal model, which is constructed through interaction with our own prior experience or expectation, in interpreting visual data. There are many approaches to automating face recognition based on this feature-based model [CEL87, MCvdM92, BP93].

### 2.2.2 A geometry-based model

Figure 1.3 shows another interesting example of the use of prior knowledge, assuming that there is a distant light source in the right direction for the images ${ }^{5}$.

[^3]

Figure 1.2: Inversion effect on face recognition: An example


#### Abstract

The left-hand side shows an upright facial image and the others show inversion effect. We can easily perceive the face on the left, however we have difficulty in doing the upside-down face image, middle, and the eyes-and-mouth-rotated one, right. The difficulty indicates that we are accustomed to the upright orientation of a face and its features. This suggests that our vision has a feature-based internal model, which is constructed through interaction with our own prior experience or expectation, in interpreting visual data.


The face on the left-hand side is a convex-shape, while the right face is a concaveshape. The convex-shape means that the geometry of the face is normal as we know it. For example, the nose is nearer than the eyes, and so on. On the other hand, the concave-shape is negatively equal to the convex-shape. Namely, the nose of the concave-shape face is dented, which is farther away than the eyes, and so on.

As seen in Figure 1.3, the right image could be interpreted as the concave face rather than as the convex one. That is to say, we interpret the light illuminating from the opposite direction to that in the case of the convex face. This prior knowledge could be regarded as a geometry-based internal model used in the portrait sculpture.

This idea allows us to introduce an alternative approach in order to overcome the deep-seated problems in the SFS. The idea of our new method is to use geometric-impoverished-models, for example the impoverished face shown in Figure 1.1, to represent prior knowledge about the structure of faces. Now the $S F S$ can be reformulated as the shape-from-prior-knowledge problem to be presented in this thesis.


Figure 1.3: Convex and concave facial image: An example
For a given point light source directed in a small right angle, the face images are synthesised by a convex-shape mesh (on the left) and a concaveshape mesh (on the right). Our perception is reluctant to interpret the right face as the concave-shape face and is willing to interpret the light as being in the opposite direction instead.

## 3 Limitations

Two factors are critical for solving the inverse shading problem in general: the imaging model and the light source. The imaging model specifies how an image intensity is formed by the dependence on the surface geometry under given circumstances. Previous research has mostly been focused on the property of diffuse and specular reflection with the assumption of orthographic projection [HB89, Nal93, CSO97, WH97].

The imaging model we use through this thesis employs the diffuse reflectance property, also known as the Lambertian surface, with orthographic projection. The Lambertian surface reflects the light diffusely and an intensity at a particular point is propotional to the cosine of the angle between the surface normal and the incident light direction. This imaging model turned out to give a fairly realistic approximation for human faces [IS91]. We will discuss this topic in Chapter 2 more in detail.

The light source is an object emitting radiant energy which contributes to the variation of intensities on an image. It is a widely accepted assumption that there is only one distant-light-source illuminating a fairly large image [Ram88b]. Under this assumption, researchers have developed many algorithms determining the light source direction [Pen82, BH85, LR85, ZC91]. Doing so is not a major
problem in this investigation, because we investigate the reconstruction of the original faces from shading and impoverished geometric faces.

In order to simplify our task, we assume that the light source direction will be given in advance. In addition, we will assume that the reflectance coefficient is constant in the original faces. This constant assumption has turned out to be a good approximation [AGR95].

Our approach also relies upon a 3D surface representation. Although there are many methods to represent the 3D surface of objects, we employ a smoothly interpolated polygonal mesh formed from triangles. The geometrically impoverished face as the prior knowledge is, of course, represented by this polygonal representation. An impoverished face is obtained by our own mesh simplification method, which is fully discussed in Chapter 3.

In summary, the shape-from-prior-knowledge problem will be discussed in terms of attempting to reconstruct the original faces fused in single photographs or Lambertian images, starting from an impoverished face. The images do not have specular components, although such components may be well represented in shading formulae in computer graphics. Furthermore, we no longer employ the additional assumptions on the smoothness, the integrability, or local shape.

## 4 Originality and Main Contributions

This thesis has addressed the problem of reconstructing a human face, starting from the level of impoverished face. This impoverished face is revised in the iterating process so as to reflect a polygonal approximation of the original face in a face image.

In this thesis, the principal contributions achieved in solving the problem are as follows:
$\square$ It proposes a new geometrical approach to reconstructing an approximation of the original face from single images of human faces.
$\square$ It introduces a new alternative to shape-from-shading in the sense that it uses the prior knowledge of the geometry of subjects such as an impoverished face, called shape-from-prior-knowledge.
$\square$ It presents a new tool for mesh simplification in order to simulate impoverished levels of a human face, called the Meducer.
$\square$ It presents a new tool for editing a polygonal mesh, called the Meditor.
$\square$ It employs a quaternion method in the process of reconstructing a face.

## 5 Overview of Thesis

The main organisation of this thesis is as follows: in Chapter 2 we will review the issues related to our investigation, which have been proposed so far in the literature. They are the shading model ${ }^{6}$, the $S F S$ methods, and finally face reconstruction methods.

The first issue is related to the face images to be reconstructed. We use synthesised images rather than real images. That is, a face image is created by the Lambertian shading model. The SFS methods can be classified into three groups. The main contributors in the groups are implemented and addressed with an image example. The techniques for reconstructing human faces, which are directly measurable, are then reviewed.

The main contributions start from Chapter 3. The discussion in Chapter 3 concerns impoverishing faces. It includes two topics: Meducer and Meditor. These are tools to provide a level of an impoverished face. The Meducer is for impoverishing original faces in terms of their triangles as much as some level we need. On the other hand, the Meditor provides an interactive way of correcting the undesired triangles created in impoverishing a face using the Meducer.

In Chapter 4, we reformulate the conventional SFS problem into the shape-from-prior-knowledge one. The surface normals corresponding to each intensity in an image are calculated in a totally different way comparing with the $S F S$ methods.

In Chapter 5, we discuss in detail the face reconstruction procedure, using the surface normals obtained in Chapter 4. The discussion starts with defining two quaternions and introduces a quaternion method in the process of reconstructing a face. The procedure is explained in a step-by-step fashion and demonstrated for a very impoverished face.

In Chapter 6 we define statistical estimators. Using them the face reconstruction method is analysed with a number of examples including differently impoverished levels of a face, different person's faces, and a half cylinder and flat surface as impoverished faces.

[^4]Finally in Chapter 7 we give conclusions and examine possible directions for future work. Appendices also provide additional explanations for some chapters.

## Chapter 2

## Related Work

As we mentioned in the previous chapter, the aim of this thesis is to develop methods for reconstructing a model of the original face from a single shaded image of a human face, starting from an impoverished face in the form of a polygonal mesh.

The related work for the achievement of our aims includes issues concerning the following:
$\square$ shading (imaging, reflectance) models,
$\square$ inverse shading (SFS) methods,
$\square$ face reconstruction methods, and
$\square$ mesh representation and impoverishment methods.

The final issue is presented separately in the next chapter and the rest are reviewed in this chapter.

## 1 Shading Models

Shading is a continuous variation of image intensity, which appears to be 3D [Ram88a] because it is determined by the surface geometry and the reflectance property of an object. Given surface geometry and reflectance property, computer graphics simulates the shading in order to synthesize realistic images [Bou70, Gou71, Pho75, Whi80, CT82, CG85, Kaj85, HTSG91, ON94].

Viewed the other way, given real or synthesized images, computer vision and image analysis techniques recover the surface geometry and the reflectance property [HB88, HB89, Hor90, NIK90, ZC91, LK93].

Most existing techniques in both approaches only work for simple surfaces; for example, Lambertian, plastic, and metallic ones. It is one reason that shading in the real world is too complex to understand completely. This complexity has resulted in a great number of the shading models in the computer literature [BS63, TS67, CT82, KvD83, FZ91, HTSG91, NIK91, Wol92, ON94]. At this point, it is worth mentioning that there are excellent surveys of the shading models [Hor81, Hal86, Lew94, Sch94].

Lots of the shading models that have been proposed so far describe the behaviour of light at a surface point. Their arguments are mostly to identify three components concerning light reflectance as shown in Figure 2.1:
$\square$ diffuse,
$\square$ specular lobe, and
a specular spike reflectance ${ }^{1}$.
With these components, an image intensity $I_{\vec{V}}$ can be computed in terms of the sum of their contributions on a surface point in a viewing direction $\vec{V}$ [HTSG91, NIK91] as follows:

$$
I_{\vec{V}}=I_{d}+I_{s l}+I_{s s}
$$

where $I_{d}$ is a diffuse reflectance component, $I_{s l}$ is a specular lobe reflectance one, and $I_{s s}$ is also a specular spike one.

Here we will geometrically and separately review these components, which were derived from a number of the existing shading models, in order to develop a basic understanding of how an image intensity is computed. In this respect, we will also make assumptions related to a distant point light source and a distant viewer.

### 1.1 Diffuse reflectance

Diffuse reflectance occurs if light is reflected in all directions on a surface point. In other words, surfaces appear equally bright in all directions. As shown in Figure 2.1, its appearance is due to internal scattering.

[^5]

Figure 2.1: Reflectance components
For a given point on a surface, an image intensity $I_{\vec{V}}$ can be generally described with three reflectance components: diffuse, specular lobe, and specular spike. The diffuse component appears round due to the equally reflected light in all directions, and the specular components appear sharply due to the directionally reflected light. The image intensity $I_{\vec{V}}$ in a viewing direction $\vec{V}$ is the sum of them; $I_{d}+I_{s l}+I_{s s}$.

Incident light ${ }^{2}$ hits a surface and encounters microscopic irregularities in the surface medium and is then internally scattered at boundaries between regions of differing refraction. Some of the scattered light rays find their ways to the vicinity of the surface at random [HS89]. When this internal scattering produces a constant image intensity in all directions, it is called perfectly diffuse reflectance or a Lambertian reflectance model.

On a given surface point, an image intensity due to the Lambertian reflection $I_{d}$, as referred in Figure 2.1, is proportional to a cosine of an angle $\theta$ between a surface normal $\vec{N}$ and a light source direction $\vec{L}$ as follows:

$$
\begin{align*}
I_{d} & =I_{p} k_{d} \cos \theta \\
& =I_{p} k_{d} \frac{\vec{N} \bullet \vec{L}}{|\vec{N}| \cdot|\vec{L}|}  \tag{2.1}\\
& =I_{p} k_{d}(\vec{N} \bullet \vec{L}),
\end{align*}
$$

where $I_{p}$ is the intensity of a light source, $k_{d}$ is a reflectance coefficient of the surface, and the magnitude of a vector $|\ldots|$ is equal to one.

[^6]The shading model considering only this component has been used extensively to develop the SFS methods [HB89, Hor90, Pen90, LB91, ZC91, OD93, LK93, Lan94, AGR95] and the photometric stereo methods [Woo77, Woo80, Woo81]. They can produce a smooth shape surface recovered from Lambertian images.

This diffuse reflectance component alone turns out to be a fairly realistic approximation for many surfaces including human faces. For example, Ikeuchi and Sato [IS91] have quantitatively confirmed that human faces are dominated by this diffuse reflectance.

### 1.2 Specular reflectance

Specular reflectance is made due to unequally reflected light on a surface point. While the diffuse reflectance does not depend on the location of the viewer, this does depend on it. Again, more light is reflected in some directions is than that in others.

As shown in Figure 2.1, incident light $\vec{L}$ is mainly reflected in the direction of $\vec{R}$ which is $\vec{L}$ mirrored by $\vec{N}$. This specular reflectance component, so called $I_{s}$, contributes to a highlight on a surface. It is again distinguishable into a specular lobe component $I_{s l}$ and a specular spike component $I_{s s}$.

The specular lobe component $I_{s l}$ is an amount of light reflected and distributed around the mirrored direction $\vec{R}$, which is dominant on a rough surface. It can be observed differently depending on a viewing direction $\vec{V}$.

On the other hand, the specular spike component $I_{s s}$ is an amount of light perfectly reflected in a very small region around the direction of $\vec{R}$, which is dominant in the case of a metallic-smooth surface and facial skin. It can be seen only in the direction of $\vec{R}$.

In the next subsections, two families of shading model are reviewed with an attention to the specular reflectance component: empirical models and physical models.

### 1.2.1 Empirical models

Phong introduces an ad hoc empirical model in order to deal with specular reflectance in computer graphics [Pho75], so-call Phong shading model. In his model, the specular lobe and spike are expressed as a single highlight function
without discrimination. The highlight function $I_{s}$ is specified by the powers of the cosine of an angle $\beta$ between $\vec{R}$ and $\vec{V}$ as follows:

$$
\begin{aligned}
I_{s} & =I_{p} k_{s} \cos ^{n} \beta \\
& =I_{p} k_{s}\left(\frac{\vec{R} \bullet \vec{V}}{|\vec{R}| \cdot|\vec{V}|}\right)^{n} \\
& =I_{p} k_{s}(\vec{R} \bullet \vec{V})^{n},
\end{aligned}
$$

where $I_{p}$ is again the light intensity, $k_{s}$ is a specular coefficient, the magnitude of a vector $|\ldots|$ is equal to one, and $n$ is a measure of surface roughness varing from 1 to infinite.

This highlight function is maximum when the angle $\beta$ is zero, and falls off sharply as $\beta$ increases. In other words, a specular reflectance in a viewing direction $\vec{V}$ depends on the angle $\beta$.

On the other hand, a small value of $n$ represents a broad specular reflectance for a rough surface, whereas a larger value represents a narrower specular reflectance for a smoother surface. The former can be regarded as a specular lobe component and the latter can be considered as a specular spike. In an extreme case, a specular spike appears when $n$ is infinite.

Figure 2.2, which was adapted from [HB94], shows some examples of the sharpness of $\cos ^{n} \beta$ according to values of $n$. These can be observed in the highlight function. When $n$ is equal to 2 or 8 , it simulates a specular lobe. In addition, when $n$ is equal to 64 or 256 , it simulates a specular spike.


Figure 2.2: Sharpness simulation of specular reflectance in Phong shading model [HB94]

The first two from the left-hand side can be regarded as a specular lobe component and the rest can be considered as a specular spike.

Instead of $\vec{R}$ in the Phong shading model, Blinn used a halfway vector $\vec{H}$ of the sum of $\vec{V}$ and $\vec{L}$, called Blinn shading model [Bli77], as shown in Figure 2.1. So the highlight function $I_{s}$ is rewritten as:

$$
\begin{aligned}
I_{s} & =I_{p} k_{s}(\vec{N} \bullet \vec{H})^{n} \\
& =I_{p} k_{s}(|\vec{N}| \cdot|\vec{H}| \cos \alpha)^{n} \\
& =I_{p} k_{s} \cos ^{n} \alpha,
\end{aligned}
$$

where $\vec{H}=\frac{\vec{L}+\vec{V}}{|\vec{L}+\vec{V}|}$, and $\vec{N}$ and $\vec{H}$ are normalised. The angle $\alpha$ between $\vec{N}$ and $\vec{H}$ is similar to $\beta$. The halfway vector $\vec{H}$ provides a faster method in rendering an object, because $\vec{L}$ and $\vec{V}$ are fixed, while $\vec{R}$ varies depending on $\vec{N}$.

These empirical models collectively imply a specular lobe and a specular spike component in their highlight functions. They are widely used to render realistic images of various surfaces in computer graphics, because they provide a specular lobe for rough surfaces and a specular spike for smooth ones.

In addition, they are usually efficient in computation without any exact value of a light source intensity. Several areas for special effects in movies, video art, or commercials, in which such quantitative value is not required, are suitable for these models ${ }^{3}$. However, they often produce cartoon-like images, since they have no physical model for surface roughness and detailed light properties. Physical models refine this problem by employing a microfaceted model of surface roughness and by employing a microwave theory of light properties [CT82, HTSG91, NIK91], which are described in the next subsection.

### 1.2.2 Physical models

These models are based on the physical property of surface roughness and light. This thesis focuses on the former approach because it has the greatest impact upon facial reconstruction. Readers who are most interested in light models should refer to [BS63, NIK90, NIK91].

There are several ways in modeling the surface roughness as distribution functions of primitive shapes. Spherical and cylindrical cavities were first used to derive a shading model on the lunar surface [Hap66, BWR68]. V-groove cavities were also used to deal with a shading model describing metallic surfaces [TS67]. Moreover, hairy cylinders were used to model anisotropic surfaces [PF90].

[^7]Here we employ a Cook-Torrance shading model in order to describe the specular reflectance in physical models [CT82]. This approach employs the Torrance-Sparrow surface model. Each surface is composed of small symmetric V-grooves, so called microfacets, each of which perfectly reflects light which falls onto it [TS67].

Figure 2.3 shows a roughness profile of a surface together with several vectors to be used in driving the specular component. $\overrightarrow{n_{f}}$ is a normal vector of a microfacet. $\vec{N}$ is a mean normal vector of $\overrightarrow{n_{f}}$ 's. The dashed line represents an imaginary mean surface perpendicular to the vector $\vec{N}$. $\vec{L}$ is a directional vector pointing to a light source, $\vec{V}$ points to a viewer, and $\vec{H}$ is a halfway vector between $\vec{L}$ and $\vec{V}$. In addition, $\alpha$ is an angle between $\vec{N}$ and $\vec{H}$, and $\delta$ is between $\vec{H}$ and $\vec{V}$. We assume that the magnitude of those vectors is equal to one through this section.


Figure 2.3: Surface roughness
A large set of microfacets constitutes a surface. The surface has a mean normal vector $\vec{N}$ and each microfacet has its own normal vector $\overrightarrow{n_{f}}$.

Similar to using a cosine function for the specular reflectance in the empirical models, Cook and Torrance proposed a specular reflectance $I_{s}$ that is fused by a specular lobe together with a specular spike as follows:

$$
\begin{equation*}
I_{s}=I_{p} k_{s} \frac{F D G}{(\vec{N} \bullet \vec{L})(\vec{N} \bullet \vec{V})}, \tag{2.2}
\end{equation*}
$$

where $F$ is a Fresnel term, $G$ is a geometrical attenuation factor, $D$ is a slope distribution function, and the rest of the coefficients are used as usual.
1.2.2.1 F: Fresnel term The Fresnel term $F$ describes a colour change of the specular reflectance. This is an interaction function between a material and an incident light. It depends both on a light wavelength $\lambda$ and on an incidence angle $\delta$. This colour shift can be observed on a perfectly smooth and mirror-like surface.

Cook and Torrance adopted a Fresnel equation to directly obtain an angular dependence of $F$ for a fixed-wavelength $\lambda$ as follows:

$$
F=\frac{1}{2} \frac{(g-c)^{2}}{(g+c)^{2}}\left(1+\frac{(c(g+c)-1)^{2}}{(c(g-c)+1)^{2}}\right)
$$

where $c=\cos \delta=\vec{V} \bullet \vec{H}=\vec{L} \bullet \vec{H}$ and $g^{2}=n^{2}+c^{2}-1$, in which $n$ is an index of refraction of a surface for a wavelength $\lambda$. We assume that $F$ varies according to a viewing angle $\delta$, because $c$ and $g$ are also dependent on $\delta$. This indicates the angular dependence.

In general $n$ is not available. In this case, it can be obtained from $F_{0}$, which is a Fresnel term measured when $\delta=0$; that is, $\vec{L}=\vec{V}$. Subsequently $c=\vec{V} \bullet \vec{H}=$ $\vec{L} \bullet \vec{H}=1$. Therefore $g=n(g, n>0)$, and hence $F_{0}$ satisfies as follows:

$$
F_{0}=\left(\frac{n-1}{n+1}\right)^{2} .
$$

This determines the value of $n$ as follows:

$$
n=\frac{1+\sqrt{F_{0}}}{1-\sqrt{F_{0}}}
$$

The determined value $n$ is then used in the Fresnel equation again to obtain $F$ with respect to an arbitrary angle $\delta$.

Cook and Torrance observed that a colour of the light reflected specularly approaches a colour of a light source according as $\delta$ approaches $\frac{\pi}{2}$, since $F$ approaches one. That is, when $F_{\frac{\pi}{2}}=1$, the colour is not influenced by the object's material. This is an evidence that their model is based on the light property.

On the other hand, a wavelength dependence of $F$ can be obtained by applying a similar way, according to different wavelength [CT82, NIK91].
1.2.2.2 G: Geometrical attenuation factor The geometrical attenuation factor accounts for how much incident light is specularly reflected by microfacets in what directions. If a surface is illuminated and viewed in the normal direction $\vec{N}(\vec{L}=\vec{V}=\vec{N})$, all facets are fully illuminated and visible. For a large incidence angle, however some facets are shadowed and masked by adjacent facets as shown in Figure 2.4.

Masking is the effect where some of reflected light is intercepted by an adjacent facet of V-groove, while shadowing is inversely the effect where a reflecting facet is only partially illuminated. Blinn [Bli77] derived geometrical descriptions


Figure 2.4: Masking and Shadowing
Masking is the effect that some of reflected light is intercepted by the adjacent facet of the $V$-groove, while shadowing is reversely the effect that the reflecting facet is only partially illuminated.
of the masking $G_{m}$ and shadowing $G_{s}$ separately as follows:

$$
\begin{aligned}
G_{m} & =\frac{2(\vec{N} \bullet \vec{H})(\vec{N} \bullet \vec{V})}{\vec{V} \bullet \vec{H}} \\
G_{s} & =\frac{2(\vec{N} \bullet \vec{H})(\vec{N} \bullet \vec{L})}{\vec{V} \bullet \vec{H}}
\end{aligned}
$$

If incident light is totally reflected to a viewing direction $\vec{V}$, there is no masking and shadowing effect on the facet. So the geometrical attenuation factor $G=1$. Otherwise, $G$ is dependent on either masking $G_{m}$ or shadowing $G_{s}$. Cook and Torrance used Blinn's descriptions to obtain the geometrical attenuation factor $G$, which is the minimum of three values as follows [Bliz7]:

$$
G=\min \left(1, G_{m}, G_{s}\right)
$$

1.2.2.3 D: slope Distribution function The slope distribution function $D$ is a statistical measure for describing what fraction of an incident light is reflected from well-oriented microfacets whose $\overrightarrow{n_{f}} s$ are in the direction of the halfway vector $\vec{H}$. Since the microfacets reflect perfectly, the specular reflectance is only dependant on the fraction $D$ of the microfacets having that orientation. There are a number of slope distribution functions in the literature [Lew94].

One of simple functions is the Gaussian distribution function [TS67, HB88] as follows:

$$
D=c e^{-\left(\frac{\alpha}{m}\right)^{2}},
$$

where $c$ is an arbitrary constant, $\alpha=\cos ^{-1}(\vec{N} \bullet \vec{H})$, and $m$ indicates the surface roughness as a mean square slope of microfacets.

Cook and Torrance [CT82] introduced the Beckmann distribution function [BS63] for rough surfaces as follows:

$$
D=\frac{1}{4 m^{2} \cos ^{4} \alpha} e^{-\left(\frac{\tan \alpha}{m}\right)^{2}}
$$

where $\alpha=\cos ^{-1}(\vec{N} \bullet \vec{H})$ and $m$ is a mean square slope of the microfacets. It does not include any arbitrary constants but requires more computation.

Schlick proposed a simpler and less expensive computational function, which has not the exponent term, as follows [Sch94]:

$$
\begin{equation*}
D=\frac{\cos ^{2} \alpha}{\left((m-r) \cos ^{4} \alpha+r\right)^{2}} \tag{2.3}
\end{equation*}
$$

where $r=\frac{1}{2 m}$, again $\alpha=\cos ^{-1}(\vec{N} \bullet \vec{H})$, and $m$ is a mean square slope of the microfacets.

In all of the slope distribution functions, the sharpness of the specular reflectance depends on the surface roughness $m$. In practice, it varies from 0 (not included) to 0.5 for real surfaces [Sch94]. A small value of $m$ indicates a smooth surface so that the reflection is sharply directional, as shown in Figure 2.5 a), because the microfacet slopes vary only a little from a mean surface normal $\vec{N}$, which can be referred as a specular spike. While large values of $m$ indicate rough surfaces having steep microfacet slopes. The spread of the reflection is wide like a specular lobe, as shown in Figure 2.5 b).

### 1.3 Discussion

In this section, we have reviewed several shading models. These determine an image intensity value $I_{\vec{V}}$ on a surface or image point, in terms of the three components: diffusely reflected light, specular lobe, and specular spike. They combine functions containing geometric and light properties; for example, a light source vector $\vec{L}$, a surface normal vector $\vec{N}$, a halfway vector $\vec{H}$, and so on.

A combination of these components can simulate some surfaces in reality; for example, a plastic and metallic surface. On the contrary, it is difficult to extract the geometric and light property from an image simulated by such a combination mathematically.

a) $m$ is a small value

b) $m$ is a large value

Figure 2.5: An example of a slope distribution function

A small value of $m$ makes the specular reflectance sharply directional, a specular spike, while a large value $m$ produces a specular lobe. These pictures are adopted from [CT82]. When $m=0.2$, the Beckmann distribution function looks like the upper one. In addition, when $m=0.6$, it looks like the lower one.

For example, we assume that an intensity value $I_{\vec{v}}$ at a particular image point is given by a combination of three components as follows:

$$
\begin{aligned}
I_{\vec{V}} & =I_{d}+I_{s l}+I_{s s} \\
& =I_{d}+I_{s} \\
& =I_{p} k_{d}(\vec{N} \bullet \vec{L})+\frac{I_{p} k_{s} F D G}{(\vec{N} \bullet \vec{L})(\vec{N} \bullet \vec{V})} \\
& =\vec{N} \bullet \vec{L}+\frac{D}{(\vec{N} \bullet \vec{L})(\vec{N} \bullet \vec{V})},
\end{aligned}
$$

where the coefficients $I_{p}, k_{d}, k_{s}, F$, and $G$ are equal to one, $D$ is the slope distribution function represented by the equation (2.3), the vectors are normalised, $I_{d}$ is a diffuse component (eq. (2.1)), and $I_{s}$ is also the specular one (eq. (2.2)) of the Cook-Torrance model. It is intractable to compute a unique solution of $\vec{N}$, even if we employ a sophisticated SFS method and $\vec{L}$ and $\vec{V}$ are given additionally, because we have only one equation with three unknown in $\vec{N}\left(N_{x}, N_{y}, N_{z}\right)$. Bruss [Bru82] proved that no SFS method can yield a unique solution without additional constraints.

This is the reason why most SFS methods employ the simplest shading model, referred to as the Lambertian reflectance model. It is for this reason that we also will reconstruct faces using single Lambertian images.

## 2 Rendering Polygonal Meshes

Rendering is the overall act that processes from a 3D surface representation of an object to a 2 D image projection on a view plane. A rendered image can be obtained by applying a shading model to either every visible surface point, or every interpolated surface point.

The former is usually used by ray tracing or radiosity method, while the latter is used by interpolation methods. In this section, we are interested in rendering methods for the interpolated surface points, since we adopt a mesh representation for human faces in this thesis.

There are three classical ways to render a polygonal mesh in order to simulate smooth surfaces: constant intensity, intensity interpolation, and normal interpolation rendering methods. To understand them in brief, we are going to keep the discussion in 2D.

Figure 2.6 shows both intensity profiles (left) and simulated surfaces (right), which can be obtained by applying each rendering method to a polygonal approximation of an original surface (top).

The original surface is a cylindrical shape, which is approximated by four polygons. Each polygon is also represented by a straight line between two vertices. Arrow marks on the polygons represent either a surface or a vertex normal vector, while the others are normal vectors used by each rendering method.

A point light source is assumed to be illuminating vertically in the plane from top to bottom. In addition, we assume that an image intensity value at an interpolated surface point is obtained by applying the Lambertian shading model represented by the equation (2.1). We also assume that the intensity of the light source $I_{p}$ and the reflectance coefficient $k_{d}$ are equal to one, because we are most interested in how the image intensity value is obtained by $\vec{N}$. This vector is differently given according to rendering methods.

### 2.1 Constant rendering

The constant intensity rendering method applies a single intensity to a polygon [Bou70] so that all points over the polyogn have the same intensity value. Therefore, the intensity profile looks like steps as shown in Figure 2.6.

The vector $\vec{N}$ used in this method is a surface normal corresponding to a polygon, as shown on the intensity profile. The simulated surface is similar with


Figure 2.6: An example of rendering a polygonal mesh
Intensity profiles (left) and simulated surfaces (right) can be obtained by applying each rendering way to a polygonal approximation of an original surface (top). The original surface is a cylindrical shape, which is approximated by four polygons. Each polygon is also represented by a straight line between two vertices. Arrows on the polygons represent either a surface or a vertex nomal vector, while the others are normal vectors used by each rendering method. A point light source is assumed to be illuminating the surface vertically in the direction from top to bottom.
the polygonal approximation, because each polygon is represented by only a surface normal.

It means that this rendering method does not simulate an original smooth surface accurately but simulates its appearance. Consequently, the simulated surface retains the polygonal structure.

### 2.2 Intensity interpolation rendering

The intensity interpolation rendering simulates a smooth surface by linearly interpolating the intensity values of two adjacent vertices. This is also known as Gouraud rendering [Gou71].

An intensity value of a vertex is obtained by a vertex normal vector. as shown on the intensity profile. It is an average of vectors which are surface normals of polygons sharing the vertex. Now the intensity profile looks linearly smooth, which eliminates the intensity discontinuities of the constant rendering method. However there still exists the intensity disparity between adjacent polygons around shared vertices $v_{2}, v_{3}$, and $v_{3}$ on the intensity profile. Generally speaking, this disparity appears as brighter or darker intensity streaks along shared edges than their surroundings, whenever the slope of intensity curve changes. These streaks are called Mach bands [Rat72, Pho75].

On the other hand, the intensity interpolation implies the change of surface normals between two vertices. So the simulated surface approximates to the original, as shown in Figure 2.6.

### 2.3 Normal interpolation rendering

The normal interpolation rendering simulates a smooth surface by linearly interpolating the normal vectors instead of the intensity values of two adjacent vertices. This is called Phong rendering [Pho75].

The intensity profile shows an improvement on the intensity discontinuities around the vertices, by means of applying the interpolated normal vectors. They are represented by the arrow marks on the intensity profile.

The surface simulated by this method looks like the original surface, as shown in Figure 2.6. It is more accurate than that of the intensity interpolation rendering. Again, it greatly reduces the Mach band effect.

### 2.4 Discussion



Figure 2.7: A real face photograph and Lambertian image
The left-hand side is a real photograph containing specular components, for example, which are observed on the middle of the forehead and on the tip of the nose. They are intensity discontinuities. On the other hand, the right is a Lambertian image rendered by applying the normal interpolation method to a polygonal mesh. The photograph and mesh are adapted from C3D of The Turing Institute.

The goal of this thesis, as mentioned in Chapter 1, is to reconstruct an original face from its single Lambertian image using an impoverished face as a model. So we must provide facial images and models for the reconstruction first of all. We would like to utilise real photographs for our purpose, however they usually contain the specular reflectance components as shown on the left-hand side in Figure 2.7.

To be well set up with images and models at the same time, we will use polygonal meshes of original faces, which were adapted from C3D of The Turing Institute ${ }^{4}$. Now the Lambertian face images can be prepared by the normal interpolation method as shown on the right-hand side in Figure 2.7. This Lambertian image represents the original face as well as the photograph. Generally, a Lambertian image is a fairly realistic approximation for human faces. Ikeuchi and Sato [IS91] have quantitatively confirmed that human faces are dominated by Lambertian reflectance. This suggests that a Lambertian image of a face is a satisfactory substitute for its photograph. From this sense, we will use Lambertian images as inputs for the face reconstruction in this thesis. On the other hand, the issues about models will be discussed in the next chapter.

[^8]
## 3 Shape from Shading

So far in this chapter, we have reviewed the shading models in terms of three reflectance components for a surface point, and then how well the polygonal renderers simulate an original surface using the Lambertian shading model. We have discussed how to decide an intensity value on a particular point, assuming that surface and shading properties are given.

In this section, we will explore inverse shading. Assuming that an intensity value and shading property are given, how can we recover the surface property on a particular point?

### 3.1 A simple example of a surface recovery

The $S F S$ method provides one solution to the previous question. In order to explain this, we start with an ideal example in 2D, as shown in Figure 2.8. Given an intensity profile (shading), find the original surface (mountain shape) satisfying a shading model.

We assume that there is a distant light source $\vec{L}$ illuminating from top to bottom and that the intensity profile is a set of intensity values for each pixel. Most SFS methods extract surface orientations corresponding to all individual pixels and then recover the original surface using integration.

For example, the arrowmarks in Figure 2.8, which is called a needle diagram [Hor86], can be a set of solutions of surface normals, since they give the same intensity profile as the input. This allows us to get a recovered image illuminated by a different light source. However, the image cannot be viewed in a different direction, because such needle diagrams only provide a tiny subset of discontinuous surfaces, as shown on the left-hand side in Figure 2.8.

Usually the original surface is recovered by applying the integrability of a smooth surface, as shown on the right-hand side in Figure 2.8. Unfortunately, the recovered surface is now too flat to be seen in a differenent view as well, because it uses an over smoothness constraint. This means that SFS methods must adopt additional constraints in order to produce a different view. We must, therefore, exploit an alternative method in this thesis.


Figure 2.8: A simple example of shape from shading
A SFS method is an inverse shading process: given an intensity profile (shading) $I$, find the original surface (mountain shape) satisfying the image irradiance equation, $I=R(p, q)$ (shading model). Most SFS methods extract surface orientations (a needle diagram), middle, for each pixel and then recover the original surface by integrability.

### 3.2 The constraints often appearing in the SFS

In a computational sense, the common characteristics of $S F S$ problems can be formalised as ill-posed problems [PTK85]. It has, however, been proven that they are well-posed in special cases such as at a singular point [Bru82, DS81]. However for a typical Lambertian image, a unique surface does not always exist. There may exist an infinite number of possible corresponding surfaces. One means of solving this ill-posed problem is to reformulate it in terms of a well-posed one by employing additional constraints.

Many researchers have investigated these additional constraints. Due to their efforts, a large number of significant improvements in the SFS problem have been achieved [Hor75, IH81, HB86, Pen86, FC88, ZC91, BP92b, LK93, OD93].

The constraints employed by most $S F S$ methods are
I a brightness constraint, which enforces an reconstructed image to be close to the image under analysis [HB86],

I a smoothness constraint, which enforces a reconstructed surface to be smooth to ensure the stabilisation and convergence of the recovery process [IH81],

I an integrability constraint, which enforces a reconstructed surface to have partial derivatives [FC88], and
$\square$ an intensity gradient constraint, which enforces the intensity gradients of a reconstructed image to be close to those of the input image [ZC91].

### 3.3 Shape from shading tree

Although there are a number of conventional SFS techniquies proposed so far in the literature, they can be demarcated into several groups as shown in Figure 2.9 [ZTCS94, Pen90].


Figure 2.9: Shape-from-shading tree
Qualitative approaches qualitatively extract 3D shape properties from photometric invariants in an image, such as curvature, convex, and concave. Quantitative approaches determine the quantitative properties of an original surface, such as depth, normal, and slant/tilt. Local approaches recover shape from shading in the vicinity of a surface point. Propagating approaches recover shape by propagating the initial shape information to the whole image. Minimising approaches find acceptable solutions by minimising a cost function.

Most approaches have focused on quantitative methods, but some of them require more qualitative approaches. That is, they determine the qualitative
properties of an original surface such as a convex, concave, saddle, and hyperbolic point, and so on.

Koenderink [KvD80, KvD82, KvD84] proposed that the 3D shape of an isobrightness curve in an image is determined by parabolic points on the surface, and that an intensity on the parabolic curve is a local minimum or maximum.

Pentland [Pen86] accounted for the qualitative surface type with spherical points such as convex, concave, saddle, planar, cylinderical points. In addition, Dupuis [DO92] used the fact that qualitative curvature of a surface is given at points of brightest image intensity.

On the other hand, quantitative approaches determine the quantitative properties of an original surface. Most of the recovered properties can be represented by one of the following [Hor90, Bru88]:
$\square$ a contour map,
$\square$ a depth map $z(x, y)$,
$\square$ a needle diagram $\vec{N}\left(N_{x}(x, y), N_{y}(x, y), N_{z}(x, y)\right)$,
$\square$ a gradient space $(p(x, y), q(x, y)$ ), or
$\square$ a slant and tilt space $(\rho(x, y), \tau(x, y))$,
where $(x, y)$ means a point $(x, y)$ in an image.
The contour map is a set of equal height curves of a reconstructed surface. The depth map is a collection of relative heights. The needle diagram is a set of unit normal vectors. The gradient space is a collection of the rate of change of heights. The slant and tilt space is a set of the angular version of the gradient space.

Furthermore, the quantitative approaches can be divided into global approaches and local approaches. Global approaches determine the original surface by either propagating known shape information at a singular point to the whole image [Hor75, OD93, BP92b] or minimising a cost function related to brightness errors according to the whole image [IH81, HB86, Hor90, ZC91]. Local approaches determine the original surface in a small neighbourhood of an image point [Pen86]. The next subsections review several of these quantitative approaches starting with the propagating approaches. It is important to understand the characteristic strip method because it was the first to address the SFS problem in image analysis [Hor86].

### 3.3.1 Propagating approach

3.3.1.1 Characteristic strip method Assuming that $z(x, y)$ is a smooth surface so that the first and second partial derivatives exist everywhere, then a depth map $z(x, y)$ can be computed by solving the image irradiance equation, $I=R(p, q)$, where $I$ is an intensity value, $R(p, q)$ is a shading model.

Horn [Hor75] proposed a set of five ordinary differential equations using the image irradiance equation as follows:

$$
\begin{array}{ll}
d x=R_{p} d s, & d y=R_{q} d s \\
d z=p d x+q d y, \\
d p=I_{x} d s, & d q=I_{y} d s
\end{array}
$$

where $d s$ is a small step along a solution curve. Starting from a singular point, the reconstruction process now turns into solving these equations by propagation along a characteristic curve. This produces a series of the small steps $d s$ 's. Let us verify this process with a singular point in an image, assuming that it has an initial surface information $\left(x_{0}, y_{0}, z_{0}, p_{0}, q_{0}\right)$. For a small step $(d x, d y)=$ ( $R_{p} d s, R_{q} d s$ ) from the singular point ( $x_{0}, y_{0}$ ) to a direction of $d s$, we want to obtain a solution ( $x_{1}, y_{1}, z_{1}, p_{1}, q_{1}$ ). It is clear that $x_{1}=x_{0}+d x, y_{1}=y_{0}+d y$, and $z_{1}=z_{0}+d z$, where $d x$ and $d y$ are already given. The change of height $d z$ can be obtained from the third equation, so $d z=p_{0} d x+q_{0} d y$.

For the next small step, $p_{1}$ and $q_{1}$ are prepared by $p_{1}=p_{0}+d p$ and $q_{1}=q_{0}+d q$ respectively. From the last two equations, $d p=I_{x} d s$ and $d q=I_{y} d s$. Therefore $p_{1}=p_{0}+I_{x} d s$ and $q_{1}=q_{0}+I_{y} d s$.

This process propagates depth and surface normal information outwards, starting from an initial point in an image ${ }^{5}$. The direction of the propagation is decided by $\left(R_{p} d s, R_{q} d s\right)$ and ( $\left.I_{x} d s, I_{y} d s\right)$. In other words, a step ( $d x, d y$ ) taken in an image is parallel to ( $R_{p}, R_{q}$ ) of the gradient space, while a step ( $d p, d q$ ) taken in the gradient space is parallel to $\left(I_{x}, I_{y}\right)$ of the intensity gradient ${ }^{6}$.

A particular set of solutions consecutively determined by this process forms a curve in the image space, which is called a characteristic strip. It can determine a space curve as well, because it has surface normals at all points on it.

One drawback of this approach is that the propagation direction is distorted, if the image is noisy. Moreover, the strips cumulatively deviate from their ideal paths as the computation progresses. In bad cases, the adjacent strips may cross and spread too far apart. However it is possible to avoid crossing and spreading

[^9]problems using certain neighbouring rules [Hor75, Hor90]. This modified method interpolates new strips when the existing ones separate too far, and delete old ones when they are too close to each other.
3.3.1.2 Optimal control method Dupuis and Oliensis reformulated the SFS problem as an optimal control problem [Oli91b, DO92, OD93]. By assuming twice differentiable height, isolated singular points, and nonzero curvature at singular points, they suggested that the optimal movement control principle could lead to a solution without the additional constraint used in minimising approaches.

The solution surface is reconstructed from the singular points to the boundaries in an outward propagating manner. In practice, however, the singular points lead to a triple local ambiguity; that is, is the shaped point convex, concave, or saddle-shaped?

Bichsel and Pentland [BP92b] simplified their approach by employing the minimum downhill principle, which removes the ambiguity of singular points. The propagation of depth information is as follows:
$\square$ The depth information is only passed to paths that are farther away from the light source.
$\square$ Among all the possible paths, choose the steepest descent path that is closest to the light source.

Assuming that the surface is continuous in the direction $\phi$ and that the depth information is propagated from a point $(x, y, 0)$ toward $(x, y, \phi)$, the depth $z$ at a possible path $\phi$ is described by:

$$
z^{t+1}(x, y, \phi)=z^{t}(x, y, 0)-d z(\phi)
$$

where $t$ denotes the time step, $d z$ is the change of depth in the direction $\phi$. Among the possible paths and the previous path, the depth $z$ closest to the light source is selected by:

$$
z^{t+1}(x, y, 0)=\max \left(z^{t+1}(x, y, \phi), z^{t}(x, y)\right)
$$

This approach has the drawback that singular points must be given and the surface should be continuous in the downward direction $\phi$. Furthermore it has difficulty with multiple singular points. If they do not have the same depths, this approach will have trouble initialising their depths.

We have implemented the method proposed by Bichsel and Pentland [BP92b] to give an example of the propagating approaches as shown in Figure 2.10. The left-hand side is a Lambertian image produced by applying the normal


Figure 2.10: An example of propagating approach

> The left-hand side is a Lambertian image synthesized by applying the normal interpolation renderer to a polygonal mesh with $\vec{L}(0.40,0.21,0.89)$, $I_{p}=255.0$, and $k_{d}=1.0$. The right-hand side image shows the Lambertian image of a reconstructed face at the $11^{\text {th }}$ iteration, which was reconstructed by Bichsel and Pentland's method based on a minimum downhill principle.

interpolation renderer to a polygonal mesh with a light source $\vec{L}(0.40,0.21,0.89)$. The black cross marks in the input image are singular points, which assumed the same heights. The right-hand side image shows the Lambertian image of a reconstructed face at the $11^{\text {th }}$ iteration. As can be seen, it is noticable that the shadow part and background of the input image were not recovered.

### 3.3.2 Minimising approach

Propagating approaches compute an exact depth solution $z(x, y)$, provided that the image irradiance equation $I(x, y)=R(p, q)$ is correct. On the contrary, however, minimising approaches assume that the image irradiance equation is not correct. That is to say, it has an error term, which is due to shading modelling errors such as incorrect estimates of light source direction, surface reflectance, camera calibration, and so on.

This approach computes an approximate solution whose rendered image is close to the input image. This is based on minimising a cost function ${ }^{7}$, which is a combination of the constraints, including one for brightness $\|I(x, y)-R(p, q)\|^{2}$, which make computation stable and convergent.

Ikeuchi and Horn [IH81, HB86] employed a surface smoothness constraint $p_{x}^{2}+p_{y}^{2}+q_{x}^{2}+q_{y}^{2}$, which enforces a solution surface to be smooth. Horn pointed out one weakness with this. The solution walks away from $I(x, y)=R(p, q)$ when the correct solution is used as an initial condition; for example, when the input image contains singular points [Hor90, Oli91a]. This suggests that the initial condition must be selected carefully for the minimising approach.

Since shading is related to the change of surface orientations, in areas where image intensity changes rapidly, the surface is not smooth. Zheng and Chellappa [ZC91] employed an intensity smoothness constraint $\left(R_{x}-I_{x}\right)^{2}+\left(R_{y}-I_{y}\right)^{2}$ instead of using the surface smoothness one. They ensure that the intensity gradient of a solution image should be close to that of the input image. However, these constraints result in a solution image, which looks too flat.

It is noticable that the constraints discussed so far are focused on minimising the intensity error between the input image and a recovered one. Moreover, a reconstructed surface obtained by applying only those constraints may give unacceptable spatial trajectories as shown on the left-hand side in Figure 2.8. These trajectories take the solution away from the original surface.

To minimise the surface trajectories, Horn [Hor90] employed an integrability constraint $\left(z_{x}-p\right)^{2}+\left(z_{y}-q\right)^{2}$, which enforces a reconstructed surface $z(x, y)$ to have partial derivatives $z_{x}$ and $z_{y}$. They should be close to the computed $p(x, y)$ and $q(x, y)$. Alternative integrability constraints are described in [HB86, FC88]. The variation in height $z$ is determined by minimising a cost function in an iterative manner.

Another drawback of the minimising approach is that it requires a huge number of iterations in order to obtain an acceptable result. Szeliski [Sze91]

[^10]provided a faster solution using conjugate gradient descent.
Amongst a variety of the minimising approaches, we have implemented a method proposed by Zheng and Chellappa [ZC91]. Their cost function is
\[

$$
\begin{aligned}
& \iint\left((I(x, y)-R(p, q))^{2}+\right. \\
& \quad\left(R_{p} p_{x}+R_{q} q_{x}-I_{x}\right)^{2}+\left(R_{p} p_{y}+R_{q} q_{y}-I_{y}\right)^{2}+ \\
& \left.\quad \mu\left(\left(p-z_{x}\right)^{2}+\left(z_{y}-q\right)^{2}\right)\right) d x d y
\end{aligned}
$$
\]

where $\mu$ is a weighting parameter.


Figure 2.11: An example of minimising approach
The left picture is a standard image regarded as a Lambertian image with a light source $\vec{L}(0.78,0.16,0.61), I_{p}=255$, and $k_{d}=1.0$. The right one is a reconstructed image obtained by applying Zheng and Chellappa's method with 2000 iterations and $\mu=1$, which was synthesized by the same shading model as the input. This looks too flat like a face in a coin.

Figure 2.11 shows a result obtained by applying their method through 2000 iterations. The left picture ${ }^{8}$ is a standard image regarded as an approximation to a Lambertian image with a light source $\vec{L}(0.78,0.16,0.61), I_{p}=255$, and $k_{d}=1.0$. The right one is a reconstructed image obtained by 2000 iterations with $\mu=1$, which was synthesized by the same shading model as the input.

At this point, it should be said that the reconstructed image looks too flat

[^11]due to the over intensity smoothness constraint. In general, any method using the smoothness constraint produces a flat solution similar to their result.

### 3.3.3 Local approach

While the global approaches recover the shape information over a whole image either in a propagating or minimising manner, the local approaches attempt to recover a surface using assumptions about surface shape in a small neighbourhood of a point.

Under the assumption of Lambertian shading, Pentland [Pen86] firstly proposed a solution for local surface types qualitatively and orientations quantitatively. He suggested five surface types corresponding to their curvatures: a planar, cylinderical, convex, concave, and saddle surface. For an image point, these types can be locally determined by its second derivatives $d^{2} I$ as follows:

ㅁ a plane satisfies that $d^{2} I=0$ in all directions,

- a cylinder satisfies that $d^{2} I=0$ along one directions, and
$\square$ if $d^{2} I \neq 0$ in all directions, then the image point is a convex, concave, or saddle surface.

In addition, a surface orientation is recovered by matching the spherical surface derivatives with the brightness derivatives in an image. This is described by the slant and tilt representation, where tilt is defined as the angle between the projection of the surface normal on the image plane and the x-axis, and slant is the angle between the surface normal and the direction toward the viewer.

For a surface normal $N\left(X_{n}, Y_{n}, Z_{n}\right)$, the slant $\sigma$ is the depth component of it and is equal to $\cos ^{-1} Z_{n}$. Furthermore, the z-component $Z_{n}$ is approximately estimated by

$$
\begin{aligned}
\cos \sigma & =Z_{n} \\
& =\frac{\frac{1}{R}}{\sqrt{\left|\frac{\nabla^{2} I(x, y)}{I(x, y)}\right|-\frac{1}{R^{2}}}}
\end{aligned}
$$

where $\nabla^{2} I(x, y)=I_{x x}(x, y)+I_{y y}(x, y)$ is the Laplacian operator of image intensity and $R$ is the radius of spherical patches.

The tilt $\tau$, which is the image plane component of the surface normal, is as follows:

$$
\tan \tau=\frac{Y_{n}}{X_{n}}
$$

where the tilt direction $\frac{Y_{n}}{X_{n}}$ is estimated as the maximum response of the gradient direction of the slant field.

His approach is useful to recover the shape in the absence of the initial conditions such as singular points and occluding contours. With an assumption of equal-curvatures, however, it is not possible to determine the surface shapes uniquely. With the second derivative of image intensity, it may give ambiguous solutions; such as a convex, concave, and saddle surface. Another drawback is that he used the second derivative of image intensity to determine the surface types and orientations. The use of the second derivatives makes this approach very sensitive to noise.

On the other hand, under the same spherical assumption, Lee and Rosenfeld [LR85] recovered a solution surface in terms of slant and tilt in the light source coordinate system. They used only the first derivatives $I_{x}$ and $I_{y}$, which is different from the second derivatives $d^{2} I$ used by Pentland. Under the Lambertian surface, they proposed that the slant $\sigma$ and tilt $\tau$ of a surface normal at an image point be obtained as follows:

$$
\begin{aligned}
\tan \tau & =\frac{I_{y} \cos \tau_{l}-I_{x} \sin \tau_{l}}{I_{x} \cos \tau_{l} \cos \sigma_{l}+I_{y} \sin \tau_{l} \cos \sigma_{l}}, \\
\cos \sigma & =I
\end{aligned}
$$

where $I$ is the normalised intensity, and $\sigma_{l}$ and $\tau_{l}$ are the slant and tilt of a light source respectively. Empirically, we found that their approach strongly depends on a light source. In particular it only works properly for the light source $\vec{L}(0,0,1)$.

We have also implemented a method proposed by Lee and Rosenfeld [LR85] to further investigate the strengths and weaknesses of the local approaches.

Figure 2.12 shows a result obtained by applying their method. The left-hand side is a Lambertian image generated by applying the normal interpolation renderer to a polygonal mesh, together with a light source $\vec{L}(0,0,1), I_{p}=255$, and $k_{d}=1.0$. The right-hand side shows a reconstructed image, which was synthesized by the Lambertian shading model with $\vec{L}(0.55,0.18,0.82)$. The reconstructed image looks right.

However it should be said that the height information is not correct, because it was obtained by the formula, $\cos \sigma=N_{z}=I$, which means that a height component is equal to an intensity value. For example, if we assume that the tip of the nose has the same intensity value as a point on the mouth, then they will have the same height.


Figure 2.12: An example of local approach
The left-hand side is a Lambertian image generated by applying the normal interpolation renderer to a polygonal mesh, together with a light source $\vec{L}(0,0,1), I_{p}=255$, and $k_{d}=1.0$. The right-hand side shows a reconstructed image obtained by applying Lee and Rosenfeld's method, which was synthesized by the Lambertian shading model with $\vec{L}(0.55,0.18,0.82)$.

### 3.4 Discussion

We have discussed many approaches to the SFS problem. We demonstrated three quantitative methods. Table 2.1 compares these approaches, where time units are relative values ${ }^{9}$ and the input image and the result are shown in Figure $2.10,2.11$, and 2.12 respectively.

| Author | Approach | Figure | Time (sec) | Iterations | Problems |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bichsel \& Pentland | Propagating | 2.10 | 30 | 11 | singular pts |
| Zheng \& Chellappa | Minimising | 2.11 | 240 | 2000 | flat/time |
| Lee \& Rosenfeld | Local | 2.12 | 5 | 1 | wrong depth |

Table 2.1: Comparing the three SFS approaches

The propagating approaches require the initial shape information, such as a singular point or occluding boundary, in order to start finding a solution.

[^12]Bichsel and Pentland proposed an optimal control method, which required at least a singular point. We have applied their method to another input image in Figure 2.11, which did not have singular points. It failed.

The minimising approaches, as we mentioned before, find an acceptable surface by means of minimising a cost function, which includes additional constraints. For example, brightness, smoothness, and integrability constraints were all we used. These approaches require a number of iteration to obtain an acceptable result, as shown in Table 2.1. In addition, the smoothness constraint makes the result too flat.

The local approach is to find locally the original shape of an input image, with a local shape assumption. Lee and Rosenfeld employed a spherical assumption. Their method is faster than the others, but it may generate wrong local depth information.

## 4 Face Reconstruction: A Survey

We have now reviewed three main issues; shading models, rendering models, and $S F S$ approaches. In this section, we survey methods for reconstructing 3D human faces.

Many approaches have been proposed so far. The face model is usually reconstructed from facial images or range data that are obtained using special hardware equipment. These techniques are exploited in various application fields including model-based coding [Cla95], facial animation [PW96], facial surgery simulation [KGC96], and forensic identification [MC96].

Reconstruction methods can be divided into four groups according to the data they used. The first group uses stereo images from a pair of ordinary cameras [SU94]. The second group is statistically based on a huge set of facial shape components [AGR95, AGR96]. The third group uses a pair of orthogonal images, which are a front and side facial image, and a prototype face model [AC91, ASW93, HY96, Vet96]. Finally, the fourth group uses a set of depths, so called range data, captured by a laser scanner [DY88, NHRD90, WT91, LTW93].

All of these methods have a main drawback; that is, a physical subject is necessary to obtain a pair of images or range data from an individual face.

### 4.1 Stereo images

C3D is a novel system for reconstructing a 3D individual face from stereo image pairs, developed by the Turing Institute ${ }^{10}$ [SU94]. It consists of five modules: image acquisition, stereo matching, photogrammetric and calibration, 3D reconstruction, and visualisation.

In the image acquisition process, the stereo image pairs are captured under textured light to ensure a uniform spatial distribution of high frequency texture and under normal light to render a photo-realistic face. The left-hand side in Figure 2.13, which was adapted from [SU94], shows a pair of stereo images captured under textured illumination.


Figure 2.13: An example of reconstructing from stereo image pairs [SU94]

It employs a stereo matching algorithm to determine the displacements between the stereo image pairs. The stereo image matching is achieved by the pyramid of eight image resolutions, starting from the coarsest resolution to the finest resolution.

Photogrammetric and calibration analysis is applied to the displacements in order to obtain a depth map of the original face. The depth map represents height values at every pixel.

The 3D reconstruction converts the depth map into a polygonal mesh through range image operations; Delaunay triangulation [FP93, Kum96] and mesh simplification [Eri96]. Finally the visualisation is the process of displaying the reconstructed mesh on the screen, rendered by a graphical method. The right-hand side in Figure 2.13 shows a reconstructed face rendered by the normal interpolation method.

[^13]This method relies upon the subject being available to generate the stereo image pairs. If only a single image is available; for example, a photograph of a fire victim's face or a missing child's, it cannot be applied.

### 4.2 Facial shape components

Atick and others [AGR95, AGR96] have proposed a statistical method for reconstructing a face. This is based on a set of facial shape components. There are some interesting points on their method because it reformulated the minimising approach for $S F S$ problem. Here we briefly introduce it.

They suggested that objects can be classified into classes according to their shape. The shape space within each class can be parameterised by principal component analysis [Jol86, SK87, KS90]. Now the SFS problem then becomes equivalent to estimating a small number of principal components in an image and an object class.

Atick et al. analysed hundreds of 3D scanned male heads as a class and derived a meanhead and a set of eigenheads. The meanhead is an average head shape from the scanned heads and the eigenheads are a huge set of standardised variations of each head from the meanhead. Figure 2.14 adapted from [AGR95] shows them. The upper left-most corner in the left box represents the meanhead, while the others are a subset of eigenheads. The right box also shows two results; the first columns are Lambertian images as input to their method and the second ones show the reconstructed heads, which were obtained by adding a linear combination of the eigenheads to the meanhead, given a specified error boundary.


Figure 2.14: An example of reconstructing from facial shape components [AGR95]

This approach uses cylindrical coordinates to represent an out-of-sample head, $r(\theta, h)$, by both the meanhead $r_{0}(\theta, h)$ and a combination of eigenheads $\phi_{i}(\theta, h)$ :

$$
r(\theta, h)=r_{0}(\theta, h)+\sum_{i} a_{i} \phi_{i}(\theta, h),
$$

where $\theta$ is angle, $h$ is height, and $a_{i}$ is a principal component coefficient.
The eigenheads $\phi_{i}(\theta, h)$ represent an empirically derived set of statistical regularities in the 3D head database. Again, they produce a set of low-dimensional representations. Thus the required number of coefficients depends on how accurately the face shape is reconstructed.

The reconstruction of the head $r(\theta, h)$ from an image now becomes the problem of determining the coefficients $a_{i}$ 's. Atick et al employed a cost function to minimise brightness constraints as follows:

$$
\iint\left(I\left(x_{0}+r \sin \theta, h\right)-R(\vec{L}, \mathbf{a})\right)^{2} d \theta d h
$$

where $I(\ldots)$ is an estimated intensity in the cylindrical coordinates and $R(\ldots)$ is a reflectance function with respect to a light source $\vec{L}$ and a set of coefficients $a_{i}$ 's.

This approach suffers from several major drawbacks in its use of the eigenheads. It strongly depends on the quality of the eigenhead surfaces as a basis of the database used. If we use poor eigenheads produced by a noisy ensemble of 3D heads, the reconstruction may not be acceptable. The storage requirement for the database is huge if the eigenheads are numerous. Furthermore, if we try to reconstruct a face that does not belong to the distribution of the eigenhead set, the quality of the resultant face may be poor, because it depends upon the meanhead.

### 4.3 Prototype model modification

A face model corresponding to an individual can be obtained by modifying a prototype model in the form of a polygonal mesh, using a front and a side image of the face [ASW93, HY96]. The left-hand side box in Figure 2.15 shows a modified prototype model imprinted on the orthogonal images, which was adapted from [ASW93].

The modification is achieved by rearranging a set of displacement vectors, which is obtained from the correspondence of facial features between the prototype model and the two orthogonal face images. However, this method requires that feature match between the model and the images should be carefully carried


Figure 2.15: An example of reconstructing from a prototype model [ASW93]
out. Another drawback is that, if tilted image pairs are under analysised, this method may not work, because it is endowed with a pair of orthogonal images. In addition, it is assumed that the human face is right-left symmetrical.

Texture mapping is generally applied to enhance the realism of a face. Even when the modified geometry of the face is coarse, a texture mapped face can be seen as a real one. The right-hand side box in Figure 2.15 shows a texturemapped face image, which was adapted from [ASW93]. On the other hand, to generate more accurate individualised face models, other facial views may be added to provide further information on the other side of the face.

### 4.4 Range data

Facial dimensions can be obtained by a range finding technique, which scans the face of an individual with a large set of light-lines. This is just a coarse version of C3D with textured illumination. It provides both range and texture data simultaneously [TK92, CS94]. The range data is a collection of unorganised and incomplete 3D points from an object surface, and hence it is view-variant; that is, the surface can only be viewed in limited directions. The left-hand side in Figure 2.16, which was adapted from [TK92], shows a shaded example of range data of a face.

The view-variant problem naturally raises the question of how to reconstruct such data [DY88, Mur91, TV91]. Amongst different possible reconstruction schemes, surface triangulation is almost always used, because of its computational efficiency.

A reconstructed surface in the form of a 3D polygonal mesh can be visualised from any view points with constant accuracy. The right-hand side in Figure 2.16 shows a shaded image of a reconstructed face. However, in general, a reconstructed surface from range data consists of a huge number of polygons.


Figure 2.16: An example of reconstructing from range data [TK92]

Such a mesh is expensive to store, transmit, render, and even is awkward to edit. Mesh simplification can provide a simple version to deal with these problem [SZL92, Hop94, $\mathrm{EDD}^{+} 95$, KT96]. Polygons in a simplified mesh are formed in such a way that where the surface details are complex, the polygons are small, while large polygons are generated where the surface is featureless.

## 5 Discussion

In this chapter we have looked at shading models, SFS methods, and face reconstruction techniques. The shading models are based on the SFS methods. Although a number of methods have been proposed, they suffer from some problems. The reconstructed surfaces are often too flat as shown in Figure 2.11 and often described by wrong depth information as shown in Figure 2.12. This suggests that we need another assumption on surface shape. This thesis proposes an internal model of human faces in the form of polygonal meshes, which are very impoverished.

When only photographs are available it is still possible to reconstruct the 3D appearance of a face if there is also a model which could be referenced. For example, if a single photograph is available, can we reconstruct a fire victim's face using a face reconstuction method introduced in this chapter? The answer is no, because
$\square$ the stereo and the modification approach require a pair of images,
$\square$ the component approach requires that the preburn face belongs to a set of samples, and
$\square$ the range approach requires range data.

However, our method is suitable for reconstructing a burn face.
In the next chapter, we will develop tools to simulate the impoverished faces from the originals. They will be used as the internal models in our reconstruction method.

## Chapter 3

## A Representation of Prior Knowledge

In the fields of both computer vision and graphics, the geometric modelling or representation of a 3D object is an important problem. There is no one way to model it completely, because it depends on the application of the model [PW96].

In this thesis, we need to model as approximation of the original surfaces of human faces. As a planar approximation, we employ a triangulated mesh which consists of a large number of triangles. How many triangles do we need to represent a face? We have no doubt that the more triangles are used, the more detailed face is available [FvDFH90, BG92, FvDF+94, HB94, Wat94].

However our purpose in this chapter is not to approximate human faces in detail, but to impoverish a face model as much as possible in terms of triangles. This impoverished face ${ }^{1}$ will play an important part as prior knowledge, when we reconstruct the original face from a single face image in the following two chapters.

In this chapter, we will discuss the issues of impoverishing an original face. It starts with the reason of face impoverishment, the attributes of faces, and then addresses the Meducer as a tool for impoverishing faces and the Meditor which is a tool for editing face meshes. Figure 3.1 shows an example of impoverished levels of a face created by the Meducer.
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## 1 Why Do We Impoverish a Face?

Let us imagine that a sculptor has a cubic-shape stone and a face photograph. First of all, he may cut corners of the stone to obtain an ovoid shape. And he carves the features of the face coarsely. And then he refines them again and again. In doing so, as we argued in Chapter 1, he probably uses a geometry-based internal model for the face. We can regard a sculptured degree at a point of time as a representation of his internal model (prior knowledge). Therefore we can say that he reconstructs the original face in a photograph, starting from a very coarsely sculptured face such as a cubic-shaped one. Our face reconstruction method is very similar to his in the sense that we reconstruct the original model of a face photograph using prior knowledge.

In its development, we represent prior knowledge in terms of a sculptured face at a point of time, say, an impoverished face. Therefore the impoverished face must contain the prior knowledge of the original face geometry to some degree. Of course, there are many ways to represent prior knowledge about human faces [Par82, Wat87, LTW93, ASW93, PW96]. For example, the meanhead discussed in Chapter 2 is a representation of prior knowledge. However, it has too much information, because it can be still recognisable as a person's face. Our purpose is to reconstruct the original face in an image using prior knowledge as poor as possible.

How much information about the original face is sufficient for our method? To answer it, we decided to impoverish the original in order to obtain a coarsely sculptured face. As an extreme case, we believe that it is possible to reconstruct the original face from a single face image, starting from a potato-shaped face such as that shown on the upper middle picture in Figure 3.1. The bottom right picture is a shaded image of an original face and the others show differently impoverished levels of the face. They are $90^{+} \%, 80 \%, 60 \%, 40 \%$, and $20 \%$ impoverished using the Meducer. Especially, the top left-hand side is $90 \%$ impoverished and then distorted using the Meditor to be more impoverished.

When only a single photograph is available, it is possible to reconstruct the original face if there is also an impoverished face. For example, our method is suitable for reconstructing burn faces such as that shown on the top left-hand side in Figure 3.1.


Figure 3.1: An example of impoverished levels of a face

> The bottom right picture is a shaded image of an original face and the others show differently impoverished levels of the original face. They are $90^{+} \%, 80 \%, 60 \%$, $40 \%$, and $20 \%$ impoverished using the Meducer. Especially, the top left-hand side is $90 \%$ impoverished and then distorted using the Meditor to be more impoverished.

## 2 Attributes of Faces

The Meducer and Meditor treat face meshes consisting of a large number of triangles. Before we discuss them in detail, the general attributes of face meshes are mentioned in this section.

### 2.1 Why triangle representation?

Our face models describe the surface rather than the inside of human faces, which is approximated by a polygonal mesh as shown in Figure 3.2. It should be said that we adapted the original faces, used in this thesis, from C3D of The Turing Institute ${ }^{2}$.
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Figure 3.2: A polygonal face model as the original one in Figure 3.1

To build a polygonal approximation, polygons should be tangential to surface patches piecewisely, that is, they should be flat. However there is no way to guarantee that the vertices forming a polygon are coplanar when it is specified with more than three vertices. As shown in Figure 3.3, for example, it is not possible that four non-equal height vertices are coplanar. The vertices $V_{2}$ and $V_{4}$ make a valley, and $V_{1}$ and $V_{3}$ make a ridge.

Therefore we should confirm the vertices to be placed on a plane in order to adapt a polygonal approximation. This confirmation takes a considerable amount of unnecessary time for processing each polygon. Fortunately there is a way to guarantee that the vertices on a polygon are coplanar. This is done by adopting a triangle representation in the form of polygons with three vertices. Accordingly our faces will be approximated by polygonal meshes generated from triangles. Each triangular plane is now piecewisely tangential to the surface patch and the vertices on it are definitely coplanar.

### 2.2 Data structures

There are four main data structures needed for manipulating the geometric information of face models as shown in Figure 3.4. These data structures have their own attributes.

A face model consists of three pointers vhead, phead, and ehead, which point to a linked list of vertices, polygons, and edges respectively.


Figure 3.3: Non planar vertices
It is not possible to draw a planar quadrilateral having four non-equal height vertices. Provided that vertices $V_{1}, V_{2}, V_{3}$, and $V_{4}$ have different heights one another, they may contain a valley, $V_{2} V_{4}$ or a ridge, $V_{1} V_{3}$.

### 2.2.1 Vertex

A vertex is a structure consisting of seven fields as follows;

व The vtype indicates whether a vertex referred to is a boundary or surrounded vertex. In the process of impoverishing a face, boundary vertices cannot be removed but surrounded vertices can be removed.
a The world, eye, and screen fields store the geometrical information of a vertex as three cartesian coordinates. The world and eye are $x y z$ coordinates normalised. While the eye is changed by the orientation of a face, the world remain unchanged in the whole process. The screen is the screen coordinates obtained from the eye.
$\square$ The normal is an average of the surface normals of polygons shared by the vertex, which is based on the eye field. It is usually used for creating an image and impoverishing a face.

- The pl is a pointer to a list of polygons sharing the vertex.
$\square$ Finally, the next is a pointer to another vertex.


### 2.2.2 Edge

An edge is a structure consisting of four fields: v1, v2, pl, and next field. The $v 1$ and $v 2$ are a pair of pointers to two vertices belonging to an edge. The pl is a list of polygons sharing an edge. The next is a pointer to another edge.

On the other hand, an edge is divided into two types according to its attributes. One is a boundary type and the other is a shared type. A boundary


Figure 3.4: Data structure for a face model
edge contains a single polygon in its polygon list, that is, the vertices belonging to it are both boundary ones, while a shared edge contains two polygons. In editing a face using the Meditor, the boundary edge cannot be swapped but the shared one can be swapped.

### 2.2.3 Polygon

A polygon is a structure consisting of five fields: ptype, vl, normal, visible, and next. The ptype contains the information that a polygon shares a vertex which is either to be removed or not when impoverishing a face. The $v l$ is a pointer to a list of three vertices forming a triangle ${ }^{3}$. The vertices of the triangle are ordered anti-clockwise.

The normal is a surface normal perpendicular to the triangle, which is obtained from the eye-coordinates of vertices linked to the vl. The visible field gives the information that a polygon is visible in the eye direction. Finally, the next points to another polygon.
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### 2.3 Vertex geometry

Vertices in a face model can be divided into three families: adjacent, surrounded, and boundary vertices. An adjacent vertex is a neighbouring vertex connected by an edge. A surrounded vertex is surrounded by a set of triangles and has a closed path linking up adjacent vertices to form a ring. If a vertex is not surrounded by triangles, it is a boundary vertex.


Figure 3.5: An example of vertex geometry
This picture partially shows the geometry of a vertex of a face. The vertex $V$ is called a surrounded vertex. The vertices $A, B, C, D$, and $E$ are called boundary vertices, which are adjacent to the surrounded vertex $V$. These adjacent vertices make a closed path, called a ring. The surrounded vertex $V$ is removed by comparing surface normals $\vec{N}_{i}(i=1,2, \ldots, 5)$ with the vertex normal $\vec{N}_{v}$.

Figure 3.5 shows an example of the geometry of a surrounded vertex in a face. The surrounded vertex $V$ has a ring consisting of adjacent vertices $A, B$, $C, D$, and $E$. These adjacent vertices are also boundary vertices, because they have no rings. For example, the vertex $A$ has adjacent vertices $B, V$, and $E$. These do not form a ring.

A surface normal $\vec{N}_{i}$ is a normalised vector orthogonal to a triangle, which is defined as:

$$
\vec{N}_{i}\left(x_{i}, y_{i}, z_{i}\right)=\vec{a} \times \vec{b}
$$

where $\times$ represents the cross product of vectors and $\vec{a}$ and $\vec{b}$ are the sides of the triangle as vectors sharing a tail. For a triangle $T_{1}$ in Figure 3.5, assuming that $\overrightarrow{B V}$ and $\overrightarrow{B A}$ are side-vectors, $\vec{N}_{1}=\overrightarrow{B V} \times \overrightarrow{B A}$.

A vertex normal $\vec{N}_{w}$ is an average of surface normals of triangles shared by the vertex $W$, which is calculated as follows:

$$
\vec{N}_{w}\left(x_{w}, y_{w}, z_{w}\right)=\frac{1}{n}\left(\sum^{n} x_{i}, \sum^{n} y_{i}, \sum^{n} z_{i}\right)
$$

where $\sum^{n}$ is the component summation of surface normals of all triangles sharing the vertex $W$, and $n$ is the number of the surface normals. For example, as shown
in Figure 3.5, if the triangles $T_{1}, T_{2}, T_{3}, T_{4}$, and $T_{5}$ have the surface normal vectors $N_{1}\left(x_{1}, y_{1}, z_{1}\right), N_{2}\left(x_{2}, y_{2}, z_{2}\right), N_{3}\left(x_{3}, y_{3}, z_{3}\right), N_{4}\left(x_{4}, y_{4}, z_{4}\right)$, and $N_{5}\left(x_{5}, y_{5}, z_{5}\right)$ respectively, then the vertex normal $N_{v}$ is

$$
N_{v}\left(x_{v}, y_{v}, z_{v}\right)=\frac{1}{5}\left(\sum^{5} x_{i}, \sum^{5} y_{i}, \sum^{5} z_{i}\right)
$$

A critical angle $\theta_{i}$ formed by both the vertex normal $\vec{N}_{v}\left(x_{v}, y_{v}, z_{v}\right)$ of a surrounded vertex $V$ and a surface normal $\vec{N}_{i}\left(x_{i}, y_{i}, z_{i}\right)$ is defined by the dot product as follows:

$$
\begin{aligned}
\theta_{i} & =\cos ^{-1}\left(\frac{\vec{N}_{v} \bullet \vec{N}_{i}}{\left|\vec{N}_{v}\right| \cdot\left|\vec{N}_{i}\right|}\right) \\
& =\cos ^{-1}\left(\vec{N}_{v} \bullet \vec{N}_{i}\right) \\
& =\cos ^{-1}\left(x_{v} x_{i}+y_{v} y_{i}+z_{v} z_{i}\right)
\end{aligned}
$$

where • represents the dot product of two vectors, and $\left|\vec{N}_{v}\right| \cdot\left|\vec{N}_{i}\right|=1$ if the magnitudes of the vectors are equal to one.

Similarly, a neighbouring angle $\phi_{i j}$ formed by two surface normals $\vec{N}_{i}\left(x_{i}, y_{i}, z_{i}\right)$ and $\vec{N}_{j}\left(x_{j}, y_{j}, z_{j}\right)$ of neighbouring triangles is defined as:

$$
\begin{aligned}
\phi_{i j} & =\cos ^{-1}\left(\frac{\vec{N}_{i} \bullet \vec{N}_{j}}{\left|\vec{N}_{i}\right| \cdot\left|\vec{N}_{j}\right|}\right) \\
& =\cos ^{-1}\left(\vec{N}_{i} \bullet \vec{N}_{j}\right) \\
& =\cos ^{-1}\left(x_{i} x_{j}+y_{i} y_{j}+z_{i} z_{j}\right)
\end{aligned}
$$

where • represents the dot product of two vectors, and $\left|\vec{N}_{i}\right| \cdot\left|\vec{N}_{j}\right|=1$ if their magnitudes are equal to one.

On the other hand, a surrounded vertex is further classified by three types according to its local curvature. They are convex, concave, and saddle type. These types will mainly be used later in retriangulating a ring. If all the heights of adjacent vertices belonging to a ring are lower than that of a surrounded vertex, it is called a convex vertex. On the contrary, if higher, it is called a concave vertex. If some of them are lower and others are higher, it is called a saddle vertex.

### 2.4 Ambiguity in retriangulation

In the process of retriangulating a ring, we could encounter a quadrilateral which gives an ambiguity. This ambiguous quadrilateral comes into existence when the
vertices are not placed on one plane; for example, when the heights of vertices facing each other in the diagonal direction are identical and the heights of adjacent vertices are not equal, or when the heights of all vertices are different from one another.


Figure 3.6: An ambiguous quadrilateral

In the process of retriangulation, the ambiguous quadrilateral comes into existence when the vertices are not placed on one plane. The heights of vertices are different from each other. There are two ways of triangulation. One includes the valley $V_{2} V_{4}$ as shown on the upper row, which is employed by the lowest method, and the other includes the ridge $V_{1} V_{3}$ as shown on the lower row, which is employed by the highest method. We have four possible triangles $\triangle V_{1} V_{2} V_{4}, \Delta V_{2} V_{3} V_{4}, \Delta V_{1} V_{3} V_{4}$, and $\triangle V_{1} V_{2} V_{3}$.

Let us consider the case, shown in Figure 3.3. We have two reciprocal ways to retriangulate this ambiguous quadrilateral. The two triangles produced by each approach share an edge as either a valley or a ridge, as shown in Figure 3.6. The edge $V_{2} V_{4}$ represents the valley dividing the quadrilateral into two triangles $\triangle V_{1} V_{2} V_{4}$ and $\triangle V_{2} V_{3} V_{4}$. On the other hand, the edge $V_{1} V_{3}$ shows the ridge dividing it into triangles $\Delta V_{1} V_{3} V_{4}$ and $\triangle V_{1} V_{2} V_{3}$.

The choice of either a ridge or a valley should be determined by the local surface-curvature around the quadrilateral. There is one easy way to validate this choice. If all the vertex heights of the quadrilateral are higher than the height of a removed (surrounded) vertex, then we choose the valley. If they are lower, then we choose the ridge. If we cannot choose either them, the retriangulation is achieved by collecting the neighbouring vertices.

## 3 Meducer : a mesh reducing tool

Mesh simplification refers to the problem of reducing the number of vertices or polygons in a dense mesh, and yet preserving the overall topology of the mesh. There has been a recent explosion of publications in this field. Much of this work focuses on reconstructing 3D objects from data captured by a laser scanner, or Computed Tomography (CT) [RO96, AS96, RR96, OP96, CCMS97].

For example, a typical model of a human face produced by CT may contain over one million polygons [KT96]. In computer graphics, it is insufficient to use such a dense face mesh in order to display a distant, point-like, face on the screen. Reducing the complexity of a mesh is therefore a must for the graphics system's performance.

Although there are a number of algorithms ${ }^{4}$ for mesh simplification, [HL88, Tur92, SZL92, HDD ${ }^{+} 93$, CS94, KT96, CCMS97], it is difficult to adapt them for face impoverishment. There are several reasons. Firstly, they are too dedicated to their applications; that is, there is no one general purpose algorithm that can simplify any given mesh. For example, a successful method for a building-like model may not be applicable to a face. Secondly, it is difficult to decide which one is in a class of its own for our purpose. Thirdly, the data structure used for their models is so different from ours that it is too complicated to adopt their algorithms [EM94]. Finally, it is not difficult to develop a new algorithm for simplifying our faces, because the faces used in this thesis are simple comparing with a complex machine model or a complete human head model. We, therefore, developed the Meducer ${ }^{5}$ system for impoverishing a face model. This is based on geometric vertex reduction.

### 3.1 Main stream of the Meducer

The Meducer impoverishes a face through four basic tasks: comparing normals, removing a surrounded vertex, producing a ring, and then retriangulating the ring locally. Figure 3.7 shows the main links between these four tasks.

The surrounded vertex $V$ in Figure 3.5, for example, can be removed by the comparison of normal vectors. That is, if all the critical angles $\theta_{i}$ s between $\vec{N}_{v}$ and $\vec{N}_{i}(i=1, \ldots, 5)$ are less than a prespecified angle $\varepsilon$, the vertex $V$ is removed. It leaves a ring consisting of adjacent vertices, such as $A B C D E$. This ring is retriangulated in a way that approximates the previous surface as optimally as
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Figure 3.7: Main stream of the Meducer
possible. We will introduce three operations to retriangulate the ring $A B C D E$ separately.

The impoverished levels in Figure 3.1 show an example by the Meducer program. They are increasingly difficult to recognise as the impoverishment goes further, although they preserve both the global and local shape of the original face. For example, the $80 \%$ impoverished face preserves its nose, however it is recognizable more as a potato-shaped face rather than as the original one. It should be noticed that the potato-shaped face contains discontinuous variations in intensity. They are attributed to radical changes of surface orientations between adjacent triangles, or to very thin or small triangles. To correct these undesired triangles, we have developed a mesh editor (Meditor), which will be discussed later in this chapter.

### 3.2 Retriangulating a ring

The removal of a surrounded vertex having a very low curvature produces a ring which is a polygon consisting of adjacent vertices. The ring is then retriangulated so that it preserves the previous topology as much as possible. In this thesis, the retriangulation of a ring is achieved by one of three operations: the high, low, and neighbourhood operations.

The choice of one operation depends on three types of the local curvature in a surrounded vertex. If it is a convex vertex, the high operation is selected. If it is a concave vertex, the low operation is selected. Otherwise, the neighbourhood operation is selected.

Figure 3.8 shows an example of impoverished faces created by enforcing the application of three retriangulation operations, independently. The leftmost face
$\triangle$ High operation


Figure 3.8: An example of retriangulation operations
Each of retriangulation operations is forcibly applied independently to the original faces on the leftmost columns, which are the same as one in Figure 3.1. They consist of 3339 triangles. Each column shows the same impoverishment levels.
is the original one in each row and the rest show the impoverished faces, which are impoverished by $20 \%, 40 \%$, and $80 \%$ from left to right respectively. Each operation preserves the global topology of the original faces.

### 3.2.1 High operation

Let us consider a new view of Figure 3.5 in the direction of $x$-axis as shown in Figure 3.9. The height $H_{v}$ of the surrounded vertex $V$ on $y z$-plane is higher than those of the adjacent vertices $A, B, C, D$, and $E$ in a ring $A B C D E$, so the vertex $V$ is a convex vertex. In this case the high operation is applied.


Figure 3.9: High operation
When the surrounded vertex $V$ is a convex vertex, the high operation is applied. The ring $A B C D E$ is retriangulated locally in a way that the three highest vertices create a new triangle. We firstly obtain one triangle $\triangle D E C$, and then $\triangle E B C$, and finally $\triangle E A B$, provided that a descending order of vertex heights is $H_{d}, H_{e}, H_{c}$, $H_{b}$, and $H_{a}$. The $x y$-plane shows three triangles after retriangulation.

The ring $A B C D E$ is retriangulated locally in a way that a new triangle is made of three highest vertices selected from the ring. Provided that a descending order of the heights corresponding to the adjacent vertices is $H_{d}, H_{e}, H_{c}, H_{b}$, and $H_{a}$, we first obtain one triangle $\triangle D E C$, and then the other $\triangle E B C$, and finally another $\triangle E A B$. The $x y$-plane in Figure 3.9 shows the three triangles after the retriangulation through this operation.

### 3.2.2 Low operation

Let us consider another view of Figure 3.5 in the direction of $x$-axis as shown in Figure 3.10. The height $H_{v}$ of the surrounded vertex $V$ on $y z$-plane is now lower than those of adjacent vertices $A, B, C, D$, and $E$ in a ring $A B C D E$, so the vertex $V$ is a concave vertex. In this case the low operation is applied rather than the others.

Figure 3.10: Low operation
When the surrounded vertex $V$ is a concave vertex, the low operation is applied. The ring $A B C D E$ is retriangulated in a way that the three lowest vertices make a new triangle. We firstly obtain one triangle $\triangle C E B$, and then $\triangle C D E$ and finally $\triangle A B E$, provided that an ascending order of heights is $H_{c}, H_{e}, H_{b}, H_{d}$, and $H_{a}$. The $x y$-plane shows three triangles after retriangulation.


This operation allows the ring $A B C D E$ to be retriangulated in a way that three lowest vertices form a triangle. Accordingly, we first obtain one triangle $\triangle C E B$, and then $\triangle C D E$ and finally $\triangle A B E$, provided that an ascending order of their heights is $H_{c}, H_{e}, H_{b}, H_{d}$, and $H_{a}$. The $x y$-plane in Figure 3.10 shows three triangles after performing the retriangulation.

### 3.2.3 Neighbourhood operation

Let us consider again a third view of Figure 3.5 in the direction of $x$-axis as shown in Figure 3.11. The height of the surrounded vertex $V$ is neither lower nor higher than those of adjacent vertices $A, B, C, D$, and $E$. If the vertices $B$ and $E$ are higher than $V$, and the rest of them are lower than that, so the vertex $V$ is a saddle vertex. In this case, the neighbourhood operation is applied.

As shown in Figure 3.5, the triangle $T_{1}$ and $T_{2}$ are neighbouring, which have a shared edge $V B$, but $T_{1}$ and $T_{3}$ are not. Retriangulation can be accomplished by merging these neighbouring triangles according to neighbouring angles $\phi_{i j}$ between their surface normals $\vec{N}_{i}$ and $\vec{N}_{j}$, where $i$ and $j$ are $1,2, .$. , or 5 , and $i \neq j$.

One possible way is to merge the adjacent triangles forming a minimum neighbouring angle. Provided that an ascending order of the neighbouring angles is $\phi_{12}, \phi_{45}, \phi_{34}, \phi_{23}$, and finally $\phi_{15}$, we have new triangles as shown on $x y$-plane in Figure 3.11. The triangle $T_{1}$ and $T_{2}$ are so firstly merged that they give a new triangle $\triangle A B C$, and then the triangle $T_{4}$ and $T_{5}$ give a new triangle $\triangle A D E$, and finally the rest of triangles give a triangle $\triangle A C D$ as well.


Figure 3.11: Neighbourhood operation
When the surrounded vertex $V$ is a saddle vertex, the neighbourhood operation is applied. The ring $A B C D E$ is retriangulated in a way that the neighbouring triangles having a minimum angle between them are merged. We merge firstly triangles $T_{1}$ and $T_{2}$, and then $T_{4}$ and $T_{5}$, provided that an ascending order of the neighbouring angles is $\phi_{12}, \phi_{45}, \phi_{34}, \phi_{23}$, and $\phi_{15}$. The $x y$-plane shows three triangles after retriangulation.

### 3.2.4 Contributions of each operation

In general, in the process of impoverishing a face through the Meducer, we found that the retriangulation is mostly performed by the neighbourhood operation. Figure 3.12 shows each contribution trend of three operations with respect to the impoverished levels. For example, the $20 \%$ impoverished face in Figure 3.1 is retriangulated by the neighbourhood operation over $90 \%$ of the total number of operations, while the high and low operations are used in less than $10 \%$ of the process. This is an evidence that the original face is mostly smooth rather than jagged.

## 4 Meditor : a mesh editing tool

As mentioned so far, the Meducer works well without changing the global topology of a face as it impoverishes the face. However, it suffers from a problem of undesired triangles. These undesired triangles are produced in a highly impoverished face as shown on the left-hand side in Figure 3.13, which is $80 \%$ impoverished.

The undesired triangles are very thin, tiny, or even overturned, which look like Mach bands in the image. They may cause a reconstructed face to diverge from the original face. To correct those undesired triangles in an impoverished


Figure 3.12: An example of contributions of three retriangulation operations

For the original face shown in Figure 3.1, the neighbourhood operation mainly contributes to retriangulate it over $90 \%$ of the total number of operations. On the other hand, the high and low operations are used less than $10 \%$.
face, we have developed the Meditor ${ }^{6}$, which is a tool for editing a face model interactively.

The right-hand side in Figure 3.13 shows a face that was edited using the Meditor. The undesired triangles are mostly corrected. The edited face is $90 \%$ impoverished, and yet it is more recognizable than the $80 \%$ impoverished face.

The Meditor is endowed with five basic operations that are specified by the user. These operations follow one of three searches for a geometrical element, such as a vertex, edge, or triangle, in a face. The searches are also invoked by a Mouse Action (MA) ${ }^{7}$. For example, if we are going to remove a vertex in the face interactively, it can be selected by clicking the mouse on the screen, which requires a search for that vertex in the data structure of the face. Figure 3.14 shows the classification of searches and operations invoked by a MA.

### 4.1 Searches

Meditor offers three types of search. One is to search for a vertex in a face, another is for an edge, and a third is for a triangle. In practice, these searches are performed in 2D space, because a MA yields only a 2 D point information on the screen. We assume that the MA returns a point $Q\left(x_{q}, y_{q}\right)$.
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Figure 3.13: Mesh editing with Meditor
An $80 \%$ impoverished face produced by our own impoverishing method (left) has the undesired triangles which look dark and scratched. After applying the meditor, the undesired triangles are removed and the level of impoverishment becomes $90 \%$ (right).

### 4.1.1 Vertex search

For a point $Q\left(x_{q}, y_{q}\right)$ corresponding to a MA, a selected vertex is closest to it. The closest vertex may be found by comparing the distance between $Q$ and a vertex $V\left(x_{v}, y_{v}\right)$ of a face.

In general, the distance between two points $Q\left(x_{q}, y_{q}\right)$ and $V\left(x_{v}, y_{v}\right)$ is defined as follows:

$$
|Q V|=\sqrt{\left(x_{v}-x_{q}\right)^{2}+\left(y_{v}-y_{q}\right)^{2}} .
$$

### 4.1.2 Edge search

For a point $Q\left(x_{q}, y_{q}\right)$ corresponding to a $M A$, a desired edge is closest to it. The closest edge may be detected by comparing the shortest distance between $Q\left(x_{q}, y_{q}\right)$ and an edge $A B$ of a face, which consists of two vertices $A$ and $B$.
4.1.2.1 Distance between a point and an edge Figure 3.15 shows a representation of vectors according to an edge $A B$ and a point $Q\left(x_{q}, y_{q}\right)$ corresponding to the MA. Let a point on the edge $A B$ be $H$, which satisfies that $\overrightarrow{Q H}$ is perpendicular to $\overrightarrow{A B}$.


Figure 3.14: Searches and operations of the Meditor


Figure 3.15: $|Q H|$ is the shortest distance from a point $Q$ to an edge $A B$

A line equation $\alpha$ passing through two vertices $A\left(x_{a}, y_{a}\right)$ and $B\left(x_{b}, y_{b}\right)$ may be defined as

$$
\alpha: \frac{x-x_{a}}{x_{b}-x_{a}}=\frac{y-y_{a}}{y_{b}-y_{a}}=t
$$

where $P(x, y)$ is an arbitrary point on the line $\alpha$ and $t$ is a real number.
Since the point $H$ is on the line $\alpha$, the xy-coordinates of it are

$$
H\left(x_{a}+t\left(x_{b}-x_{a}\right), y_{a}+t\left(y_{b}-y_{a}\right)\right) .
$$

Now if we obtain the value of $t$, the shortest distance between $Q\left(x_{q}, y_{q}\right)$ and $A B$; that is, $|Q H|$ can be computed easily.

Since $\overrightarrow{Q H}$ is perpendicular to $\overrightarrow{A B}$, the value of $t$ is obtained as follows:

$$
\begin{aligned}
\overrightarrow{Q H} \bullet \overrightarrow{A B} & =\left(x_{a}-x_{q}+t\left(x_{b}-x_{a}\right), y_{a}-y_{q}+t\left(y_{b}-y_{a}\right)\right) \bullet\left(x_{b}-x_{a}, y_{b}-y_{a}\right) \\
& =\left(x_{a}-x_{q}+t\left(x_{b}-x_{a}\right)\right)\left(x_{b}-x_{a}\right)+\left(y_{a}-y_{q}+t\left(y_{b}-y_{a}\right)\right)\left(y_{b}-y_{a}\right) \\
& =0 .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
t & =\frac{\left(x_{q}-x_{a}\right)\left(x_{b}-x_{a}\right)+\left(y_{q}-y_{a}\right)\left(y_{b}-y_{a}\right)}{\left(x_{b}-x_{a}\right)^{2}+\left(y_{b}-y_{a}\right)^{2}} \\
& =\frac{\overrightarrow{A Q} \bullet \overrightarrow{A B}}{|\overrightarrow{A B}|^{2}}
\end{aligned}
$$

Consequently, using this value of $t$, we can compute the distance between $Q$ and $H$ as follows:

$$
|Q H|=\sqrt{\left(x_{a}-x_{q}+t\left(x_{b}-x_{a}\right)\right)^{2}+\left(y_{a}-y_{q}+t\left(y_{b}-y_{a}\right)\right)^{2}}
$$

### 4.1.3 Triangle search

The problem of searching a corresponding triangle in a set of triangles may be stated formally as follows:
$\square$ For a point $Q\left(x_{q}, y_{q}\right)$ specified by a $M A$ and a triangle $\triangle A B C$ consisting of three vertices $A\left(x_{a}, y_{a}\right), B\left(x_{b}, y_{b}\right)$, and $C\left(x_{c}, y_{c}\right)$, decide whether the point $Q$ lies on the inside of the triangle $\triangle A B C$.

To reduce the complexity of the solution for this problem, we allow the point $Q$ only to lie on the inside of an inscribed circle on the triangle $\triangle A B C$.
4.1.3.1 An inscribed circle An inscribed circle is the biggest circle which lies inside the triangle as shown in Figure 3.16. Each side of the triangle $\triangle A B C$ is a tangent line touching the circle $G$.

For example, the side $\overline{B C}$ touches it at a point $H$, and the line segment $\overline{G H}$ is perpendicular to the side $\overline{B C}$, which is the radius $R$ of the circle $G$. The line segments from the incentre $G$ to each vertex $A, B$, and $C$ bisect each vertex angle. For example, if the vertex angle $\angle A B C$ is equal to $2 \beta$, then both $\angle A B G$ and $\angle G B C$ are identical with $\beta$.

Now if we can compute the $x y$ coordinates for the centre of $G$ and its radius, $R$, it is easy to examine whether the point $Q$ specified by the MA lies on the inside of the circle $G$.

Provided that the position vectors corresponding to the vertices of the triangle $\triangle A B C$ are $\vec{a}, \vec{b}$, and $\vec{c}$ respectively, the radius $R$ and the centre $G$ are


Figure 3.16: An inscribed circle $G$ on a triangle $\triangle A B C$
defined as follows [Gla90, Kir92]:

$$
\begin{aligned}
& R=\frac{|\vec{a} \times \vec{b}+\vec{b} \times \vec{c}+\vec{c} \times \vec{a}|}{|\vec{a}-\vec{b}|+|\vec{b}-\vec{c}|+|\vec{c}-\vec{a}|}, \\
& G=\frac{|\vec{b}-\vec{c}| \vec{a}+|\vec{c}-\vec{a}| \vec{b}+|\vec{a}-\vec{b}| \vec{c}}{|\vec{a}-\vec{b}|+|\vec{b}-\vec{c}|+|\vec{c}-\vec{a}|},
\end{aligned}
$$

where $\times$ represents the cross product and vertical bars denote the magnitude of the vector.
4.1.3.2 An inside point We now have an inscribed circle of a triangle $\triangle A B C$, which is centred at $G\left(x_{g}, y_{g}\right)$ and has a radius $R$. Therefore, the equation of the circle $G$ is defined as follows:

$$
\left(x-x_{g}\right)^{2}+\left(y-y_{g}\right)^{2}=R^{2}
$$

where $P(x, y)$ is an arbitrary point on the circle $G$. If the point $Q\left(x_{q}, y_{q}\right)$ is placed the inside of the circle, the distance between $G$ and $Q$ must be smaller than the radius $R$. Therefore, the inside point $Q$ satisfies as follows:

$$
\left(x_{q}-x_{g}\right)^{2}+\left(y_{q}-y_{g}\right)^{2}<R^{2}
$$

### 4.2 Operations

There are five basic operations for editing an impoverished face: vertex removal, vertex addition, triangle addition, edge swap, and edge removal.

### 4.2.1 Vertex removal

Vertex removal is the act of deleting a vertex in a face, which is detected by a vertex search. In fact, it deletes a vertex corresponding to a MA from a list of vertices (vhead), to delete polygons sharing the vertex from a list of polygons (phead), and to delete edges that share the vertex from a list of edges (ehead).

For example, in Figure 3.17, the left-hand side shows a face model before removing the selected vertex $A$, while the right-hand side shows the model after removing. This operation is useful to remove a vertex which shares the undesired triangles.


Figure 3.17: An example of vertex removal operation

### 4.2.2 Vertex addition

Vertex addition is the act of adding a vertex inside a triangle activated by a MA. This requires a triangle search. In fact, it adds a vertex into a list of vertices (vhead), to create three new triangles, which share the added vertex, and to add them in a list of polygons (phead).

An added vertex is the centre of gravity $G$ for a specified triangle $\triangle A B C$ by the MA. The $x y z$-coordinate components of the gravity centre $G\left(x_{g}, y_{g}, z_{g}\right)$ are obtained as follows:

$$
G\left(x_{g}, y_{g}, z_{g}\right)=\frac{1}{3}\left(x_{a}+x_{b}+x_{c}, y_{a}+y_{b}+y_{c}, z_{a}+z_{b}+z_{c}\right),
$$

where $A\left(x_{a}, y_{a}, z_{a}\right) B\left(x_{b}, y_{b}, z_{b}\right)$, and $C\left(x_{c}, y_{c}, z_{c}\right)$ are vertex coordinates.
Figure 3.18 shows an example of vertex addition operation; the left-hand side is a triangle as part of a face before addition, while the other one is three triangles after the addition of the vertex $G$. This operation is useful to retain specific vertices; for example, the heighest or lowest vertex on the nose.


Figure 3.18: An example of vertex addition operation

### 4.2.3 Triangle addition

If there are three vertices specified by three $M A s$, triangle addition is the act of adding a triangle consisting of those vertices into a face. In practice, this operation creates a triangle consisting of three specified vertices and adds it to a list of polygons (phead).

Figure 3.19 shows an example of the triangle addition operation. The lefthand side is a face consisting of several tiny triangles. After removing the vertices $A_{1}, A_{2}, A_{3}, A_{4}$, and $A_{5}$, a new triangle $\triangle A B V$ was added as shown in the righthand side. Together with the vertex removal operation, this operation is useful to merge thin or tiny triangles into a bigger triangle.


Figure 3.19: An example of triangle addition operation

As similar with the vertex removal operation, this requires a search for three vertices identified by the MAs.

### 4.2.4 Edge swap

If two triangles share an edge selected by a MA, then edge swapping is the act of removing the two triangles and adding two new triangles sharing a new edge between the vertices that were not on the shared edge. This requires a search of the closest edge to the MA. This removes the selected edge and any triangles sharing it. It then adds a new edge and two new triangles into a list of edges (ehead) and polygons (phead).


Figure 3.20: An example of edge swap operation
Figure 3.20 shows an example of the edge swap operation. If the edge $B D$ is selected by the MA, two triangles $\triangle A B D$ and $\triangle B C D$ are deleted, while two new triangles $\triangle A B C$ and $\triangle A C D$ are added, which share a new edge $A C$. It removes the very thin triangle $\triangle B C D$ consequently.

### 4.2.5 Edge removal

Edge removal is the act of deleting an edge in a face. The edge can be selected by an edge search. This deletes the selected edge from a list of edges (ehead) and deletes any triangles sharing it from a list of polygons (phead).

For example, in Figure 3.21, the left-hand side shows a face model before removing edges. The middle figure shows the model after removing the boundary edge $C D$. In this case, the triangle $T_{3}$ is deleted. The right-hand side shows the removal of the internal edge $V D$. In this case, the triangles $T_{3}$ and $T_{4}$ are deleted. Moreover, if the vertex $D$ is no longer shared by other triangles, it is also deteted.

This operation is useful when we need to remove undesired triangles one by one.


Figure 3.21: An example of edge removal operation

## 5 Discussion

It should be stressed that the purpose of this chapter was not focused on developing the tools completely but on using them to obtain an impoverished face. All impoverished faces introduced throughout this thesis were created by using these tools.

The Meducer tool impoverishes the original face represented by a mesh, which is based on geometric vertex reduction. Firstly it deletes a surrounded vertex which gives a low curvature and then produces a ring which consists of vertices adjacent to the surrounded vertex. Finally, it retriangulates the ring using one of three operations.

The Meducer usually works well without changing the global topology of the original face, however, it gives undesired triangles in highly impoverished faces. To remove these triangles, we have developed the Meditor which is endowed with five basic operations. One can exploit this tool to polish any remaining problems left with the impoverished faces produced by the Meducer.

## Chapter 4

## Describing Shape from Prior Knowledge

Shape-from-shading (SFS) techniques have been intended to solve the shading problem inversely. They are formulated by an image irradiance equation $I=R(p, q)$ as mentioned in Chapter 2. Most techniques employ Lambertian reflectance and additional constraints in order to obtain a solution $(p, q)$ for every pixel.

A collection of solutions is called a needle diagram [Hor86, WH97], which may give a recovered image lit by a different light source. Most SFS techniques proposed so far have explored image regeneration with different light sources, and yet with the same view as an input image.

On the other hand, a depth map of the original surface in an input image can usually be determined by integration along arbitrary curves in a needle diagram, because a depth $z(x, y)$ satisfies that $d z(x, y)=p d x+q d y$ [Hor86]. However a recovered surface is very poor at describing the original surface observed from a different view point, because it is too flat. For example, the face of Queen Elizabeth II on a coin cannot describe the different orientation of it. Consequently, most recovered surfaces using the SFS methods suffer from flatness. This flatness is due to the over smoothness assumption; that is, it is due to the lack of geometric knowledge of the subject to be reconstructed.

We will overcome the flatness problem by employing knowledge about the geometry of the human face under analysis. Our new method reformulates the conventional shape-from-shading problem into a shape-from-prior-knowledge task.

In this chapter, we will discuss how to extract surface normals from an intensity value of an image, using geometric knowledge. In the next chapter we
will reconstruct an approximation of the original face in the image using the extracted normals.

## 1 Problem Definition

Given an impoverished object and a single image under a point light source, this chapter shows how to extract surface normals corresponding to the original object in the image. In our investigation, this goal will be achieved in terms of human faces and single Lambertian images, where no specular component is apparent.

The SFS is fundamentally a very difficult mathematical problem. An intensity value determines only an incident angle between a surface normal and a light source vector at a particular point. Accordingly no one can decide a unique normal, even where the light source vector is known in advance. There is an infinite number of normal candidates which form a space cone ${ }^{1}$ at the point.

Our new shape-from-prior-knowledge method extracts a unique normal from the space cone. This is obtained by a space plane and a sphere. In addition, the extraction of a unique normal is achieved using two space lines and the cone. We can find the geometric components that contribute to the method in Appendix $B$.

## 2 Extracting a Surface Normal from an Intensity Cone

To extract a surface normal corresponding to a particular image point, we require some assumptions about the image and original surface.

A face image under analysis is formed by the following assumptions as ones usually used in the SFS:
$\square$ it has a single distant point light source,
a there is a Lambertian shading model,
$\square$ its orthographic projection has the same $z$-axis as the viewing direction, and

[^19]7 a reflectance coefficient (albedo) is a constant value of one.

We also assume that the smoothness constraint about the surface is no longer used, while the geometric surface information is used to overcome the flatness problem in SFS. An impoverished face is a collection of geometric information about the prior knowledge of the original face in the image.

### 2.1 Main stream of extracting a surface normal

Figure 4.1 shows a graph of the main operations for extracting a solution from an infinite number of surface normals. A face image provides an intensity value $I$ at a particular point. The intensity value constructs inversely an intensity cone depending on a source vector $\vec{L}$.


Figure 4.1: Main flow diagram showing the extraction of a surface normal

An intensity cone is a collection of candidates of surface normals. It can be cut into two half cones, by a plane containing a model normal of an impoverished face. Namely, an infinite number of candidates is reduced to only two. The two candidates are on the cutting plane. Consequently, a reconstructed normal is the one that is close to a model normal.

In the next two subsections, we will discuss the intensity cone, and then show about how one candidate is extracted out of an infinite number of potential candidates.

### 2.2 Intensity cone

In Figure 4.2, let us assume that the point $O$ is an image point having an intensity value $I$ and that a directional vector $\vec{L}\left(l_{x}, l_{y}, l_{z}\right)$ towards a single distant point light source passes through a point $L\left(l_{x}, l_{y}, l_{z}\right)$. We will call $\vec{L}$ a source vector.


Figure 4.2: An intensity cone
For a given image point $O$ with an intensity value $I$ and a source vector $\vec{L}$, the Lambertian reflectance model gives an intensity cone with a constant spread angle $\theta$, a spread radius $R$, and an axis $\vec{L}$. The candidates of a surface normal $\vec{N}$ lie on the base circle $L$.

As mentioned in the Chapter 2, the Lambertian reflectance model $I=\vec{N} \bullet \vec{L}$ gives an intensity value $I$ as a cosine of an angle $\theta$ between a surface normal $\vec{N}$ and a source vector $\vec{L}$ at a particular surface point. Inversely, we can obtain a surface normal $\vec{N}$ from this Lambertian model provided that an intensity value $I$ and a source vector $\vec{L}$ are given at an image point. However $\vec{N}$ is not unique. There is an infinite number of candidates for $\vec{N}$ satisfying the Lambertian model in inverse calculation. They construct a cone in space as shown in Figure 4.2.

Let us discuss how this cone can be obtained inversely from the Lambertian reflectance model, that is, $I=\vec{N} \bullet \vec{L}=|\vec{N}| \cdot|\vec{L}| \cos \theta$. We can imagine a space cone formed by $\vec{N}$ when $I$ and $\vec{L}$ are given, because possible vectors $\vec{N}$ making an angle $\theta$ with $\vec{L}$ are innumerable round the source vector $\vec{L}$.

An angle $\theta$ can be regarded as a spread angle of a space cone. An axis is parallel to a source vector $\vec{L}$ and passes through a centre point $L$. A base circle $L$ has a radius $R$ of $|L Q|$, which is a bisected area between a plane $\pi$ (eq. (B.1)) and a sphere $\sigma$ (eq. (B.2)) as mentioned in Appendix B.

It should be stressed that all points on a base circle $L$ satisfy the Lambertian reflectance model. They are candidates for the surface normal $\vec{N}$ at an image
point $O$. Again, these candidates form a 3D circular cone with a constant spread angle $\theta$, a spread radius $R$, and an axis $\vec{L}$. We will call this cone an intensity cone for an image point $O$.

The spread radius $R$ in Figure 4.2 is easily obtained by trigonometry. The radius $R$ can be obtained from the right triangle $\triangle O L Q$, if we have the angle $\theta$ and $|O L|$ is identical with 1 . For a given intensity value $I$, the radius $R$ is given as follows:

$$
R=\tan \theta
$$

On the other hand, an angle $\theta$ can be obtained as follows:

$$
\theta=\cos ^{-1}\left(\frac{I}{|\vec{N}| \cdot|\vec{L}|}\right)=\cos ^{-1} I
$$

where the surface normal $\vec{N}$ and the source vector $\vec{L}$ are unit vectors.
In our investigation, the value $I$ of an image intensity is normalised from 0 to 1 . Therefore the angle $\theta$ varies between $-\frac{\pi}{2}$ and $\frac{\pi}{2}$ radians in trigonometry. However negative angles are not considered, because they never occur in practice. This leads to only positive angles 0 to $\frac{\pi}{2}$. Therefore the spread radius $R$ varies between 0 and an infinite value. If $R$ is equal to zero, there is only one candidate $\vec{L}$. Otherwise, there is an infinite number of candidates. One of these candidates can be extracted by using prior knowledge, even if $R$ is infinite.

### 2.3 Extracting a surface normal

As shown in Figure 4.2, the candidates of a surface normal $\vec{N}$ construct an intensity cone. At this point, we should confirm a question: which candidate best describes the original surface? If we obtain a surface normal that best approximates the orientation of the original surface from those candidates, then our goal will be achieved.

Fortunately we can obtain an approximating surface normal by employing prior knowledge of the original surface, which is a normal vector from an impoverished face. We will call the approximating surface normal a reconstructed normal $\vec{N}_{r}\left(X_{r}, X_{y}, Z_{r}\right)$, and a normal vector from an impoverished face a model normal $\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)$.

Figure 4.3 shows a bisected intensity cone together with a model normal $\vec{N}_{m}$ and a reconstructed normal $\vec{N}_{r}$. Obviously, the reconstructed normal $\vec{N}_{r}$ is the best candidate; it is nearest to the model normal $\vec{N}_{m}$ in the Euclidean distance.


Figure 4.3: A bisected intensity cone
The line $\alpha$ parallel to a model normal $\overrightarrow{N_{m}}$ meets a point $D(a, b, c)$ on the plane $\pi$ (eq. (B.1) in $A p$ pendix $B$ ) so that the base circle $L$ and the point $D$ are coplanar. The line $\beta$ passing two points $D$ and $L$ bisects the circle $L$ at two points $Q_{1}\left(X_{1}, Y_{1}, Z_{1}\right)$ and $Q_{2}\left(X_{2}, Y_{2}, Z_{2}\right)$. A reconstructed normal $\vec{N}_{r}$ is either $O \vec{Q}_{1}$ or $O \vec{Q}_{2}$.

It should be stressed that an original surface having an image intensity $I$ can be uniquely described by a reconstructed normal $\vec{N}_{r}$. So, our goal can be turned to a problem of searching for the nearest candidate $\vec{N}_{r}$.

A line $\alpha$ parallel to a model normal $\overrightarrow{N_{m}}$ meets at a point $D(a, b, c)$ on the plane $\pi$ (eq. (B.1) in Appendix B) so that the circle $L$ and the point $D$ are coplanar. In addition, a line $\beta$, passing through two points $D$ and $L$, bisects the circle $L$ at two points $Q_{1}\left(X_{1}, Y_{1}, Z_{1}\right)$ and $Q_{2}\left(X_{2}, Y_{2}, Z_{2}\right)$. One of them is nearest to the model normal $\vec{N}_{m}$.

If the Euclidean distance $\left|D Q_{1}\right|$ is shorter than $\left|D Q_{2}\right|$, a reconstructed normal $\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right)$ is identical with a position vector $O \vec{Q}_{1}$. If the Euclidean distance is longer, then it becomes $O \vec{Q}_{2}$. The computation details for this reconstructed normal $\vec{N}_{r}$ can be found in Appendix $C$.

For an intensity value $I$, until now we have extracted a reconstructed normal $\vec{N}_{r}$ using prior knowledge in terms of a model normal $\vec{N}_{m}$. However, we have several exceptional conditions that may prevent us from solving them. For example, if an intensity value $I$ is equal to $0\left(\theta=\frac{\pi}{2}\right)$, then a radius $R$ is infinite $(R=\infty)$. In addition, the point $D(a, b, c)$ must exist on the plane $\pi$ (eq. (B.1)). If $\vec{N}_{m}$ is perpendicular to $\vec{L}\left(\vec{N}_{m} \bullet \vec{L}=0\right)$, then $D(a, b, c)$ does not exist. As another example, if $\vec{N}_{m}$ is parallel with $\vec{L}\left(\vec{N}_{m} \bullet \vec{L}= \pm 1\right)$, we cannot decide either $Q_{1}$ or $Q_{2}$. However, these conditions do not prevent us from retaining $\vec{N}_{r}$. Appendix $C$ shows alternatives that avoid these conditions.

## 3 Discussion

The SFS problems are not usually well-posed except in special cases such as a sigular point ( $I=1$ ) [Oli91a], so they often employ the regularisation constraints. Smoothness is a constraint employed in most SFS methods. However they suffer from the flatness of recovered surfaces even from a Lambertian image. That is, their solutions compel us to view the result from the same direction as the input image.

To overcome this problem, we employ geometrical prior-knowledge about the face under analysis. Our new method reformulates a conventional SFS problem into a shape-from-prior-knowledge problem. In this chapter, we have discussed how to extract a reconstructed normal $\vec{N}_{r}$ at a particular point in a Lambertian image using a normal $\vec{N}_{m}$, taken from the prior knowledge of a face model.

An intensity value $I$ constructs an intensity cone with an axis parallel to a source vector $\vec{L}$ and a spread angle $\theta$. A base circle of this cone consists of innumerable candidates of surface normals, which satisfy the Lambertian model. A plane containing a model normal $\vec{N}_{m}$ and the centre $L$ of the base circle, bisects the intensity cone and cuts an infinite number of candidates down to only two. One of them is a reconstructed normal $\vec{N}_{r}$.

In the next chapter, we will discuss in detail the processes of reconstructing an approximation of the original face fused into an image, using model and reconstructed normals. In addition, the face reconstruction will be conducted on the $90^{+} \%$ impoverished face, shown in Figure 3.1 in Chapter 3.

## Chapter 5

## Face Reconstruction

In the previous chapter, we have discussed how to extract a reconstructed normal $\vec{N}_{r}$ from an intensity value $I$ and a model normal $\vec{N}_{m}$. The reconstructed normal is a unique solution for the orientation of the original surface patch at a particular point in an image.

If we can transform a surface patch having a model normal $\vec{N}_{m}$ into a new surface patch oriented by the reconstructed normal $\vec{N}_{r}$, then the original surface patch is identical with the newly-oriented patch. This can be achieved by rotating patches in $3 D$ space. In order to rotate a patch, we employ a quaternion multiplication. Our new technique gives a robust means for reconstructing the original face of a single image, starting from a very impoverished face.

Figure 5.1 shows one example of many reconstructions. The upper-left is a synthetic rendering of an image. The upper-right is a poor prior-knowledge face, which is $90^{+} \%$ impoverished. This includes the prior knowledge less than $10 \%$ and it is no longer considered as the original face of the input image. However the reconstructed face on the bottom is quite recognisable. In addition, it can be viewed in different directions.

In this chapter, we focus on how to reconstruct a very impoverished face using model and reconstructed normals.

## 1 Main Stream of Face Reconstruction

Figure 5.2 shows the main flow of face reconstruction operation. A reconstructed normal $\vec{N}_{r}$ and a model normal $\vec{N}_{m}$ produce a unit quaternion $q$, which is represented in terms of a rotation angle and a rotation axis. It rotates a triangle


Figure 5.1: An example of reconstruction from a very impoverished face
The upper-left is a synthetic rendering of an image. The upper-right is a poor prior-knowledge face, which is $90^{+} \%$ impoverished. This includes the prior knowledge less than $10 \%$ and it is no longer considered as the original face. However the reconstructed face on the bottom is quite recognisable. In addition, it can be viewed in different directions.
specified by the model normal $\vec{N}_{m}$ so that a new triangle is specified by the reconstructed normal $\vec{N}_{r}$.


Figure 5.2: Main stream of face reconstruction

The vertices of a rotated triangle are repositioned so as to allow them only to change in depth. Again, they have the same xy-coordinates as before. This moving vertices problem will be discussed in detail later in this chapter.

Now the moved vertices introduce new normal vectors to triangles sharing them. So those triangles must renew their model normals. This procedure is propagated through all triangles of an impoverished face. We call it one iteration of the reconstruction procedure.

The next sections will discuss the flow of the face reconstruction operations focusing on quaternions, rotation of a triangle, movement of vertices, and renewal of model normals.

## 2 Quaternions for rotation

First of all, let us obtain an amount of a rotation angle $\phi$ and a rotation axis $\vec{n}\left(X_{n}, Y_{n}, Z_{n}\right)$ from both $\vec{N}_{r}$ and $\vec{N}_{m}$ as shown in Figure 5.3. The angle $\phi$ is an angle between $\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)$ and $\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right)$, and the axis $\vec{n}$ is their cross product whose direction is orthogonal to the plane on which they lie.

We can get a rotation angle $\phi$ using a dot product of two vectors $\vec{N}_{m}$ and $\vec{N}_{r}:$

$$
\vec{N}_{m} \bullet \vec{N}_{r}=\left|\vec{N}_{m}\right| \cdot\left|\vec{N}_{r}\right| \cos \phi
$$



Figure 5.3: A rotation angle and axis
A triangle having $\vec{N}_{r}$ is obtained by a rotation of a model triangle oriented by $\vec{N}_{m}$. The rotation can be specified by a rotation angle $\phi$ and a rotation axis $\vec{n}$ at a particular point $O$. The angle $\phi$ is an angle between $\vec{N}_{m}$ and $\vec{N}_{r}$, and the axis $\vec{n}$ is a cross product of $\vec{N}_{m}$ and $\vec{N}_{r}$.

If these vectors are normalised, we can obtain the angle $\phi$ as follows:

$$
\phi=\cos ^{-1}\left(\vec{N}_{m} \bullet \vec{N}_{r}\right)=\cos ^{-1}\left(X_{m} X_{r}+Y_{m} Y_{r}+Z_{m} Z_{r}\right)
$$

On the other hand, a rotation axis $\vec{n}$ is a cross product of $\vec{N}_{m}$ and $\vec{N}_{r}$ :

$$
\begin{aligned}
\vec{n} & =\overrightarrow{N_{m}} \times \vec{N}_{r} \\
\vec{n}\left(X_{n}, Y_{n}, Z_{n}\right) & =\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right) \times \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) \\
& =\vec{n}\left(Y_{m} Z_{r}-Z_{m} Y_{r}, Z_{m} X_{r}-X_{m} Z_{r}, X_{m} Y_{r}-Y_{m} X_{r}\right)
\end{aligned}
$$

where the magnitude of $\vec{n}$ is equal to one.
A unit quaternion $q$ corresponding to a rotation angle $\phi$ and a rotation axis $\vec{n}\left(X_{n}, Y_{n}, Z_{n}\right)$ can be defined by $q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)$, where the magnitude of $q$ is identical with one.

Let a pure quaternion $p$ corresponding to a vector $\vec{v}$ be $p(0, \vec{v})$ which has vector part only. About both a rotation angle $\phi$ and a rotation axis $\vec{n}$, the rotation of a vector $\vec{v}$ can be achieved by a quaternion multiplication. Namely, the rotation specified by a unit quaternion $q$ transforms a vector $\vec{v}$ into another vector $\overrightarrow{v^{\prime}}$ through the multiplication of three quaternions as follows:

$$
\begin{aligned}
p^{\prime}\left(0, \overrightarrow{v^{\prime}}\right) & =q p q^{-1} \\
& =\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)(0, \vec{v})\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)^{-1} \\
& =(0, \vec{v} \cos \phi+(1-\cos \phi) \vec{n}(\vec{n} \bullet \vec{v})+\sin \phi(\vec{n} \times \vec{v})),
\end{aligned}
$$

where - means a dot product of two vectors and $\times$ means a cross product of two vectors.

A rotated vector $\overrightarrow{v^{\prime}}$ is the vector part of this multiplication. The details can be found in Appendix $D$.

## 3 Rotating a triangle

Our goal is to obtain the original face corresponding to reconstructed normals $\overrightarrow{N_{r}}$ 's, starting from an impoverished face specified by model normals $\vec{N}_{m}$ 's. This is achievable by the rotation of each vertex on a triangle, since our impoverished face consists of triangles represented by three vertices.


Figure 5.4: Triangle rotation

A unit quaternion $q$ is represented by an angle $\phi$ and a rotation axis $\vec{n}$ at the gravity centre $G$ of triangle $\triangle A B C$. Each vertex vector can be specified by a pure quaternion $p$. After applying the quaternion multiplication $q p q^{-1}$ to each vertex vector, a triangle $\triangle A B C$ with a model normal $\vec{N}_{m}$ is transformed into a triangle $\triangle V_{a} V_{b} V_{c}$ with a reconstructed normal $\vec{N}_{r}$.

A vertex can be written in the form of a vector from the gravity centre of a triangle. For example, if $A\left(x_{a}, y_{a}, z_{a}\right)$ and $G\left(x_{g}, y_{g}, z_{g}\right)$ shown in Figure 5.4 are provided, a so-called vertex vector $\vec{a}$ is written:

$$
\vec{a}=\overrightarrow{G A}=\left(x_{a}-x_{g}, y_{a}-y_{g}, z_{a}-z_{g}\right) .
$$

Generally speaking, a vertex vector $\vec{v}$ makes a pure quaternion $p(0, \vec{v})$. In addition, $\vec{N}_{m}$ and $\vec{N}_{r}$ make a unit quaternion $q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)$. If we apply the quaternion multiplication $q p q^{-1}$ to each vertex of a model triangle ${ }^{1}$ of an impoverished face, we are able to obtain a rotated triangle.

Figure 5.4 illustrates the rotation of a model triangle by the quaternion multiplication, starting from $\triangle A B C$ on the left, with the gravity centre $G$. Given

[^20]an intensity value $I$ at an image point $G$, we can obtain a unit quaternion $q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)$ from a model normal $\vec{N}_{m}$ and a reconstructed normal $\vec{N}_{r}$. For a vertex $A$, the vertex vector $\vec{a}$ gives a pure quaternion $p(0, \vec{a})$. The quaternion multiplication $q p q^{-1}$ rotates the vector $\vec{a}$ so that the vertex $A$ is transformed into a new vertex $V_{a}$ as shown on the left picture.

If we apply the multiplication to the other vertices $B$ and $C$, we are able to obtain a rotated triangle $\triangle V_{a} V_{b} V_{c}$, as shown on the right picture. This triangle is now oriented by the reconstructed normal $\vec{N}_{r}$.

Consequently, our rotating algorithm works perfectly over a model triangle. However, since an impoverished face consists of a number of triangles, the rotation of a model triangle influences the model normals of adjacent triangles. Therefore, whenever a rotation occurs, it is necessary to renew those model normals.

We are going to discuss how we manage the adjacent triangles whenever a triangle is rotated; firstly in 2D and then 3D.

## 4 Renewing adjacent triangles in 2D

To keep the discussion simple, we are going to do everything in 2D in this section, as shown in Figure 5.5, where the vertical direction indicates the z-axis and the horizontal direction indicates the $y$-axis. We assume that the original face is the top half of a cylinder and it is approximated by four triangles. The arrows on the original face are surface normals.

A source vector $\vec{L}$, directly toward the northwest is shown in the centre of the figure. The intensity profile shown was created by the Lambertian law, which is applied to the interpolated surface normals of the mesh approximation.

Starting from a given set of triangles as an impoverished face, our goal is to find out the approximated mesh of the original face represented by the intensity profile.

From the normal extraction method mentioned in the previous chapter, a reconstructed normal is obtained by three factors: a model normal, an intensity value, and a source vector. A model and reconstructed normal give a unit quaternion to rotate a model triangle. After the rotation, the model normals of the adjacent triangles are renewed, since they have the old information of their model normals. We call this process the renewing-model-normals.

Figure 5.6 shows the details of the renewing-model-normals, whenever a tri-


Figure 5.5: An example of surface characteristics in 2D

The original face is the top half of a cylinder and it is approximated by four triangles. There is a source vector $\vec{L}$, directly toward the northwest. The intensity profile is created by the Lambertian law applied to the intepolated surface normals of the approximated mesh.
angle is rotated. As shown on the top of the figure, an impoverished face consists of four triangles ( $T_{i}, i=1$ to 4 ), which is given at the beginning of the process. The family of $\vec{N}_{m}$ and $\vec{N}_{r}$ indicate model and reconstructed normals at each stage. Moreover, we assume that an intensity value corresponding to a gravity centre $G$ is available from the intensity profile.

Let us start the renewing-model-normals with the triangle $T_{1}$ of the impoverished face. A model normal $\overrightarrow{N_{m 1}}$ gives a reconstructed normal $\overrightarrow{N_{r 1}}$. At stage1, $T_{1}$ is rotated about the gravity centre $G_{1}$ so that it is oriented by the reconstructed normal $\vec{N}_{r 1}$.

In the figure, a dashed line represents a triangle before being rotated and a shaded circle represents a rotation boundary of a model triangle. The rotation of $T_{1}$ influences the geometry of the adjacent triangle $T_{2}$. The model normal $\overrightarrow{N_{m 2}}$ is now renewed to $N_{m 2 a}$. At this point, it is noticable that the model normals of $T_{3}$ and $T_{4}$ keep their orientations unchanged, and that the rotated triangle $T_{1}$ has been shrunk along the y-axis.

Using the renewed model normal $\overrightarrow{N_{m 2 a}}$, the reconstructed normal $\overrightarrow{N_{r 2 a}}$ for the triangle $T_{2}$ is obtained. At stage 2 , the renewed triangle $T_{2}$ is rotated so that it is oriented by $\overrightarrow{N_{r 2 a}}$. This rotation now influences two adjacent triangles $T_{1}$ and $T_{3}$. Their model normals are renewed by $N_{m 1 b}$ and $N_{m 3 b}^{\overrightarrow{-}}$ respectively. Repeatedly, it is noticable that the rotated triangle $T_{4}$ is shrunk along the y-axis as well.

Similarly, if we apply the renewing-model-normals process to $T_{3}$ and $T_{4}$ at both stage 3 and stage 4 , the impoverished face on the top is reconstructed by a face on the bottom, of which triangles are specified by $\overrightarrow{N_{m 1 b}}, \overrightarrow{N_{m 2 c}}, \overrightarrow{N_{m 3 d}}$, and


Figure 5.6: Renewing adjacent triangles
$\overrightarrow{N_{r 4 c}}$ respectively.
This reconstructed face, even in only one iteration, has converged into the approximated mesh as shown in Figure 5.5. If we iterate the renewing-modelnormals process with the current reconstructed face as the new impoverished face, again and again, it may give the approximated mesh. Moreover if we apply a more dense mesh as an impoverished face, the original face can be obtained with a small error boundary.

Empirically, we found that around ten iterations are usually sufficient to obtain a reconstructed face which is recognisable as the original face. This chapter and the next chapter show a number of experiments illustrating the performance of our face reconstruction method.

### 4.1 Problems in rotating a triangle

The renewing-model-normals process has problems. Namely when a triangle is rotated, it could be overlapped or intersected with an adjacent triangle, or it could make an adjacent triangle overturned. In addition, the overall size of a reconstructed face could be shrunk as shown in Figure 5.6 or be inflated as shown in Figure 5.7.


Figure 5.7: Problems in triangle rotation
After the rotation of $T_{1}$, at stage $1, T_{1}$ is stretched. Similarly, at stage 3 , the rotated triangle $T_{3}$ is stretched as well. This act of stretching causes a reconstructed face to be inflated. In addition, the rotation of $T_{3}$ makes triangles overlapped one another, and makes $T_{2}$ overturned.

Let us understand those problems with an example. Figure 5.7 shows three stages of the renewing-model-normals process mentioned in the previous section. An impoverished face consists of three triangles ( $T_{i}, i=1$ to 3 ), as shown on the top left. To concentrate on the problems only, we assume that the reconstructed normals are given in advance at each stage.

For the triangle $T_{1}$ of the impoverished face, the reconstructed normal $\overrightarrow{N_{r 1}}$
and the model normal $\overrightarrow{N_{m 1}}$ rotate $T_{1}$ about the gravity centre $G_{1}$ so that it is oriented by $\vec{N}_{r 1}$ as shown at stage1. The rotated triangle $T_{1}$ is stretched over the area of the adjacent triangle $T_{2}$ and over the other side. It is noticable that the height difference of $T_{1}$ along the z -axis was decreased by the rotation.

After the rotation of a boundary triangle, the act of stretching occurs when the height difference is decreased. This stretch causes a reconstructed face to be inflated. The act of shrinking occurs when the height difference is increased, as seen in Figure 5.6.

Because our reconstruction method assumes orthographic projection, the overall size of an impoverished face should be unchanged under the reconstruction. If changed, the correspondence between an image and an impoverished face is not to be trusted iteration by iteration.

In stage3, the rotation of $T_{3}$ makes triangles overlap one another. $T_{3}$ is stretched as well. The overturned triangle $T_{2}$ gives totally the wrong information about its model normal, which is now invisible. It causes a reconstructed face at the next iteration to locally move from a correct solution.

On the other hand, after the rotation of a triangle, an intersection may occur when two non-adjacent triangles intersect each other.

### 4.2 Moving vertices

As mentioned so far, the problems in rotating a triangle make the next iteration unstable and so divergent. There is one possible way to avoid these problems. After the rotation of a model triangle, the $y$-coordinate values of vertices remain unchanged as before, but only the $z$-coordinate values are changed. We call this process moving-vertices.

Figure 5.8 shows the moving-vertices process, which employs the impoverished face and the reconstructed normals in Figure 5.7. $V_{x}(x=1,1 a, 2,2 a, \ldots)$ indicates vertices of triangles and $G_{x}(x=1,2 a, 3 b)$ are the gravity centres of the rotated triangles. A shaded circle represents a rotation boundary of triangles, a thick dashed line along a rotated triangle is removed, and a thin dashed line represents a triangle before being rotated.

After the rotation of $T_{1}$ at stage1, the vertices are moved so that the $y$ coordinate values are unchanged and the $z$-coordinate values are changed. The vertices $V_{1 a}$ and $V_{2 a}$ show vertices after moving. They are obtained by othographic projection along the z-axis. Namely, the vertices $V_{1}$ and $V_{2}$ are projected onto the line passing through the rotated vertices.


Figure 5.8: Moving vertices
The thin dashed lines show the triangles before rotation, the thick dashed lines show the clipped triangles whose vertices are moved into the boundary of each triangle, and the thick solid lines represent triangles applied by the moving-vertices method at every stage.

The triangle $T_{1}$ consisting of the moved vertices is not inflated, but it is still orientated by the reconstructed normal $\vec{N}_{r 1}$. Secondarily, $T_{2}$ renews its model normal with $\overrightarrow{N_{m 2 a}}$, which consisting of two vertices $V_{2 a}$ and $V_{3} . \overrightarrow{N_{r 2 a}}$ is a reconstructed normal for $T_{2}$.

After the rotation of $T_{2}$ at stage 2 , the moved vertices $V_{2 b}$ and $V_{3 b}$ are obtained by the same projection of $V_{2 a}$ and $V_{3}, T_{2}$ is oriented by $\overrightarrow{N_{r 2 a}} . T_{1}$ and $T_{3}$ are renewed by $\overrightarrow{N_{m 1 b}}$ and $\overrightarrow{N_{m 3 b}}$ respectively. $\overrightarrow{N_{r 3 b}}$ of $T_{3}$ consisting of $V_{3 b}$ and $V_{4}$ is obtained from $N_{m 36}$.

At stage3, in the similar way, the triangle $T_{3}$ has the moved vertices $V_{3 c}$ and $V_{4 c}$ and it is oriented by $\overrightarrow{N_{r 3 b}}$. $T_{2}$ is renewed by a model normal $\overrightarrow{N_{m 2 c}}$. The solid lines in this stage show a reconstructed face after one iteration.

The moving-vertices process allows a reconstructed face to avoid the problems occuring when triangles are rotated. In this thesis, the moving-vertices together
with the renewing-model-normals process are employed whenever we reconstruct an original face. The next section will discuss the moving-vertices process in 3D space more in detail.

## 5 Moving vertices in 3D

### 5.1 A classification of vertices used

In reconstructing an original face, a triangle rotation of an impoverished face suffers from problems such as overlap, intersection, overturn, shrinkage, and inflation. To avoid them, we have developed the moving-vertices process as mentioned in the previous section. In this section, we will explain how the vertices of a rotated triangle are moved in 3D space.


Figure 5.9: Determining a moved vertex
$G$ is a gravity centre of a triangle. $A$ shows one of three vertices before rotated, called a model vertex. $V_{a}$ is a rotated vertex, and $V_{a p}$ is a projected vertex created by projecting $A$ onto a plane which contains a rotated triangle. $V_{a m}$ is a moved vertex which determines a reconstructed triangle.

In Figure 5.9, $G$ is a gravity centre of a triangle, and $A$ is one of three vertices before rotated. We will call a vertex before being rotated a model vertex. After a model vertex is rotated, it becomes a rotated vertex such as $V_{a} . V_{a p}$ is a projected vertex, which is created by projecting $A$ onto a plane containing the rotated triangle. $V_{a m}$ is a moved vertex which determines a reconstructed triangle after rotation.

### 5.2 Defining operations

There are two operations to determine a moved vertex: one is a shifting operation and the other is a clipping operation. The shifting operation is applied when, from the gravity centre $G$, the distance of a model vertex $A\left(\overline{G A}=\overline{G V_{a}}\right)$ is shorter than that of a projected vertex $V_{a p}\left(\overline{G V_{a p}}\right)$. In this case, the z-coordinate (height) of a rotated vertex $V_{a}$ becomes that of a moved vertex $V_{a m}$.

On the other hand, the clipping operation is applied when, from $G$, the distance of $A\left(\overline{G A}=\overline{G V_{a}}\right)$ is longer than that of $V_{a p}\left(\overline{G V_{a p}}\right)$. The z-coordinate (height) of $V_{a p}$ becomes that of $V_{a m}$.

### 5.3 Determining a reconstructed triangle



Figure 5.10: Determining a reconstructed triangle
$G$ is a gravity centre of a rotated triangle $\Delta V_{a} V_{b} V_{c}$ and also a model triangle $\triangle A B C$. The model triangle is elevated only to explain the two operations better. $\Delta V_{a p} V_{b p} V_{c p}$ is a projected triangle which is a projection of $\triangle A B C$ onto a plane $\pi$ which contains the rotated triangle. $\triangle a b c$ is a $x y$-projected triangle of $\triangle A B C$ (or $\triangle V_{a p} V_{b p} V_{c p}$ or $\left.\triangle V_{a m} V_{b m} V_{c m}\right)$. Finally, $\Delta V_{a m} V_{b m} V_{c m}$ is a reconstructed triangle.

Let us apply those two operations to a model triangle to determine a reconstructed triangle in 3D space. Figure 5.10 shows a plane $\pi$ and five triangles referenced in determining a reconstructed triangle as follows:

I a model (impoverished) triangle ( $\triangle A B C$ ),
$\square$ a rotated triangle $\left(\triangle V_{a} V_{b} V_{c}\right)$,
$\square$ a projected triangle ( $\left.\triangle V_{a p} V_{b p} V_{c p}\right)$,
$\square$ a reconstructed triangle ( $\triangle V_{a m} V_{b m} V_{c m}$ ), and
$\square$ a xy-triangle $(\triangle a b c)$ which is a projection of the model triangle $\triangle A B C$ onto xy-plane.

The projections of three triangles ( $\triangle A B C, \triangle V_{a p} V_{b p} V_{c p}$, and $\triangle V_{a m} V_{b m} V_{c m}$ ) onto the xy-plane are identical. It should be said that $\triangle A B C$ has the same gravity centre $G$ of $\triangle V_{a} V_{b} V_{c}$, but it is elevated to explain the two operations better in Figure 5.10.

Starting from a model triangle $\triangle A B C$, we can obtain a rotated triangle $\triangle V_{a} V_{b} V_{c}$ by applying the quaternion multiplication to each vertex vector of the model triangle. Let the rotated vertices be $V_{a}\left(X_{1}, Y_{1}, Z_{1}\right), V_{b}\left(X_{2}, Y_{2}, Z_{2}\right)$, and $V_{c}\left(X_{3}, Y_{3}, Z_{3}\right)$. The plane $\pi$ containing $\Delta V_{a} V_{b} V_{c}$ can be described in the form as follows:

$$
\pi: D x+E y+F z=H
$$

where $(x, y, z)$ is any point on the plane $\pi$, and the coefficients $D, E, F$, and $H$ are constants describing the spatial properties of the plane.

We can obtain those coefficients by solving a set of three plane equations using coordinate values for three rotated vertices $V_{a}, V_{b}$, and $V_{c}$ and also an equation using the Cartesian components $(D, E, F)$ as the surface normal vector of the plane. The equations for obtaining the coefficients can be written as:

$$
\begin{aligned}
D & =y_{1}\left(z_{2}-z_{3}\right)+y_{2}\left(z_{3}-z_{1}\right)+y_{3}\left(z_{1}-z_{2}\right) \\
E & =z_{1}\left(x_{2}-x_{3}\right)+z_{2}\left(x_{3}-x_{1}\right)+z_{3}\left(x_{1}-x_{2}\right) \\
F & =x_{1}\left(y_{2}-y_{3}\right)+x_{2}\left(y_{3}-y_{1}\right)+x_{3}\left(y_{1}-y_{2}\right) \\
H & =x_{1}\left(y_{2} z_{3}-y_{3} z_{2}\right)+x_{2}\left(y_{3} z_{1}-y_{1} z_{3}\right)+x_{3}\left(y_{1} z_{2}-y_{2} z_{1}\right)
\end{aligned}
$$

Now we can obtain the projected vertices $V_{a p}, V_{b p}$, and $V_{c p}$ in terms of the model vertices $A\left(X_{a}, Y_{a}, Z_{a}\right), B\left(X_{b}, Y_{b}, Z_{b}\right)$, and $A\left(X_{c}, Y_{c}, Z_{c}\right)$ and the coefficients as follows:

$$
\begin{aligned}
V_{a p}\left(X_{a p}, Y_{a p}, Z_{a p}\right) & =\left(X_{a}, Y_{a}, \frac{H-D X_{a}-E Y_{a}}{F}\right) \\
V_{b p}\left(X_{b p}, Y_{b p}, Z_{b p}\right) & =\left(X_{b}, Y_{b}, \frac{H-D X_{b}-E Y_{b}}{F}\right) \\
V_{c p}\left(X_{c p}, Y_{c p}, Z_{c p}\right) & =\left(X_{c}, Y_{c}, \frac{H-D X_{c}-E Y_{c}}{F}\right)
\end{aligned}
$$

In Figure 5.10, $\overline{G V_{a}}\left(\overline{G V_{c}}\right)$ is longer than $\overline{G V_{a} p}\left(\overline{G V_{c} p}\right)$ and $\overline{G V_{b}}$ is shorter than $\overline{G V_{b} p}$. By applying two operations, the moved vertices $V_{a m}, V_{b m}$, and $V_{c m}$ for the reconstructed triangle $\triangle V_{a m} V_{b m} V_{c m}$ are determined as:

$$
\begin{aligned}
V_{a m}\left(X_{a m}, Y_{a m}, Z_{a m}\right) & =\left(X_{a}, Y_{a}, \frac{H-D X_{a}-E Y_{a}}{F}\right) \\
V_{b m}\left(X_{b m}, Y_{b m}, Z_{b m}\right) & =\left(X_{b}, Y_{b}, Z_{2}\right) \\
V_{c m}\left(X_{c m}, Y_{c m}, Z_{c m}\right) & =\left(X_{c}, Y_{c}, \frac{H-D X_{c}-E Y_{c}}{F}\right)
\end{aligned}
$$

### 5.4 Performance of the moving-vertices process

We have explored how to determine a reconstructed triangle, using the movingvertices process. If we apply this process to all triangles of an impoverished face, then we obtain a reconstructed face. It does not suffer from the problems occurring due to the triangle rotation.

Figure 5.11 demonstrates the performance of this moving-vertices process. The upper left illustrates a reconstructed face without employing the movingvertices process. It shows the problems caused by the triangle rotation, as mentioned in the previous section. These appear as turbulent black-spots on the face and cause protrusions on the boundaries. One of these problem areas is shown in the left bottom of the figure. This is a magnified mesh of the rectangular part of the reconstructed face. It shows clearly that some rotated triangles are overlapped and intersect one another. others are overturned, shrunk, and inflated. These problems are due to model triangles. They are too steep to be visible in the impoverished face, however the corresponding intensity values of the input face image are not zero (black).

On the other hand, the upper right in Figure 5.11 shows a reconstructed face generated by applying the moving-vertices process. The turbulent black-spots and protrusions are removed. The right bottom shows a mesh magnifying the rectangular area of the reconstructed face.

In our face reconstruction method, this moving-vertices process in 3D is applied whenever the rotation of a triangle occurs. And then the renewing-model-normals process is followed. From this point, all reconstructed faces are obtained by applying the moving-vertices process.


Figure 5.11: Reconstruction with/without the moving-vertices process

The upper left illustrates a reconstructed face without the moving-vertices process, while the upper right shows it with that process. The lower pictures represent the rectangular areas on the upper faces. They are magnified in the form of mesh.

## 6 A Reconstruction Example : from a very impoverished face

At this point, we have fully discussed the main flow of operations in our face reconstruction process shown in Figure 5.2. In this section, in order to demonstrate one result, we will use the impoverished face and face image, shown in Figure 5.1.

### 6.1 Shading : input face image and source vector

The input face image shown in Figure 5.1 is a synthetic rendering of a face image by applying the Lambertian law with a source vector $\vec{L}(0.40,0.21,0.89)$. In fact most $S F S$ techniques use a source vector illuminated in the front such
as $\vec{L}(0,0,1)$, so that input images do not include any self-shadows. It should be stressed that here the source vector $\vec{L}$ is quite different from that usually employed in SFS research. Namely, the original images include self-shadows.

An individual intensity $I$ of an image together with a source vector $\vec{L}$ determines a radius $R$ of an intensity cone in space, as mentioned in the previous chapter. This helps us to extract a reconstructed normal for a triangle.

### 6.2 Prior knowledge : impoverished face

In Chapter 3, we discussed the method for obtaining impoverished faces. The impoverished face in Figure 5.1 preserves the global topology of the original face in the input face image, but the surface details such as the nose, mouth, and eyes are very distorted. What is worse, it may no longer be possible to be recognised as the original. The lost details are however, reconstructed from the input face image.

The impoverished face was first deprived of $90 \%$ of its original triangles. The remaining triangles were then slightly and randomly rotated to be more distorted. Finally, it was then remeshed by sampling height fields at uniform intervals of two pixels. The height fields were obtained using linear interpolation. The impoverished face in Figure 5.1 is a shaded image of the remeshed face. It represents less than $10 \%$ of the structure of the original face.

### 6.3 Face reconstruction

Face reconstuction is the iterative act of restoring impoverished faces to the original faces, using the information obtained from face images in the form of shading.

Figure 5.12 shows a sequence of reconstructed faces generated by applying our method as iteration goes on. The top left-hand side is the impoverished face. The others are reconstructed faces in 10 iterations ${ }^{2}$ from left to right and downwards. For example, the top-middle face was obtained at the first iteration and the bottom-middle one at the $10^{\text {th }}$ iteration. The reconstructed face in Figure 5.1 was also obtained at the $40^{t h}$ iteration. We found that around ten iterations are usually sufficient to obtain a reconstructed face that could be recognised.

[^21]

Figure 5.12: A sequence of reconstructed faces with the moving-vertices process

The top left is the impoverished face in Figure 5.1. The others are a sequence of reconstructed faces in 10 iterations from left to right and downwards. For example, the top-middle face was obtained by one iteration and the bottom-middle one was generated by ten iterations.

As seen in the reconstruction sequence, our method gives a robust means for reconstructing the original face of a single image, starting from an impoverished face. However, some bright lines (furrows) are created as the iteration goes on. These furrows look like Mach bands [Rat72, Pho75]. We believe that they are due to moving vertices. Empirically, they are created in the areas of an impoverished face that give bad model-normals in the reconstruction process.

## 7 Discussion

SFS techniques recover 3D shape of the original object that has been transformed into a 2D image. There have been many techniques proposed up to now, however the recovered shape is only a needle diagram [Hor75, WH97], which is a collection of reconstructed normals.

Using an assumption of smoothness, they reconstruct the original surface from the needle diagram. Unfortunately, the reconstructed surfaces suffer from the flatness problem. That is, they cannot be seen in other directions as presented in Chapter 2.

In this chapter, we have presented a robust method for reconstructing the original face in a single image using a very impoverished face in the form of a set of triangles. As discussed in the previous chapter, an intensity value at a particular image point gives an intensity cone, assuming that there is a source vector.

From a standpoint of SFS, most methods have identified a surface normal out of the intensity cone using additional constraints. However we employ a model normal of the impoverished face corresponding to the image point in order to decide a surface normal. This model normal is regarded as prior knowledge in the thesis.

At this point, if a model triangle specified by a model normal can be transformed into a triangle specified by a reconstructed normal, the reconstruction is locally achievable. To do so, we introduced a quaternion multiplication. However, the rotation of a model triangle may result in geometric problems maintaining links with adjacent triangles.

To avoid these problems, we apply the moving-vertices process to the rotated triangle, which is endowed with two operations; a shift and a clipping operation. The moving-vertices process gives a reconstructed triangle, which is not an exact solution but an approximation. The model normals of triangles adjacent to the reconstructed triangle are, at this point, renewed.

A whole set of reconstructed triangles obtained in this way is a reconstructed face. If we apply our method to the reconstructed face iteratively, we can obtain as acceptable a face as the original, even if a very impoverished face is given to start with. Especially, as a remarkable result, we can see the reconstructed face in the different direction as shown in Figure 5.1.

## Chapter 6

## Analysis of Reconstructed Faces



Figure 6.1: Iteration cycle under the face reconstruction
In the previous chapter, we have discussed the face reconstruction method in detail, with an example of a very impoverished face shown in Figure 5.1. As seen in Figure 5.12, in order to produce a well-shaped face, it is necessary to iterate the reconstruction process.

Figure 6.1 shows a cycle of iterations under the face reconstruction. $R_{\text {face }}^{0}$ represents an impoverished face for the first iteration and $R_{\text {face }}^{k-1}$ for the $(k-1)^{t h}$ iteration. In addition, $R_{\text {face }}^{k}$ is a reconstructed face, which is returned as a new impoverished face for the next iteration.

Now we can describe the original face $O_{\text {face }}$ in an image as a reconstructed face $R_{\text {face }}^{k}$ with an error face $E_{\text {face }}^{k}$ with respect to every iteration;

$$
O_{\text {face }}=R_{\text {face }}^{k}+E_{\text {face }}^{k} .
$$

In this chapter, we are going to analyse the error term. Two statistical estimators are defined here according to each iteration: average and standard deviation of intensity differences between two images. These two images are called Dimage and Rimage. The former is for an input face image and the latter is for the image obtained from a reconstructed face.

Using the statistical estimators, the reconstructions from differently impoverished faces are analysed. A reconstruction album is then presented. This includes the reconsturctions from various faces.

## 1 Error Estimators for Reconstructed Faces

Statistically, measures of location and variability may serve to characterise a set of data and convey some of its salient features [Dev87]. For our purpose, two statistical estimators are defined in terms of arithmetic average and standard deviation for a given set of data.

Before defining these estimators, it is convenient to denote data obtained under the reconstruction process as shown in Figure 6.1:

- $I_{i j}^{O}$ : an intensity value at a particular point $(i, j)$ in the Oimage.
- $R_{\text {face }}^{k}$ : a reconstructed face in the form of mesh, which is returned as a new impoverished face for the next iteration.

व $I_{i j}^{k}:$ an intensity value at a particular point $(i, j)$ in the Rimage, which is obtained from $R_{\text {face }}^{k}$.
$\square e_{i j}^{k}$ : an intensity difference between $I_{i j}^{O}$ and $I_{i j}^{k}$, which is an error term at a particular image point.

In the above notations, $i$ and $j$ vary according to the width and height of images and $k$ represents the $k^{\text {th }}$ iteration.

### 1.1 Average of intensity differences

Given a set of intensity differences $\left\{e_{00}^{k}, e_{01}^{k}, e_{02}^{k}, \ldots\right\}$ at the $k^{t h}$ iteration, we define an average error term as follows:

$$
\begin{aligned}
E_{\text {image }}^{k} & =\frac{1}{N} \sum_{i=1}^{w} \sum_{j=1}^{h} e_{i j}^{k} \\
& =\frac{1}{N} \sum_{i=1}^{w} \sum_{j=1}^{h}\left|I_{i j}^{O}-I_{i j}^{k}\right|
\end{aligned}
$$

where $N$ is the number of pixels in an image ${ }^{1}, \Sigma$ is summation, and $|\ldots|$ is an absolute value.

The estimator $E_{\text {image }}^{k}$ so-called $A V I D^{2}$ is an arithmetic average of intensity differences $D_{i j}^{k}$ between two images: one is the Oimage consisting of $I_{i j}^{O}$ 's, and the other is the present Rimage consisting of $I_{i j}^{k}$ 's.

The values of the $A V I D$ vary from 0 to 255 , because the scale of intensity is 256 in this thesis. A value of 0 means that the present Rimage is identical with the Oimage. Namely, they have no intensity differences. Whereas higher values indicate that the present Rimage has more errors in intensity compared with the Oimage.

The AVID can be referred to the average error term for a reconstructed face at the $k^{t h}$ iteration. If a reconstructed face has a value of 0 , then it is identical with the original face without error. Using this estimator, therefore we can decide convergence criteria for the reconstruction process. If the values of AVIDs become smaller as the iteration goes on, reconstructed faces converge into the original face. If a value of the AVID is minimum, the reconstructed face has a minimum error.

### 1.2 Standard deviation of intensity differences

If two images have the same $A V I D$ values, then dispersion metrics must be used to distinguish between them. We employ a standard deviation of a set to represent the degree of dispersion.

According to the same set used in defining the AVID, we define a standard

[^22]deviation as follows:
\[

$$
\begin{aligned}
S_{\text {image }}^{k} & =\sqrt{\frac{1}{N} \sum_{i=1}^{w} \sum_{j=1}^{h}\left(D_{i j}^{k}-E_{\text {image }}^{k}\right)^{2}} \\
& =\sqrt{\frac{1}{N} \sum_{i=1}^{w} \sum_{j=1}^{h}\left(D_{i j}^{k}\right)^{2}-\left(E_{\text {image }}^{k}\right)^{2}}
\end{aligned}
$$
\]

The estimator $S_{\text {image }}^{k}$ so-called $S D I D^{3}$, is a measure of dispersion of intensity differences about $E_{\text {image }}^{k}$ (AVID). A small value of SDID means that most $D_{i j}^{k}$ 's are close to the AVID. That is, there is a relatively small amount of dispersion in the set. On the other hand, a large value implies that most $D_{i j}^{k}$ 's are far from the $A V I D$. Therefore, when a value of one SDID is smaller than that of the other, a reconstructed face may be optimum.

## 2 Reconstruction from Differently Impoverished Faces

As mentioned in Chapter 3, prior knowledge can be represented by an impoverished face. This refers to a degree of information about the original face. For example, an $80 \%$ impoverished face represents $20 \%$ information.

How much information about the original face is sufficient to obtain a reconstructed face? To answer it, we applied the reconstruction method to differently impoverished faces.

Figure 6.2 shows the results of reconstructed faces from differently impoverished faces. The left-hand side shows an input face image with a source vector $\vec{L}(0.40,0.21,0.89)$.

The middle columns represent differently impoverished faces. They are $20 \%$, $40 \%, 60 \%$, and $80 \%$ impoverished from top to bottom. We call them me20, me40, me60, and me80 respectively. Facial features gradually disappear as the impoverishment goes on. The me 80 is hardly recognisable as the original face in the input image. It preserves the global topology of the original face but the surface details, such as the nose, mouth, and eyes, are lost.

The right columns are reconstructed faces, which are obtained by $7,8,9$, and 16 iterations of the reconstruction process. Figure 6.3 shows a sequence of
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Figure 6.2: Reconstruction from differently impoverished faces
The left-hand side shows an input face image with a source vector $\vec{L}(0.40,0.21,0.89)$. The middle columns represent differently impoverished faces. They are $20 \%, 40 \%, 60 \%$, and $80 \%$ impoverished from top to bottom. The right columns are reconstructed faces which are obtained by 7 , 8,9 , and 16 iterations of the reconstruction process.


Figure 6.3: A sequence of reconstructed faces from the me80
The top left is the $80 \%$ impoverished face in Figure 6.2. The first three rows represent the reconstructed faces obtained in 11 iterations from left to right and downwards. The bottom rows show the reconstructed face at the $16^{\text {th }}$ iteration. It is viewed in the different directions.
reconstructed faces from the me80. The top left is the $80 \%$ impoverished face in Figure 6.2. The first three rows represent the reconstructed faces obtained in 11 iterations from left to right and downwards. The bottom rows show the reconstructed face at the $16^{\text {th }}$ iteration. This is viewed in different directions.

The iteration number for an optimal reconstructed face is decided by the statistical estimators defined in the previous section. Together with the $90^{+} \%$ impoverished face in Chapter 5, an analysis for the me20, me40, me60, and me80 is focused on the AVIDs and SDIDs obtained by 40 iterations. We call the $90^{+} \%$ impoverished face me90Morp.

### 2.1 Analysis with averages of intensity differences

Figure 6.4 shows the curves plotted by the AVID values corresponding to each iteration. Exact values can be found on Table E. 1 in Appendix E. The slope of each curve depends on how much a face is impoverished. The curves for the $20 \%$ to $80 \%$ impoverished faces have minimum values that gradually increase with the number of iterations. They eventually reach a minimum AVID feature. From this we can reconstruct an optimal face with a minimum error, as shown in Figure 6.2. A face with around $20 \%$ prior knowledge of the original face can be reconstructed so that it has a minimum error.

On the other hand, the graph corresponding to the me90Morp decreases in 40 iterations, as shown on the bottom in Figure 6.4. We cannot decide an optimal reconstructed face from the $90^{+} \%$ impoverished face. In this case, we may decide a reconstructed face that is recognisable. For example, amongst the reconstructed faces shown in Figure 5.12 in Chapter 5, the face at the $10^{\text {th }}$ iteration can be chosen.

Of course, we might find an optimal face from the me90Morp, if we apply the iteration again and again. However, as mentioned in Chapter 5, the reconstructed faces have furrows ${ }^{4}$. These appear as bright lines on the reconstructed images. So, in this thesis, we choose the reconstructed faces around the $10^{\text {th }}$ iteration. Not because they have minimum errors, but because the results can be recognised as the original faces.

Table 6.1 summarises the characteristics of the AVIDs concerning variously impoverished faces from the me20 to me90Morp. The numbers in parentheses represent the number of iterations when the reconstructed faces are produced. For example, the me20 starts with an error term 7.49 as a maximum and creates a reconstructed face with a minimum error 5.05 at the $7^{\text {th }}$ iteration. The me40
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Figure 6.4: Graphs of AVIDs about variously impoverished faces

|  | me20 | me40 | me60 | me80 | me90Morp |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\max$ | 7.49 | 8.65 | 10.17 | 14.50 | 20.21 |
| min | $5.05(7)$ | $5.37(8)$ | $5.86(8,9)$ | $7.42(16)$ | N/A |
| const | N/A | N/A | N/A | N/A | $10.50(40)$ |

Table 6.1: Summaries of of AVIDs about variously impoverished faces
starts from a maximum error 8.65 and creates a minimum error 5.37 at the $8^{\text {th }}$ iteration. Similarly, the me90Morp has a maximum 20.21 and a decreasing constant 10.50 at the $40^{\text {th }}$ iteration.

In general, we believe that the number of iterations to reach a minimum error increases according to the given impoverished face.

### 2.2 Analysis with standard deviations of intensity differences

In practice, we found that curves of $S D I D$ s in Figure 6.5 are very similar to those of AVIDs, as shown in Figure 6.4. The details can be found on Table E. 1 in Appendix E. Again, those curves dropped rapidly at the beginning of each iteration. The shapes of curves for the $20 \%$ to $80 \%$ impoverished faces touch minimum values and then gradually increase according to the number of iterations. The increasing slopes become horizontal as the impoverished levels go higher. This says that the error dispersions of reconstructed faces become smaller, the so-called stable region, and then become larger, the so-called unstable region.

The reconstructed face of the me 60 was obtained at the $9^{\text {th }}$ iteration when its SDID is minimum. At this point, it should be said that the minimum values of the SDIDs in Figure 6.5, except the bottom curve, were created when the corresponding $A V I D$ s are nearly minimum.

On the other hand, the curve for the me90Morp gradually approaches a constant 25.78, as shown on the bottom in Figure 6.5. Although we cannot decide the minimum value, it is clear that the reconstructed faces are stable after 40 iterations. In addition, it is expected that the reconstructed faces starting from the me90Morp have at least an error dispersion around the constant value.

Table 6.2 summarises the characteristics of the SDIDs for the variously impoverished faces. The numbers in parentheses represent the number of iterations when the resultant faces were produced. For example, the me20 starts with 19.34


Figure 6.5: Graphs of SDIDs according to variously impoverished faces

|  | me20 | me40 | me60 | me80 | me90Morp |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\max$ | 19.34 | 20.30 | 21.54 | 27.37 | 36.99 |
| $\min$ | $17.49(8)$ | $17.66(7,8)$ | $17.82(9,10)$ | $19.28(16,17)$ | N/A |
| const | N/A | N/A | N/A | N/A | $25.78(39,40)$ |

Table 6.2: Summaries of of SDIDs about variously impoverished faces
as a maximum SDID and produces a reconstructed face with a minimum of 17.49 at the $8^{\text {th }}$ iteration. The me40 implies a maximum SDID 20.30 at the beginning and results in a minimum of 17.66 at the $7^{\text {th }}$ and $8^{\text {th }}$ iteration. Similarly, the me90Morp has a maximum SDID 36.99 and a constant of 25.78 at the $39^{\text {th }}$ and $40^{\text {th }}$ iteration.

In general, we believe that the number of iterations in order to reach a minimum dispersion of errors increases according to the impoverished face. This is similar to the characteristics for the AVIDs.

## 3 Reconstruction Album

Until now we have described the performance of our reconstruction method for differently impoverished faces of a person. In this section, we apply our method to four different objects. These include two human faces, a hand, and an instep, as shown in Figure 6.6. The original objects are also adapted from C3D of The Turing Institute.

On the other hand, as a worst example of the reconstruction, if we have no information about the original face, then we cannot provide impoverished faces as prior knowledge. How can we reconstruct an approximation of an original face without an impoverished face? It is still possible to do this. Our reconstruction method uses a generalised simple face instead of an impoverished face ${ }^{5}$.

This question also demonstrates the possibility of using a half-cylinder ${ }^{6}$ and a flat surface as the simple face in Album2 and Album3. If it is possible to obtain an approximation of the original face starting from a half-cylinder or flat
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### 3.1 Album1 : from four different objects

Figure 6.6 shows the results of the reconstruction process applied to four different impoverished objects. Table 6.3 also shows the details for those results, where $\vec{L}$ is a source vector. Level shows a degree of being impoverished, Prior represents a degree of the prior knowledge of the original objects, and finally Iteration is for the number of iterations accroding to each reconstructed model.

|  | john80 | stephane80 | hand80 | instep80 |
| :---: | :---: | :---: | :---: | :---: |
| $\vec{L}(x, y, z)$ | $(.4, .21, .89)$ | $(.4, .21, .89)$ | $(.4, .21, .89)$ | $(-.17, .03, .98)$ |
| Level | $80 \%$ | $80 \%$ | $80 \%$ | $80 \%$ |
| Prior | $20 \%$ | $20 \%$ | $20 \%$ | $20 \%$ |
| Iteration | 8 | 7 | 8 | 6 |

Table 6.3: Summaries of the results for Album1

### 3.1.1 Input images and impoverished models

The left-hand side columns in Figure 6.6 are input images. They are synthesised by the Lambertian law. The bottom one is illuminated by a source vector $\vec{L}(-0.17,0.03,0.98)$ and the others by $\vec{L}(0.4,0.21,0.89)$.

The middle columns are impoverished models. They are $80 \%$ impoverished from their own originals. We call them john80, stephane80, hand80, and instep80 respectively. They preserve the global topology well, but not locally. They have the outlines of the originals in the input images, but the surface details are very impoverished. They preserve the $20 \%$ prior knowledge of each original.

The john80 and stephand80 are hardly recognisable, because the nose, mouse, and eyes are greatly impoverished. The wrist of the hand 80 is not smooth at all and the toes of the instep 80 have disappeared.

### 3.1.2 Reconstructed objects

The reconstructed objects shown on the right columns in Figure 6.6 are not optimum from a standpoint of the error estimators. Their AVIDs and SDIDs


Figure 6.6: Reconstruction album 1
are continuously decreased in 20 iterations, as shown in Figure E. 1 and E. 2 in Appendix E.

The examples were chosen within 10 iterations of the reconstruction. The top column shows a reconstructed face for the john 80 at the $8^{t h}$ iteration. The second top is stephane 80 at the $7^{\text {th }}$ iteration. The hand 80 and instep 80 provide reconstructed objects at the $8^{\text {th }}$ and $6^{\text {th }}$ iteration. Although they have some undesired furrows, for example, which can be found on the right part of the stephane 80 , it should be stressed that they are recognisable.

Figure 6.7 presents a sequence of reconstructed faces from the john 80 in 8 iterations.

### 3.1.3 Analysis with averages and standard deviations of intensity differences

Table 6.4 shows the AVIDs and SDIDs for the results. $E^{0}$ 's and $S^{0}$ 's correspond to the impoverished models as shown in the middle columns of Figure 6.6, and $E^{k}$ 's and $S^{k}$ 's are for the reconstructed objects in the right columns of that, and $k$ represents the number of iterations.

|  |  | john80 | stephane80 | hand80 | instep80 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AVID | $E^{0}$ | 14.27 | 30.72 | 12.59 | 8.95 |
|  | $E^{k}$ | $9.09(8)$ | $23.58(7)$ | $8.60(8)$ | $6.42(6)$ |
|  | $S^{0}$ | 26.62 | 38.74 | 31.33 | 24.44 |
|  | $S^{k}$ | $18.10(8)$ | $29.45(7)$ | $24.04(8)$ | $18.53(6)$ |

Table 6.4: AVIDs and SDIDs for Album1

For example, the stephane 80 starts with an average intensity error 30.72 and a standard deviation 38.74 . As the process goes on, they dropped rapidly at the beginning, as usual. They then slowly decrease. The reconstructed face on the right is created at the $7^{\text {th }}$ iteration, which has a AVID value of 23.58 and a SDID of 29.45 .

The detailed values and curves of the AVIDs and SDIDs for this album can be found in Appendix $E$.


Figure 6.7: A sequence of reconstructed faces from the john80
The top left is the $80 \%$ impoverished face in Figure 6.6. The first three rows represent the reconstructed faces obtained in 8 iterations from left to right and downwards. The bottom rows show the reconstructed faces at the $8^{\text {th }}$ iteration. They are viewed in different directions.

### 3.2 Album2 : from a half cylinder and ovoid

Here we demonstrate the possibility of using our reconstruction method with a half-cylinder and a half-ovoid, instead of using an impoverished face. Figure 6.8 and Figure 6.9 illustrate the results starting from a half-cylinder and -ovoid respectively. These are used to reconstruct the three different faces introduced so far in this thesis.

At this point, it should be said that the AVIDs and SDIDs of the half-ovoid are similar to those of the half-cylinder. To avoid duplicating the discussion, we will follow mainly the half-cylinder here after. The actual values and the curves corresponding to the $A V I D$ s and SDIDs of the half-ovoid are presented in Appendix E.

Table 6.5 presents the results for the half cylinder, where $\vec{L}$ is a source vector and Level is the degree of being impoverished. Prior shows a degree of the prior knowledge about the original faces in the input face images. Finally Iteration is the number of iterations according to each reconstructed face.

|  | meCL | johnCL | stephaneCL |
| :---: | :---: | :---: | :---: |
| $\vec{L}(x, y, z)$ | $(0.40,0.21,0.89)$ | $(0.4,0.21,0.89)$ | $(0.40,0.21,0.89)$ |
| Level | N/A | N/A | N/A |
| Prior | N/A | N/A | N/A |
| Iteration | 14 | 6 | 10 |

Table 6.5: Summaries of the results for Album2

### 3.2.1 Input image and impoverished face

The left-hand side columns in Figure 6.8 and 6.9 are input facial images from top to bottom respectively. They are synthesized by the Lambertian law with a source vector $\vec{L}(0.4,0.21,0.89)$.

The middle columns are a half cylinder and ovoid used as impoverished faces. They have no information about the originals in the input images, but the images are reconstructed from them. We will call the input images meCL (meOV), johnCL (johnOV), and stephaneCL (stephaneOV) from top to bottom.


Figure 6.8: Reconstruction album 2

The left-hand side columns show input face images. They are synthesised by the Lambertian law with a source vector $\vec{L}(0.4,0.21,0.89)$. The middle column is a half-cylinder as an impoverished face. The reconstructed faces, on the right-hand side, are obtained at the $14^{\text {th }}, 6^{\text {th }}$, and $10^{\text {th }}$ iteration from top to bottom.


Figure 6.9: Reconstruction examples from a half ovoid
The left-hand side columns show input face images. They are synthesised by the Lambertian law with a source vector $\vec{L}(0.4,0.21,0.89)$. The middle column is a half ovoid as an impoverished face. The reconstructed faces, on the right-hand side, are obtained at the $10^{\text {th }}, 6^{\text {th }}$, and $10^{\text {th }}$ iteration from top to bottom.

### 3.2.2 Reconstructed faces

The reconstructed faces shown in the right columns of Figure 6.8 and 6.9 are not optimum. Their AVIDs and SDIDs are continuously decreased in 20 iterations ${ }^{7}$, as shown in Figure E. 3 (E.4) and E. 5 (E.6) in Appendix E. The examples were randomly chosen in those iterations.

The top in Figure 6.8 (6.9) shows a reconstructed face that was created at the $14^{\text {th }}\left(10^{t h}\right)$ iteration. The middle column was also created at the $6^{\text {th }}\left(6^{\text {th }}\right)$ iteration. The stephaneCL (stephaneOV) produced a reconstructed face at the $10^{\text {th }}\left(10^{t h}\right)$ iteration, as shown at the bottom.

As the iterations go on, the furrows on the results increase. However, the reconstructed faces are nicely carved out of the half cylinder (ovoid) so that they describe well the original faces in their images within a small number of iterations. Unfortunately they look like the half cylinder (ovoid) on the whole, when we see them in the different directions. The bottom rows in Figure 6.10 and 6.11 show the different orientations of the reconstructed faces. This flatness is due to a lack of prior knowledge concerning the original faces. It has a strong connection with the deep-seated problem in the SFS methods.

### 3.2.3 Analysis with averages and standard deviations of intensity differences

Table 6.6 shows the AVIDs and SDIDs for the results, where average intensity errors $E^{0}$ 's and standard deviations $S^{0}$ 's correspond to the cylinderical face shown at the middle column of Figure 6.8. $E^{k}$ 's and $S^{k}$ 's are for the reconstructed faces in the right columns, and $k$ represents the number of iterations.

|  |  | meCL | JohnCL | stephaneCL |
| :---: | :---: | :---: | :---: | :---: |
| AVID | $E^{0}$ | 49.44 | 61.46 | 38.29 |
|  | $E^{k}$ | $38.90(14)$ | $56.15(6)$ | $30.59(10)$ |
|  | $s^{0}$ | 68.49 | 74.83 | 50.98 |
|  | $s^{k}$ | $61.10(14)$ | $71.10(6)$ | $40.70(10)$ |

Table 6.6: AVIDs and SDIDs for Album2

For example, the meCL starts with an average intensity error of 49.44 and a standard deviation of 68.49 , which are maximum. As the iterations progress, the
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Figure 6.10: A sequence of reconstructed faces from a half-cylinder surface
The top left is the half-cylinder surface as an impoverished face shown in Figure 6.8. The first three rows illustrate a sequence of reconstructed faces obtained in 10 iterations from left to right and downwards. The bottom rows show the reconstructed face at the $10^{\text {th }}$ iteration. It is viewed in the different directions.


Figure 6.11: A sequence of reconstructed faces from a half-ovoid surface
The top left is the half-ovoid surface as an impoverished face shown in Figure 6.9. The first three rows illustrate a sequence of reconstructed faces obtained in 10 iterations from left to right and downwards. The bottom rows show the reconstructed face at the $10^{\text {th }}$ iteration. It is viewed in the different directions.
error terms drop linearly. A large number of iterations seem to give a good result, however they again produce many furrows. The reconstructed face corresponding to the meCL was created at the $14^{\text {th }}$ iteration, which has a AVID of 38.90 and a SDID of 61.10.

The details for the AVIDs and SDIDs of this album can be found in Appendix E.

### 3.3 Album3 : from a flat surface

Here we demonstrate the possibility of using our reconstruction method with respect to using a flat surface as an impoverished face. Figure 6.12 shows the results of using a flat surface to reconstruct four different faces.

Table 6.7 represents the results, where $\vec{L}$ is a source vector and Level is a degree of being impoverished. Prior shows a degree of the prior knowledge about the original faces in the input face images. Finally Iteration is the number of iterations for each reconstructed face.

|  | Lena | Mozart | mePhoto | yhPhoto |
| :---: | :---: | :---: | :---: | :---: |
| $\vec{L}(x, y, z)$ | $(.78, .16, .61)$ | $(.50, .50, .70)$ | $(.78, .16, .61)$ | $(.78, .16, .61)$ |
| Level | N/A | N/A | N/A | N/A |
| Prior | N/A | N/A | N/A | N/A |
| Iteration | 6 | 8 | 11 | 8 |

Table 6.7: Summaries of the results for Album3

### 3.3.1 Input image and impoverished face

In Figure 6.12, the first two columns on the left-hand side are well synthesised by the Lambertian shading model ${ }^{8}$, called Lena and Mozart. The Lena has a source vector $\vec{L}(0.78,0.16,0.61)$. The Mozart is illuminated by $\vec{L}(0.50,0.50,0.70)$.

The next two columns are photographs of human faces, called mePhoto and yhPhoto. They were digitised by a Canon CLC10 scanner, and then formatted by PGM to use as the face images in our method [Mv96]. We assume that
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Figure 6.12: Reconstruction album 3
these two photographs were shaded by the Lambertian law with a source vector $\vec{L}(0.776,0.161,0.609)$. This is the same as that employed for Lena.

The middle column is a flat surface used as an impoverished face. It was generated from a uniform grid. They have no information about the original faces in the input images.

### 3.3.2 Reconstructed faces

The reconstructed faces shown in the right columns of Figure 6.12 are not optimum from a standpoint of the error estimators; that is, since the error values are decreased continuously in 20 iterations, as shown in Figure E. 7 in Appendix $E$, they were chosen at random. They were created at the $6^{t h}, 8^{\text {th }}, 11^{\text {th }}$, and $8^{\text {th }}$ iteration from top to bottom respectively. The reconstructed faces resemble the original faces in their images within a small number of iterations ${ }^{9}$.

However they suffer from the same flatness problem as conventional SFS methods. Figure 6.13 shows a sequence of reconstructed faces for the yhPhoto in 8 iterations. The bottom rows are the reconstructed face at $8^{t h}$ iteration. It is viewed in the different directions, but it still looks like images. It seems probable that this flatness is also due to a lack of prior knowledge as the reconstruction from the half-cylinder and -ovoid in the Album2.

We will discuss in more detail one possible way to avoid the flatness in reconstructing an original face, starting from a half-cylinder or a flat surface, in the future study section of the final chapter.

### 3.3.3 Analysis with averages and standard deviations of intensity differences

Table 6.8 shows the $A V I D$ s and $S D I D$ s for the results, where average intensity errors $E^{0}$ 's and standard deviations $S^{0}$ 's correspond to the flat face as shown in the middle column of Figure 6.12. $E^{k}$ 's and $S^{k}$ 's are for the reconstructed faces in the right columns, and $k$ represents the number of iterations.

For example, the Mozart starts with an average intensity error of 105.36 and a standard deviation 73.32 , which are maximum. As the number of iterations
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Figure 6.13: A sequence of reconstructed faces from a flat surface

The top left is the flat surface as an impoverished face shown in Figure 6.12. The first three rows illustrate a sequence of reconstructed faces generated in 8 iterations from left to right and downwards. The bottom rows show the reconstructed face at the $8^{\text {th }}$ iteration. It is viewed in the different directions.

|  |  | Lena | Mozart | mePhoto | yhPhoto |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AVID | $E^{0}$ | 78.57 | 105.36 | 60.96 | 59.49 |
|  | $E^{k}$ | $71.49(6)$ | $85.77(8)$ | $51.17(11)$ | $52.21(8)$ |
|  | $s^{0}$ | 46.59 | 73.32 | 46.52 | 51.12 |
|  | $S^{k}$ | $43.71(6)$ | $67.75(8)$ | $46.07(11)$ | $50.61(8)$ |

Table 6.8: AVIDs and SDIDs for Album3
progresses, they drop linearly. So a large number of iterations seems to give a good result. However, they again produce many furrows. The reconstructed face corresponding to the Mozart is created at the $8^{\text {th }}$ iteration, which has a AVID of 85.77 and a SDID of 67.75 .

The details for the AVIDs and SDIDs of this album can be found in Appendix $E$ as well.

## 4 Discussion

In this chapter, we defined two statistical estimators to analyse the intensity error terms with respect to reconstructed faces.

One is an arithmetic average of intensity differences between two images Oimage and Rimage, the so-called AVID. It represents an intensity error of a reconstructed face at the $k^{\text {th }}$ iteration. The other is a standard deviation of the intensity differences from an $A V I D$, called SDID. It represents a degree of dispersion of intensity errors for a reconstructed face.

We conducted a number of experiments on our reconstruction method. They can be grouped into four with respect to their impoverished faces: one is the differently impoverished faces, another is the different objects, the third is the half-cylinder and ovoid, and finally the flat surface.

When we apply under $80 \%$ impoverished faces to our method, empirically, it produces the reconstructed faces with minimum error terms in 20 iterations; for example, the me20, me40, me60, and me80. For the over $80 \%$ impoverished faces, the average intensity errors and the corresponding standard deviations of reconstructed faces continuously fall in those iterations, except the meOV as shown in Figure E. 4 and E.6. It is clear from the experiments that our method is stable. So, the reconstructed faces converge into the originals in that period.

However, our method has a drawback; it strongly depends on the impover-
ished faces given at the initial stage. For example, if an impoverished face has much of the information in an original, as with me20 in Figure 6.2, our method can give an optimally reconstructed face. On the contrary, if the information of the original face is sparse; for example, a cylinder or flat surface, our method suffers from the same flatness problem as conventional SFS solutions. To overcorne this problem, we will suggest a possible way forward in the final chapter.

Another drawback of our method is the production of furrows on reconstructed faces, even though the average intensity errors corresponding to them decrease as the iteration goes on. We believe that the moving-vertices operation and bad model-normals result in those furrows. The final chapter also presents a possible means of avoiding this problem.

## Chapter 7

## Conclusion and Future Work

This final chapter summarises what has been achieved in this thesis. It also presents the directions in which its techniques may be developed in the future.

## 1 What Has Been Achieved

Initially, the central problem of this thesis was to develop a method for reconstructing 3D models from single face images that only contain 2D information in the form of variations in intensity (shading). Unfortunately the conventional $S F S$ methods suffer from a number of problems including the flatness of reconstructed surfaces.

To overcome the flatness problem, we employed a geometrical model, the so-called impoverished face to provide prior knowledge. A reconstructed face created by the new method is a revision of an impoverished face to reflect exactly an approximation of the original face in an image as argued in Chapters 5 and 6.

Consequently, a reconstructed face looks correct even when it is turned to a different orientation compared with the one in the input image. Figure 7.1 shows the reconstructed face presented in Figure 5.1 in Chapter 5. It is differently viewed, together with an impoverished face. The upper rows are the $90^{+} \%$ impoverished face before applying our reconstruction method. The left columns are viewed in the right-hand side direction $\left(20^{\circ}\right)$ with a source vector $\vec{L}(0.40,0.21,0.89)$, while the right columns are viewed in the left-hand side direction as much with a different source vector $\vec{L}(0.15,0.08,0.98)$. The middle ones are viewed in the frontal direction with a source vector $\vec{L}(0.40,0.21,0.89)$.


Figure 7.1: An exapmle of a reconstructed face with different views
The left columns are viewed in the right-hand side direction $\left(20^{\circ}\right)$ with a source vector $\vec{L}(0.40,0.21,0.89)$, while the right columns are viewed in the left-hand direction as much with a different source vector $\vec{L}(0.15,0.08,0.98)$. The middle ones are frontal views with a source vector $\vec{L}(0.40,0.21,0.89)$.

### 1.1 Revisiting overall reconstruction procedure

The conceptual task of reconstructing an approximation of the original face in an input image, starting from an impoverished face, is decomposed into three sub-problems of: representing prior knowledge (Chapter 3), deriving a shape from prior knowledge (Chapter 4), and face reconstruction (Chapter 5). These problems can be integrated in a way shown in Figure 7.2.

The discussion in Chapter 3 was focused on how we represent prior knowledge for human faces and how much prior knowledge is sufficient for our method. To answer them, we represented prior knowledge using an impoverished face, because it contains the prior knowledge of the original face to some degree. So, it can be considered as a coarsely sculptured face or a burn face.

To obtain an impoverished face in practice, we have developed two tools: Meducer and Meditor. The goal of the Meducer is to impoverish original faces


Figure 7.2: Main stream of overall face reconstruction
in terms of their triangles as much as required. It is based on the removal of a geometric vertex and the retriangulation of a ring which is a closed path along with adjacent vertices to the removed vertex. One of three operations is applied to retriangle the ring, which are the high, low, and neighbourhood operation.

The Meditor provides an interactive way of correcting the undesired triangles created in impoverishing a face in the form of a mesh. It is endowed with five operations: vertex deleting, vertex adding, triangle adding, edge swapping and edge deleting.

In Chapter 4, we reformulated the conventional SFS problem into the problem of deriving shape from prior-knowledge. For a given source vector, an intensity value at an image point constructs an intensity cone which is formed by the candidates of a surface normal. By means of bisecting the cone, a model normal from a triangle corresponding to the image point cuts the infinite number of candidates down to two. The candidate that is closer to the model normal becomes the reconstructed normal as a unique solution.

In Chapter 5, we discussed face reconstruction in more detail. We start by defining two quaternions which provide a means of rotating a triangle speci-
fied by a model normal into another specified by a reconstructed normal. The vertices of the rotated triangle are moved into their new positions to avoid the problems created by the rotation. After that, the model normals of the triangles sharing the moved vertices are renewed. The face reconstruction procedure was demonstrated on a very impoverished face.

### 1.2 Assessment of results

To make a reconstructed face acceptable, the face reconstruction procedure is restarted with a new impoverished face in an iterative fashion. In Chapter 6, we defined two statistical estimators to analyse a face reconstructed iteration by iteration.

One is an arithmetic average of intensity differences between two images Oimage and Rimage, which is called an AVID, and the other is a standard deviation of intensity differences from the AVID, called a SDID.

We used these measures in a number of experiments. These investigated of variously impoverished faces, different objects, a half cylinder (ovoid), and a flat surface. Empirically, we found that the AVID and SDID values with respect to the number of iterations depend on an impoverished level of a face.


Figure 7.3: General shapes of error estimators according to impoverished levels

Values of error estimators in terms of iterations depends on impoverished levels of a face.

Figure 7.3 shows the collective shapes plotted by those values. As an impoverished level goes higher, the shape plotted by them is more stretched. The levels impoverished as much as $20 \%, 40 \%$, and $60 \%$ can create the reconstructed faces with each minimum error term in 10 iterations.

An $80 \%$ or more impoverished level produces a shape that drops dynamically
at the beginning and then slowly approaches a constant value as a minima. On the other hand, a cylindrical or flat face creates a shape that decreases linearly as each iteration progresses.

From the experiments conducted, it is reasonable to believe that our reconstruction procedure can successfully produce an acceptable approximation of the original face in a single image. Usually a reconstructed face obtained by around 10 iterations is recognisable as the original face in the image.

At this point, we should answer the question that how much information (prior knowledge) about an original face is sufficient to reconstruct an acceptable ${ }^{1}$ face from an impoverished face.

In practice, it is an uneasy question to answer correctly, because the impoverishment degree highly depends upon the 3D appearance of an individual. For example, although both john 80 and stephane 80 in Figure 6.6 were impoverished as much as $80 \%$. Strictly speaking, they are not same degree each other, because their sizes are different from each other. To avoid this difficulty, all original faces and images should be carefully prepared by means of standardised parameters including face size, features, and their positions and sizes, and so on.

However, from the result in Figure 6.2, we can say empirically that around $20 \%$ prior knowledge is required to reconstruct an acceptable face, in the sense that a reconstructed face does not suffer from the flatness.

## 2 Future Directions

The scope for future work in this thesis can be categorised into two broad classes:
$\square$ Topics that improve the current work directly addressed in this thesis.
$\square$ Potential applications for face reconstruction from real photographs.

[^29]
### 2.1 Some possible improvements

### 2.1.1 Meditor

We have demonstrated the possibility of using a half-cylinder (-ovoid) and a flat surface as an impoverished face in Chapter 6 when information about an original face is not available. The reconstructed faces are recognisable as the original faces in input images. However they are flattened as the features on a coin are.

This problem can be addressed by extending the five basic operations of the Meditor. If we extend it to edit the features in terms of the relative depth such as $3 D$ paint [Wil90] and FACES [PW91], we can apply our reconstruction procedure to the edited face. We believe that the original face in a photograph may be reconstructed using the Meditor.

### 2.1.2 Minimising changes

A shortcoming of our method is that small furrows are created on the reconstructed faces. We believe these are due to moving vertices, as mentioned in Chapter 5. Here we briefly suggest a way of avoiding these furrows in future work. To make the discussion simple, we reuse everything shown in Figure 5.5 and the impoverished face in Figure 5.6 in Chapter 5.

Figure 7.4 shows each stage in the process of face reconstruction using the minimising-changes operation. The basic idea is, after rotating a triangle, that the heights of all other triangles in the impoverished face are adjusted in order to minimise the geometric changes. In stage $a$, after the rotation of $T_{1}$, the heights of all the other triangles $T_{2}, T_{3}$, and $T_{4}$ are adjusted to keep their orientations unchanged as before. The vertical arrows on vertices in Figure 7.4 represent the height adjustment.

On the other hand, the dashed lines represent the triangles as before and the shaded circles show the boundary of a rotation of a triangle. In stage $b$, the rotation of $T_{2}$ adjusts the other triangles $T_{1}, T_{3}$, and $T_{4}$ in a similar fashion. If we apply the rotation and the height adjustment to the triangles $T_{3}$ and $T_{4}$ as well, we can obtain the reconstructed face converging to the approximated mesh as shown in Figure 5.5, in only one iteration.

This method seems to be promising geometrically; however, it may consume a lot of time to adjust the height fields of all other vertices whenever a triangle rotation occurs. Therefore we must consider speedups in implementing the minimising-changes operation.


Figure 7.4: Minimisingchanges operation

After rotating a triangle, the heights of all other triangles are adjusted in order to minimise the geometric changes. Dashed lines represent the triangles as before and Shaded circles show the tracks of rotations. In addition, a vertical arrow on each vertex shows the height adjustment. The reconstructed face shown on the bottom accurately converges to the approximated mesh shown in Figure 5.5.

### 2.1.3 Generalised face model

The aim of this thesis is to recover 3D facial appearances from an image, with a geometrically impoverished model, as if a sculptor carves a coarsely sculptured stone into a face holding a face photograph in his hand. The impoverished model may be derived from a mean face out of a number of 3D scanned faces [Muk95, AGR95, OVBT95] or a generic face model widely used in the modelbased coding techniques [ASW93].

The state of the art in this kind of image analysis initially requires us to adjust a face model so that the structure of the model corresponds with the facial features of an image to any reasonable degree of accuracy. This adjustment could be accomplished by the geometric transformations including changes in orientation, size, and shape of the model.

### 2.1.4 Finding the source vector in an image

Finding the direction of a source vector turns out to be a major problem in reconstructing the original face from an ordinary photographic image. Fortunately there are many successful algorithms for doing so including [Pen82, BH85, LR85, ZC91]. Adopting one of them, we can apply our method to any facial photographs.

### 2.1.5 Realistic rendering

In this thesis, a reconstructed face in the form of polygonal mesh is shaded by a Phong-like rendering method mentioned in Chapter 2. In terms of realism, the shortcomings of the shaded face are that it has a rather synthetic visual quality. This is because the shading models calculate the intensity on a surface point which is linearly interpolated from a polygon for a known light source. The shading models are unable to portray the details of facial features such as wrinkles, skin texture, moles, freckles, pupils, eyebrows, mustache, and so on.

Texture mapping is generally applied for enhancing the realism of a face. Even when the geometry of the face is coarse more or less, a texture mapped face looks like a real photograph [BN76, Hec86, YD88]. So, if we employ a texture-mapping algorithm, a reconstructed face may look better.

### 2.2 Potential applications

The field of 3D reconstruction is likely to grow significantly in the next few decades.

### 2.2.1 Meducer

The Meducer as a tool providing an impoverished face is not accurate in a very low level. For example, it locally creates undesired triangles on an $80 \%$ impoverished face, as mentioned in Chapter 3. This often requires us to edit the face. However, the Meducer is sufficient for our purpose in this thesis, because we need an impoverished face as a coarsely sculptured face or a burn face. In our experiments, we used impoverished faces without removing the undesired triangles.

The Meducer globally impoverishes a face in the form of a triangulated mesh. If we can describe a fire victim's face using impoverishment, it may simulate a
burn without a real face.

### 2.2.2 Reconstructing a burn face

If we could achieve the simulation on burn faces accurately, it seems probable that we reconstruct the original face from a pre-burn photograph and a burn face. Then reconstructed faces can be used to design individual masks so that they are used to simulate a plastic operation for facial burns. These masks are currently designed using laser scans of the person's face which are expensive and not always feasible for burn victims [AGR95].

Our method is likely to be suitable for this purpose. Again, a simulated-burn face can act as an impoverished face.

Another possibility is to improve the 3D reconstruction of images extracted from movie sequences where insufficient landmark data is otherwise available. That is to say, if the landmark data could be represented as a coarse face mesh, we may apply our method to the coarse mesh so as to refine it.

### 2.2.3 Reconstructing a missing child's face

Figure 6.12 in Chapter 6 shows an example of reconstructing the original face in a photograph, using a flattened face, when a geometrical impoverished face is not available. This implies that we could reconstruct a missing child's face from a photograph. However the reconstructed face appears like bas-relief on a coin. If the Meditor allows a coin-like face to be improved to look more like a real one, our method may reconstruct the original face more accurately.

To extract 3D shape from only raw photographic data more accurately, we should consider both analysing digitised photographs and obtaining an impoverished face instead of using a flattened face. Real digitised photographs usually contain specular reflectance components. These components had not been analysed carefully in the thesis, because one of the main thesis objectives was to employ geometrical prior knowledge of a face in order to overcome the flatness problem in SFS techniques.

### 2.2.4 Reconstructing a cyber-face

There are some techniques to merge two or more face images to produce one 2D composite image [Gal78, BP92a]. A similar effect can be observed when we see two different face images in a stereoscopic way.

If we choose a different person's face model instead of using an impoverished face, we could obtain an interesting result; a composite 3D face that is a cyberface from one face of the model to the other of an input image.

## Appendix A

## Mesh Simplification Methods

In Chapter 3, we have discussed the Meducer, which is a tool for impoverishing a face in the form of a polygonal mesh. One reason for doing this is to provide our reconstruction method with a representation of prior knowledge about the original face.

There are many possible ways to impoverish a polygonal mesh, called mesh simplification. They are usually used for representing a minimum approximation of a physical subject from sampled 3D points. These points are provided by the special hardware equipments; for example, a laser scanner, a computed tomography, and so on [SBD86, WT91, SZL92, Tur92, Hop94, HDD ${ }^{+} 93$, Var94, AS96, RR96]. So, it is interesting to survey those methods.

In this appendix, we will discuss the issues of mesh simplification. They may be connected with the face model required in our investigation to some extent: what is mesh representation?, what is mesh simplification and why is it useful?, and finally the classification of various simplification methods.

## 1 Mesh Representation

A polygonal mesh consists of a set of vertices, edges, and polygons. A vertex is shared by at least two edges. An edge connects two vertices and is part of at least one polygon. A polygon is a closed sequence of vertices specified in either clockwise or anticlockwise order, or equivalently a closed path of edges.

For example, Figure 3.5 in Chapter 3 shows an example of a polygonal mesh, which consists of a set of 6 vertices, 10 edges, and 5 polygons. A polygon is a closed sequence of three vertices in anticlockwise.

On the other hand, a polygonal mesh can be represented in different ways depending on the purpose. A vertex-based representation is commonly used in surface reconstruction [WW93, RR96]. An edge-based representation is mainly used in real-time rendering methods [Woo85, FvDFH90]. In the thesis, we employed a mixed representation. That is, we represent a face in both ways, as shown in Figure 3.4 in Chapter 3.

## 2 Mesh Simplification and Usefulness

Mesh simplification is a transformation of reducing the number of polygons in an original mesh. It enables the rendering of the fewest number of polygons to represent an object while minimising the perturbation of the original shape.

Mesh simplification is useful in rendering a distant object or in reducing the geometric redundancies of an object. As an example of rendering, we assume that a graphics application renders a distant sphere consisting of 10,000 polygons. Since the sphere is far away, it requires only a few pixels in the image. In this case, it is unnecessary to use the fully detailed mesh. Instead, say, a 100 polygons simplified may be enough, and yet the resulting image looks approximately same as the original.

As another example, we may imagine that each side of a cube consists of 1,000 polygons. In this case, since all polygons in one side have the same orientation, they are redundant. To avoid the orientation redundancy, they can be substituted for only one polygon, because it is enough to represent for their orientations.

## 3 Mesh Simplification Methods

There are many uniquely proposed algorithms to simplify a given mesh thus far. Amongst them, it is difficult to find one general purpose technique that simplifies any given mesh, because there is a wide range of objects that can be represented by polygonal meshes.

For instance, techniques that are successful in a mesh of a building, which is a collection of block shapes, may not be applicable to a mesh of human face, which is a set of smooth surface patches. This is one reason why there are many algorithms.

These simplification algorithms can collectively be classified with three groups


Figure A.1: Mesh simplification tree


#### Abstract

Mesh simplification methods are classified with three aspects: Sampling, adaptive mesh subdivision, and geometric reduction. In our investigation, the uniform sampling and vertex removal method have been developed to simplify a human-face model.


as shown in Figure A. 1 [Eri96]; a sampling, adaptive mesh subdivision, and geometric reduction group. The sampling group can be subdivided into two algorithms according to their sampling fashion. In addition, the geometric reduction group can be subdivided into three algorithms with respect to the subject of reduction. At this point, it should be said that the retiling algorithm emplys both the sampling and geometric reduction aspect. Each group will be separately discussed more in detail later.

Now a question is raised; what is a criterion of simplification? There are two bases to guide simplification algorithms; a local or a global criterion. The former is a measure of how much the shape changes locally [SZL92, Tur92, Var94], the latter is a measure of simplification error considered as global shape parameter [Hop94, RR96].

### 3.1 Sampling

Sampling group simplifies an original mesh by taking some of its vertices in either uniform or non-uniform way. Figure A. 2 shows an example of each way. The left-hand side is an original mesh in the form of rectangles. The middle is a simplified mesh consisting of the vertices sampled uniformly. In addition, the right-hand side is obtained by sampling vertices according to local surface curvature; the vertices in the mountain shape area were sampled densely, while those in the plain shape area were sampled sparsely.


Figure A.2: An example of mesh simplification using Sampling
Sampling group simplifies the original mesh by taking surface points in either uniform or non-uniform way. The vertices marked are the points sampled in the figure.

The level of simplification is determined by specifying the resolution of overlaying grid or the number of sampled vertices. The uniform sampling is suitable for a smooth surface because the variation of its geometry is not much. However, the non-uniform sampling is suited to a varied surface such as a mountain. In the latter case, it is necessary to keep ridge and valley vertices so as to minimise the perturbation of the original shape.

On the other hand, the retiling algorithm simplifies the original mesh by resampling the vertices, which are not a subset of those in the original, and by removing original vertices [Tur92, $\mathrm{HDD}^{+} 93$ ]. It works better on smooth surfaces rather than sharp ones.

### 3.2 Adaptive mesh subdivision

Adaptive mesh subdivision algorithm simplifies an original mesh by adding vertices locally, starting with a simple base mesh [SBD86, MJDZ91, WT91, KT96]. Figure A. 3 illustrates an example of this algorithm.


Figure A.3: An example of mesh simplification using adaptive mesh subdivision
Adaptive mesh subdivision algorithm recursively subdivides a simple base mesh. The vertices marked are the points subdivided in the figure.

The left-most side is an original mesh as one in the previous section. The second left one is a simple base mesh consisting of four vertices selected from the original. At the first stage, it is subdivided by four simple base meshes as shown in the figure. It seems subdividing the base mesh recursively.

The subdivision may be determined by a specified measure of an error tolerance at each recursion. For example, at second stage, the two base meshes on the upper were subdivided, while the others were not.

### 3.3 Geometric reduction

Geometric reduction group simplifies an original mesh by removing vertices or polygons [SZL92, AS96] or by merging them [HH93, Ham93, RR96, RO96], if they satisfy a predetermined error measure, which is decided at each reduction stage individually. Figure A. 3 shows one example of various algorithms; a vertex removing algorithm.

We assume that the left-most side is an original mesh, where the vertices marked by black circles are to be removed locally. The mesh at the first reduction stage is a simplified mesh. Recursively the simplifified mesh is to reduced in the same way, as shown at the second and third reduction stage. It should be said that our impoverishing method discussed in Chapter 3 employed in a similar way.

Another version of geometric reduction algorithms is to simplify an original mesh by employing two offset surfaces; one is the overestimated surface and the other is underestimated [Var94, $\mathrm{CVM}^{+} 96$ ]. The original mesh is regarded as a surface between them. That is, one surface is on the outside of the original


Figure A.4: An example of mesh simplification using geometric reduction
Geometric reduction group simplifies the original mesh by removing vertices or polygons, or merging them. In this Figure, the vertices marked are removed.
and the other is on the inside hierarchically. In this sense, it called an enveloping algorithm. These hierarchical surfaces guarantee the preservation of global topology.

## Appendix B

## Fundamental Geometry

In this appendix, we introduce the geometric components that contribute to the method for extracting a reconstructed normal in Chapter 4.

There are four fundamental geometric components contributing to our new shape-from-prior-knowledge method as follows:
$\square$ a plane,
$\square$ a sphere, and
$\square$ two straight lines.

These components can be arranged in $3 D$ space as shown in Figure B.1. We will describe them individually.

## 1 Plane

Provided that a plane $\pi$ is perpendicular to a vector $\vec{L}\left(l_{x}, l_{y}, l_{z}\right)$ and passes through a point $L\left(l_{x}, l_{y}, l_{z}\right)$, we can define the plane $\pi$ in space as follows:
$\pi$ :

$$
\overrightarrow{L p} \bullet \vec{L}=0
$$

$$
(\overrightarrow{O p}-\overrightarrow{O L}) \bullet \vec{L}=0
$$

$$
\begin{equation*}
\left(x-l_{x}\right) l_{x}+\left(y-l_{y}\right) l_{y}+\left(z-l_{z}\right) l_{z}=0 \tag{B.1}
\end{equation*}
$$

$$
x l_{x}+y l_{y}+z l_{z}=l_{x}^{2}+l_{y}^{2}+l_{z}^{2}
$$

$$
x l_{x}+y l_{y}+z l_{z}=1
$$



Figure B.1: Fundamental geometric components

The plane $\pi$ passes through a point $L\left(l_{x}, l_{y}, l_{z}\right)$ and it is perpendicular to the vector $\vec{L}\left(l_{x}, l_{y}, l_{z}\right)$. The sphere $\sigma$ has a centre point $L$ and a constant radius $R$, and is bisected by the plane $\pi$. The line $\alpha$ is parallel to $\vec{N}_{m}$ and passing through the origin $O$. It meets a point $D(a, b, c)$ with the plane $\pi$. The line $\beta$ passes through two points $D(a, b, c)$ and $L\left(l_{x}, l_{y}, l_{z}\right)$ so that it is placed on the plane $\pi$.
where $p(x, y, z)$ is an arbitrary point on the plane $\pi$, and $\overrightarrow{O p}$ and $\overrightarrow{O L}$ are position vectors. $\overrightarrow{L p}$ (or $\overrightarrow{O p}-\overrightarrow{O L}$ ) is a vector on the plane $\pi$, passing through the point $L$. The distance from the origin $O$ to the plane $\pi$ is equal to one, provided that $l_{x}^{2}+l_{y}^{2}+l_{z}^{2}=1$.

## 2 Sphere

A sphere $\sigma$ can be defined by a radius $R$ and a centre point $L\left(l_{x}, l_{y}, l_{z}\right)$ such that an arbitrary point $p(x, y, z)$ on it has the same distance $R$ from the point $L$. Therefore, the equation of this sphere is written as follows:

$$
\begin{equation*}
\sigma:|\overrightarrow{O p}-\overrightarrow{O L}|^{2}=\left(x-l_{x}\right)^{2}+\left(y-l_{y}\right)^{2}+\left(z-l_{z}\right)^{2}=R^{2}, \tag{B.2}
\end{equation*}
$$

where $|\ldots|$ represents a magnitude of a vector.
The plane $\pi$, perpendicular to the vector $\vec{L}$, bisects the sphere $\sigma$. The bisected area forms a 3D circle with a radius of $R$. It will be a base circle of a space cone with a spread angle $\theta$. The axis of this cone is parallel with $\vec{L}$ and the apex is the origin $O$.

## 3 Lines

Now we intend to obtain two equations of straight lines $\alpha$ and $\beta$ in space respectively. We assume that the line $\alpha$ passes through the origin $O$ and is parallel to a vector $\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)$, and that the line $\beta$ passes through two points $D(a, b, c)$ and $L\left(l_{x}, l_{y}, l_{z}\right)$. As shown in Figure B.1, it should be observed that the line $\alpha$ is intersected with the plane $\pi$ on a point $D(a, b, c)$. The details of computation for the point $D$ can be found in Appendix $C$.

The line $\alpha$ can be written in a vector form as follows:

$$
\alpha: \overrightarrow{O p}(x, y, z)=t \vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)
$$

where $t$ is a real number and $p(x, y, z)$ is an arbitrary point on the line $\alpha$, and $\overrightarrow{O p}$ is a position vector. We can also rewrite it parametrically as follows:

$$
\begin{align*}
\alpha: x & =t X_{m} \\
y & =t Y_{m}  \tag{B.3}\\
z & =t Z_{m} .
\end{align*}
$$

Similarly, the line $\beta$ can be expressed in the form of a vector as:

$$
\begin{aligned}
\beta: \overrightarrow{O p}(x, y, z) & =\overrightarrow{O L}+t(\overrightarrow{L D}) \\
& =\overrightarrow{O L}\left(l_{x}, l_{y}, l_{z}\right)+t\left(\overrightarrow{O D}(a, b, c)-\overrightarrow{O L}\left(l_{x}, l_{y}, l_{z}\right)\right)
\end{aligned}
$$

where $t$ is again a real number, $p(x, y, z)$ is an arbitrary point on $\beta, \overrightarrow{O p}$ and $\overrightarrow{O L}$ are position vectors. This line $\beta$ can also be written parametrically as follows:

$$
\begin{align*}
\beta: x & =l_{x}+t\left(a-l_{x}\right) \\
y & =l_{y}+t\left(b-l_{y}\right)  \tag{B.4}\\
z & =l_{z}+t\left(c-l_{z}\right)
\end{align*}
$$

## Appendix C

## Extracting a Reconstructed Normal

In Chapter 4, we have briefly derived a method in order to solve our problem, which is to extract a reconstructed normal $\vec{N}_{r}$ from an intensity value $I$ in a Lambertian image and a model normal $\vec{N}_{m}$. We will give here a full account of the method, which uses the same notations as usual in Chapter 4.

## 1 Point $D(a, b, c)$ Intersecting Plane $\pi$ and Line $\alpha$

This section gives a full description of how we obtain a point $D(a, b, c)$ intersecting the plane $\pi$ (eq. (B.1)) with the line $\alpha$ (eq. (B.3)) shown in Figure B. 1 in Chapter 4. If we substitute $x, y$ and $z$ in $\alpha$ for the plane $\pi: x l_{x}+y l_{y}+z l_{z}=1$, we have a new equation for $t$ :

$$
\begin{aligned}
t X_{m} l_{x}+t Y_{m} l_{y}+t Z_{m} l_{z} & =1 \\
t\left(X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z}\right) & =1 \\
t\left(\vec{N}_{m} \bullet \vec{L}\right) & =1
\end{aligned}
$$

Provided that $X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z} \neq 0$; that is, $\vec{N}_{m}$ is not perpendicular to
$\vec{L}$, we have $t$ as follows:

$$
\begin{aligned}
t & =\frac{1}{X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z}} \\
& =\frac{1}{\vec{N}_{m} \bullet \vec{L}} .
\end{aligned}
$$

Therefore, by substituting $t$ for the line $\alpha$ (eq. (B.3)), we have the point $D(a, b, c)$ as follows:

$$
\begin{aligned}
& a=t X_{m}=\frac{X_{m}}{X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z}}=\frac{X_{m}}{\vec{N}_{m} \bullet \vec{L}} \\
& b=t Y_{m}=\frac{Y_{m}}{X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z}}=\frac{Y_{m}}{\vec{N}_{m} \bullet \vec{L}} \\
& c=t Z_{m}=\frac{X_{m}}{X_{m} l_{x}+Y_{m} l_{y}+Z_{m} l_{z}}=\frac{X_{m}}{\vec{N}_{m} \bullet \vec{L}}
\end{aligned}
$$

where $\vec{N}_{m} \bullet \vec{L} \neq 0$. We will say that $D(a, b, c)$ is decidable, if $D$ exists; that is, $\vec{N}_{m} \bullet \vec{L} \neq 0$.

## 2 Reconstructed Normal $\vec{N}_{r}$

In solving the shape-from-prior-knowledge problem, we start with three given components at a particular point in an image: an intensity value $I$, a source vector $\vec{L}$ and a model normal $\vec{N}_{m}$.

As shown in Figure C.1, a reconstructed normal $\vec{N}_{r}$ is obtained from a point $D(a, b, c)$ and a radius $R$. A model normal $\vec{N}_{m}$ and a source vector $\vec{L}$ determine the point $D$ according to values of $-1 \leq \vec{N}_{m} \bullet \vec{L} \leq 1$.

On the other hand, the intensity value $I$ determines the length of radius $R$ which is identical with $\tan \left(\cos ^{-1} I\right)$ and varies from 0 to $\infty(0 \leq R \leq \infty)$.

In this section, we will fully describe how a reconstructed normal $\vec{N}_{r}$ is obtained according to the values of $\vec{N}_{m} \bullet \vec{L}$ and $R$.

### 2.1 Condition 1: $0<\vec{N}_{m} \bullet \vec{L}<1$

In this case, point $D(a, b, c)$ is determinable (exists), therefore a reconstructed normal $\vec{N}_{r}$ is either $O \vec{Q}_{1}$ or $O \vec{Q}_{2}$ as shown in Figure C.1. The points $Q_{1}$ and $Q_{2}$


Figure C.1: Extracting $\vec{N}_{r}$ in case $0<\vec{N}_{m} \bullet \vec{L}<1$
The left picture is an illustration of $R \neq \infty(I \neq 0)$. The right one illustrates the case of $R=\infty(I=0)$, in which the reconstructed normal $\vec{N}_{r}$ is perpendicular to $\vec{L}$.
are points at which sphere $\sigma$ (eq. (B.2)) and line $\beta$ (eq. (B.4)) are intersected. Let us substitute $x, y$ and $z$ in the line $\beta$ (eq. (B.4)) for them in the sphere $\sigma$ (eq. (B.2)),

$$
\begin{aligned}
\left(l_{x}+t\left(a-l_{x}\right)-l_{x}\right)^{2}+\left(l_{y}+t\left(a-l_{y}\right)-l_{y}\right)^{2}+\left(l_{z}+t\left(a-l_{z}\right)-l_{z}\right)^{2} & =R^{2} \\
t^{2}\left(\left(a-l_{x}\right)^{2}+\left(b-l_{y}\right)^{2}+\left(c-l_{z}\right)^{2}\right) & =R^{2} .
\end{aligned}
$$

Consequently, since $0<\vec{N}_{m} \bullet \vec{L}<1$, we have $t$ as follows:

$$
t=\frac{ \pm R}{\sqrt{\left(a-l_{x}\right)^{2}+\left(b-l_{y}\right)^{2}+\left(c-l_{z}\right)^{2}}}
$$

where positive $t$ represents point $Q_{1}$ which is the nearer to $\vec{N}_{m}$, and negative $t$ represents the farther point $Q_{2}$. Hence, it is clear that the reconstructed normal $\vec{N}_{r}$ is $O \vec{Q}_{1}$ in terms of positive $t$. From the line $\beta$ (eq. (B.4)), the point $Q_{1}$ can be obtained as follows:

$$
\begin{align*}
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =Q_{1}(x, y, z)  \tag{C.1}\\
& =\left(l_{x}+t\left(a-l_{x}\right), l_{y}+t\left(b-l_{y}\right), l_{z}+t\left(c-l_{z}\right)\right)
\end{align*}
$$

where $t$ is positive, that is,

$$
\begin{equation*}
t=\frac{R}{\sqrt{\left(a-l_{x}\right)^{2}+\left(b-l_{y}\right)^{2}+\left(c-l_{z}\right)^{2}}} \tag{C.2}
\end{equation*}
$$

It should be stressed that $R \neq \infty(0<I \leq 1)$ in the above solution $\vec{N}_{r}$. The left picture in Figure C. 1 illustrates this condition.

If $R=\infty(I=0)$, however the points $Q_{1}$ and $Q_{2}$ can not be obtained and $\vec{N}_{r}$ must be perpendicular to $\vec{L}$. Consequently, the reconstructed normal $\vec{N}_{r}$ is the vector $\overrightarrow{L D}$ in this case, as shown on the right picture in Figure C.1. Therefore we have $\vec{N}_{r}$ as follows:

$$
\begin{aligned}
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =\overrightarrow{L D} \\
& =\left(a-l_{x}, b-l_{y}, c-l_{z}\right)
\end{aligned}
$$

$\square$ Proof: If $R \rightarrow \infty$ and $0<\vec{N}_{m} \bullet \vec{L}<1$, then $t \rightarrow \infty$ from the equation (C.2). Let us apply this limit value $t$ to the equation (C.1) as follows:

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) \\
& =\lim _{t \rightarrow \infty} \frac{\vec{N}_{r}}{t}\left(X_{r}, Y_{r}, Z_{r}\right) \\
& =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(\frac{X_{r}}{t}, \frac{Y_{r}}{t}, \frac{Z_{r}}{t}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \vec{N}_{r} & =\lim _{t \rightarrow \infty}\left(\frac{l_{x}}{t}+\left(a-l_{x}\right), \frac{l_{y}}{t}+\left(b-l_{y}\right), \frac{l_{z}}{t}+\left(c-l_{z}\right)\right) \\
& =\left(a-l_{x}, b-l_{y}, c-l_{z}\right)
\end{aligned}
$$

and hence we have $\overrightarrow{L D}$ as $\vec{N}_{r}$ in the case of $R=\infty$ and $0<\vec{N}_{m} \bullet \vec{L}<1$, as shown on the right picture in Figure C.1.

### 2.2 Condition 2: $-1<\vec{N}_{m} \bullet \vec{L}<0$

In this case, point $D(a, b, c)$ is also determinable (exists), and points $Q_{1}$ and $Q_{2}$ can be obtained as mentioned in the previous section. However the reconstructed normal $\vec{N}_{r}$ is identical with not $O \vec{Q}_{1}$ but $O \vec{Q}_{2}$, in terms of negative $t$. Since the angle between $\vec{N}_{m}$ and $\vec{L}$ is bigger than $\frac{\pi}{2}$ as shown in Figure C.2, the point closest to the model normal $\vec{N}_{m}$ is $Q_{2}$.

Therefore we have

$$
\begin{align*}
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =Q_{1}(x, y, z)  \tag{C.3}\\
& =\left(l_{x}-t\left(a-l_{x}\right), l_{y}-t\left(b-l_{y}\right), l_{z}-t\left(c-l_{z}\right)\right)
\end{align*}
$$



Figure C.2: Extracting $\vec{N}_{r}$ in case $-1<\vec{N}_{m} \bullet \vec{L}<0$
The left picture is an illustration of $R \neq \infty(I \neq 0)$. The right one illustrates the case of $R=\infty(I=0)$, in which the reconstructed normal $\vec{N}_{r}$ is perpendicular to $\vec{L}$.
where $t$ is identical with the equation (C.2).
If $R=\infty(I=0)$, however the points $Q_{1}$ and $Q_{2}$ can not be obtained and $\vec{N}_{r}$ must be perpendicular to $\vec{L}$. Consequently, the reconstructed normal $\vec{N}_{r}$ is the vector $\overrightarrow{D L}$ in this case, as shown on the right picture in Figure C.2. Therefore we have $\vec{N}_{r}$ as follows:

$$
\begin{aligned}
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =\overrightarrow{D L} \\
& =\left(l_{x}-a, l_{y}-b, l_{z}-c\right)
\end{aligned}
$$

$\square$ Proof: If $R \rightarrow \infty$ and $-1<\overrightarrow{N_{m}} \bullet \vec{L}<0$, then $t \rightarrow \infty$ from the equation (C.2). Let us apply this limit value $t$ to the equation (C.3) as follows:

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) \\
& =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(\frac{X_{r}}{t}, \frac{Y_{r}}{t}, \frac{Z_{r}}{t}\right) \\
& =\lim _{t \rightarrow \infty}\left(\frac{l_{x}}{t}-\left(a-l_{x}\right), \frac{l_{y}}{t}-\left(b-l_{y}\right), \frac{l_{z}}{t}-\left(c-l_{z}\right)\right) \\
& =\left(l_{x}-a, l_{y}-b, l_{z}-c\right)
\end{aligned}
$$

Hence we have $\overrightarrow{D L}$ as $\vec{N}_{r}$ in the case of $R=\infty$ and $-1<\vec{N}_{m} \bullet \vec{L}<0$, as shown on the right picture in Figure C.2.

### 2.3 Condition 3: $\vec{N}_{m} \bullet \vec{L}=0$



Figure C.3: Extracting $\vec{N}_{r}$ in case $\vec{N}_{m} \bullet \vec{L}=0$
The left picture is an illustration of $R \neq \infty(I \neq 0)$. The right one illustrates the case of $R=\infty(I=0)$, in which the reconstructed normal $\vec{N}_{r}$ is perpendicular to $\vec{L}$.

In this case, since $\vec{N}_{n}$ is perpendicular to $\vec{L}$, line $\alpha$ parallel with $\vec{N}_{m}$ never meets with plane $\pi$. That is, $D(a, b, c)$ is undeterminable. Consequently we can not determine line $\beta$ (eq. (B.4)) passing through two points $D$ and $L$.

However we can redefine an alternative line $\beta$ which passes through point $L$ and is also parallel to the model normal $\vec{N}_{m}$ as shown in Figure C. 3 as follows:

$$
\begin{align*}
\beta: x & =l_{x}+t X_{m}, \\
y & =l_{y}+t Y_{m},  \tag{C.4}\\
z & =l_{z}+t Z_{m} .
\end{align*}
$$

This line $\beta$ parallel to line $\alpha(\alpha / / \beta)$ meets two points $Q_{1}$ and $Q_{2}$, intersecting with the sphere $\sigma$ (eq. (B.2)), as shown on the left picture in Figure C.3. To determine $t$, provided that we replace $x, y$ and $z$ in the sphere $\sigma$ (eq. (B.2)) by the equation (C.4), we can rewrite it as follows:

$$
\begin{aligned}
\left(l_{x}+t X_{m}-l_{x}\right)^{2}+\left(l_{y}+t Y_{m}-l_{y}\right)^{2}+\left(l_{z}+t Z_{m}-l_{z}\right)^{2} & =R^{2} \\
t^{2}\left(X_{m}^{2}+Y_{m}^{2}+Z_{m}^{2}\right) & =R^{2}
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
t=\frac{ \pm R}{\sqrt{X_{m}^{2}+Y_{m}^{2}+Z_{m}^{2}}} \tag{C.5}
\end{equation*}
$$

where $R \neq \infty(0<I \leq 1)$. Positive $t$ represents the point $Q_{1}$ which is the closer to $\vec{N}_{m}$ and negative $t$ gives the farther point $Q_{2}$. It is clear that the reconstructed normal $\vec{N}_{r}$ is identical with $O \vec{Q}_{1}$.

Therefore we can obtain the reconstructed normal $\vec{N}_{r}$ from equations (C.4) and (C.5) as follows:

$$
\begin{align*}
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =O \vec{Q}_{1}(x, y, z) \\
& =\left(l_{x}+t X_{m}, l_{y}+t Y_{m}, l_{z}+t Z_{m}\right) \tag{C.6}
\end{align*}
$$

where $t$ is positive and $R \neq \infty(0<I \leq 1)$. It should be stressed that negative $t$ is not used, because we always select the point $Q_{1}$ in the direction of the model normal $\overrightarrow{N_{m}}$.

On the other hand, if $R=\infty(I=0)$, points $Q_{1}$ and $Q_{2}$ cannot be obtained and $\vec{N}_{r}$ must be perpendicular to $\vec{L}$. Consequently, the reconstructed normal $\vec{N}_{r}$ is the vector $\vec{N}_{m}$ here, as shown on the right picture in Figure C.3. That is, we have $\vec{N}_{r}$ as follows:

$$
\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right)=\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)
$$

Proof: If $R \rightarrow \infty$ and $\vec{N}_{m} \bullet \vec{L}=0$, then $t \rightarrow \infty$ from the equation (C.5) with positive $t$. Let us apply this limit value $t$ to the equation (C.6) as follows:

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) & =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right) \\
& =\lim _{t \rightarrow \infty} \vec{N}_{r}\left(\frac{X_{r}}{t}, \frac{Y_{r}}{t}, \frac{Z_{r}}{t}\right) \\
& =\lim _{t \rightarrow \infty}\left(\frac{l_{x}}{t}+X_{m}, \frac{l_{y}}{t}+Y_{m}, \frac{l_{z}}{t}+Z_{m}\right) \\
& =\left(X_{m}, Y_{m}, Z_{m}\right)
\end{aligned}
$$

Hence we have $\vec{N}_{m}$ as $\vec{N}_{r}$ in the case of $R=\infty$ and $\vec{N}_{m} \bullet \vec{L}=0$, as shown on the right picture in Figure C.3.

### 2.4 Condition 4: $\vec{N}_{m} \bullet \vec{L}= \pm 1$

This condition occurs when a model normal $\vec{N}_{m}$ is parallel to a source vector $\vec{L}$. In this case, point $D(a, b, c)$ intersecting line $\alpha$ with plane $\pi$ is identical to point $L\left(l_{x}, l_{y}, l_{z}\right)$ as shown on the right picture in Figure C.4.

So we cannot decide line $\beta$ (eq. (B.4)) passing through two points $L$ and $D$. However if we can take an alternative model normal $\overrightarrow{N_{m}^{\prime}}$, which is not parallel,


Figure C.4: Extracting $\vec{N}_{r}$ in case $\vec{N}_{m} \bullet \vec{L}= \pm 1$
The left picture is an illustration of $R \neq \infty(I \neq 0)$. The right picture illustrates the case of $R=\infty(I=0)$, in which the reconstructed normal $\vec{N}_{r}$ is perpendicular to $\vec{L}$.
but approximate to $\vec{L}$, the line $\alpha^{\prime}$ parallel to the model normal $\overrightarrow{N_{m}^{\prime}}$ gives the point $D^{\prime}\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ on plane $\pi$ as shown on the right picture in Figure C.4.

Now we can decide line $\beta^{\prime}$ passing through two points $L$ and $D^{\prime}$. Therefore this condition becomes one of the above cases mentioned in the previous sections.

## 3 Summaries of Extracting $\vec{N}_{r}$

Table C. 1 shows summaries how the reconstructed normal $\vec{N}_{r}\left(X_{r}, Y_{r}, Z_{r}\right)$ can be calculated, given an intensity value $0 \leq I \leq 1$, a model normal $\vec{N}_{m}\left(X_{m}, Y_{m}, Z_{m}\right)$, and a source vector $\vec{L}\left(l_{x}, l_{y}, l_{z}\right)$ at a particular point in an image. The values of $t_{1}, t_{2}, R$ and $D(a, b, c)$ in this table are as follows:

$$
\begin{aligned}
t_{1} & =\frac{R}{\sqrt{\left(a-l_{x}\right)^{2}+\left(b-l_{y}\right)^{2}+\left(c-l_{z}\right)^{2}}}, \\
t_{2} & =\frac{R}{\sqrt{X_{m}^{2}+Y_{m}^{2}+Z_{m}^{2}}}, \\
D & =\left(\frac{X_{m}}{\vec{N}_{m} \bullet \vec{L}}, \frac{X_{m}}{\vec{N}_{m} \bullet \vec{L}}, \frac{X_{m}}{\vec{N}_{m} \bullet \vec{L}}\right), \\
R & =\tan \left(\cos ^{-1} I\right) .
\end{aligned}
$$

| $\vec{N}_{m} \bullet \vec{L}$ | $R \neq \infty(0<I \leq 1)$ | $R=\infty(I=0)$ |
| :---: | :---: | :---: |
| $0<\vec{N}_{m} \bullet \vec{L}<1$ | $\vec{N}_{r}=\left(\begin{array}{l}l_{x}+t_{1}\left(a-l_{x}\right) \\ l_{y}+t_{1}\left(b-l_{y}\right) \\ l_{z}+t_{1}\left(c-l_{z}\right)\end{array}\right)^{-1}$ | $\vec{N}_{r}=\left(\begin{array}{c}a-l_{x} \\ b-l_{y} \\ c-l_{z}\end{array}\right)^{-1}$ |
| $-1<\vec{N}_{m} \bullet \vec{L}<0$ | $\vec{N}_{r}=\left(\begin{array}{c}l_{x}-t_{1}\left(a-l_{x}\right) \\ l_{y}-t_{1}\left(b-l_{y}\right) \\ l_{z}-t_{1}\left(c-l_{z}\right)\end{array}\right)^{-1}$ | $\vec{N}_{r}=\left(\begin{array}{c}l_{x}-a \\ l_{y}-b \\ l_{z}-c\end{array}\right)^{-1}$ |
| $\vec{N}_{m} \bullet \vec{L}=0$ | $\vec{N}_{r}=\left(\begin{array}{c}l_{x}+t_{2} X_{m} \\ l_{y}+t_{2} Y_{m} \\ l_{z}+t_{2} Z_{m}\end{array}\right)$ | $\vec{N}_{r}=\left(\begin{array}{c}X_{m} \\ Y_{m} \\ Z_{m}\end{array}\right)^{-1}$ |
| $\vec{N}_{m} \bullet \vec{L}= \pm 1$ | Select $\vec{N}_{m}^{\prime}$ to go back one of the above conditions |  |

Table C.1: Summaries of $\vec{N}_{r}$

## Appendix D

## Quaternion Space

Quaternions provide a fundamental means to describe the rotation of a vector in $3 D$ space [Sho85, Sho87, Ple89, BCGH92] so that they are frequently used to solve rotation problems in computer graphics and animation. Especially quaternion multiplication contributes to solving the rotation problems.

In Chapter 5, we newly applied quaternion multiplication in order to rotate a surface patch (triangle). These rotations allow us to reconstruct an approximation of the original surface from a single image. So we will here give a full account of quaternion multiplication.

## 1 Properties of Quaternions

There are several ways to define a quaternion such as a vector or a complex number. Amongst these, we adopt a way that represents it as an element consisting of a scalar and a vector part for our purposes. The former may represent an amount of angle to rotated, a so-called rotation angle, the latter may represent a rotation axis.

The rotation of a vector can be described by a rotation angle and a rotation axis in space. As shown in Figure 5.3, the angle $\phi$ can be considered as a rotation angle and the vector $\vec{n}$ as a rotation axis.

| property | definition |
| :---: | :---: |
| representation | $\begin{aligned} \hline \hline q & =q(\text { scalar }, \text { vector }) \\ & =q(\text { angle }, \text { axis }) \\ & =q(s, \vec{v}) \end{aligned}$ |
| inverse (conjugate) | $q^{-1}=q^{-1}(s,-\vec{v})$ |
| magnitude | $\begin{aligned} \|q\|^{2} & =q q^{-1} \\ & =s^{2}+\|\vec{v}\|^{2} \end{aligned}$ |
| multiplication | $\begin{aligned} q_{1} q_{2} & =q_{1}\left(s_{1}, \overrightarrow{v_{1}}\right) q_{2}\left(s_{2}, \overrightarrow{v_{2}}\right) \\ & =q_{1} q_{2}\left(s_{1} s_{2}-\overrightarrow{v_{1}} \bullet \overrightarrow{v_{2}}, s_{1} \overrightarrow{v_{2}}+s_{2} \overrightarrow{v_{1}}+\overrightarrow{v_{1}} \times \overrightarrow{v_{2}}\right) \end{aligned}$ |
| associative | $q_{1} q_{2} q_{3}=\left(q_{1} q_{2}\right) q_{3}=q_{1}\left(q_{2} q_{3}\right)$ |
| NO commutative | $q_{1} q_{2} \neq q_{2} q_{1}$ |
| unit quaternion | $q$; one satisfies that $\|q\|^{2}=1$ |
| pure quaternion | $p=p(0, \vec{v})$; one that has no scalar part. |
| rotation | $\begin{aligned} p^{\prime}\left(0, \vec{v}^{\prime}\right) & =q p q^{-1} \\ & =q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right) p(0, \vec{v}) q^{-1}\left(\cos \frac{\phi}{2}, \quad-\vec{n} \sin \frac{\phi}{2}\right) \\ & =q p q^{-1}(0, \vec{v} \cos \phi+(1-\cos \phi) \vec{n}(\vec{n} \bullet \vec{v})+\sin \phi(\vec{n} \times \vec{v})) \end{aligned}$ |

Table D.1: Basic properties of quaternions

By this reason, we define a quaternion $q$ for our purposes as follows:

$$
\begin{aligned}
q & =q(\text { scalar }, \text { vector }), \\
& =q(\text { angle }, \text { axis }), \\
& =q(s, \vec{v}), \\
& =q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right),
\end{aligned}
$$

where $|q|^{2}=s^{2}+|\vec{v}|^{2}=1$, provided that $|\vec{n}|^{2}=1$. This kind of quaternion is called a unit quaternion. If no scalar part, it is called a pure quaternion such as $p(0, \vec{v})$.

The multiplication of two quaternions $q_{1}\left(s_{1}, \overrightarrow{v_{1}}\right)$ and $q_{2}\left(s_{2}, \overrightarrow{v_{2}}\right)$ is defined by:

$$
\begin{aligned}
q_{1} q_{2} & =q_{1}\left(s_{1}, \overrightarrow{v_{1}}\right) q_{2}\left(s_{2}, \overrightarrow{v_{2}}\right) \\
& =q_{1} q_{2}\left(s_{1} s_{2}-\overrightarrow{v_{1}} \bullet \overrightarrow{v_{2}}, s_{1} \overrightarrow{v_{2}}+s_{2} \overrightarrow{v_{1}}+\overrightarrow{v_{1}} \times \overrightarrow{v_{2}}\right),
\end{aligned}
$$

where - and $\times$ represent a dot and cross product of two vectors respectively. The other properties of quaternion are summarised in Table D.1.

## 2 Rotation using Quaternions

Provided that a rotation angle is given by $\phi$ and a rotation axis by $\vec{n}$, a rotation of a vector $\vec{v}$ can be defined by the multiplication in terms of three quaternions as shown in Table D.1: a unit quaternion $q\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)$, an inverse of the unit quaternion $q^{-1}\left(\cos \frac{\phi}{2},-\vec{n} \sin \frac{\phi}{2}\right)$, and a pure quaternion $p(0, \vec{v})$ as follows:

$$
\begin{aligned}
q p q^{-1} & =\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)(0, \vec{v})\left(\cos \frac{\phi}{2},-\vec{n} \sin \frac{\phi}{2}\right) \\
& =(0, \vec{v} \cos \phi+(1-\cos \phi) \vec{n}(\vec{n} \bullet \vec{v})+\sin \phi(\vec{n} \times \vec{v}))
\end{aligned}
$$

The pure quaternion $p(0, \vec{v})$ is obtained from the vector $\vec{v}$ to be rotated. The $q$ and $q^{-1}$ are also obtained from the rotation angle $\phi$ and the rotation axis $\vec{n}$. The vector part of $q p q^{-1}$ is a rotated vector $\overrightarrow{v^{\prime}}$.

Again, we can consequently formulate a rotated vector $\overrightarrow{v^{\prime}}$ in terms of the original vector $\vec{v}$, the angle $\phi$, and the axis $\vec{n}$ fully:

$$
\overrightarrow{v^{\prime}}=\vec{v} \cos \phi+(1-\cos \phi) \vec{n}(\vec{n} \bullet \vec{v})+\sin \phi(\vec{n} \times \vec{v})
$$



Figure D.1: Rotation sphere

Figure D. 1 shows a rotation example of a vector $\vec{v}$ about an angle $\phi$ and an axis $\vec{n}$. The vector $\vec{v}$, is a rotated vector. If we employ an arbitray angle and axis to rotate the vector $\vec{v}$, rotated vectors form a sphere with a centre $c$ and a radius $|\vec{v}|$.

Proof: We are going to verify $q p q^{-1}$. Let the scalar part of a quaternion $Q$ be $S(Q)$ and the vector part be $V(Q)$. Multiplication of quaternions is associative but not commutative. So we can compute $q p q^{-1}$ through the associative rule:
$q p q^{-1}=(q p) q^{-1}$. By the definition of multiplication, $q p$ can be obtained as follows:

$$
\begin{aligned}
q p & =\left(\cos \frac{\phi}{2}, \vec{n} \sin \frac{\phi}{2}\right)(0, \vec{v}) \\
& =\left(-\sin \frac{\phi}{2} \vec{n} \bullet \vec{v}, \quad \vec{v} \cos \frac{\phi}{2}+\sin \frac{\phi}{2}(\vec{n} \times \vec{v})\right)
\end{aligned}
$$

Therefore $q p q^{-1}$ may be given as:

$$
q p q^{-1}=\left(-\sin \frac{\phi}{2} \vec{n} \bullet \vec{v}, \vec{v} \cos \frac{\phi}{2}+\sin \frac{\phi}{2}(\vec{n} \times \vec{v})\right)\left(\cos \frac{\phi}{2},-\vec{n} \sin \frac{\phi}{2}\right) .
$$

Now let us calculate the scalar and vector part of $q p q^{-1}$ separately. The scalar part $S\left(q p q^{-1}\right)$ can be obtained by:

$$
\begin{aligned}
S\left(q p q^{-1}\right) & =-\sin \frac{\phi}{2} \cos \frac{\phi}{2}(\vec{n} \bullet \vec{v})+\left(\vec{v} \cos \frac{\phi}{2}+\sin \frac{\phi}{2}(\vec{n} \times \vec{v})\right) \bullet\left(\sin \frac{\phi}{2} \vec{n}\right) \\
& =\sin ^{2} \frac{\phi}{2} \vec{n} \bullet(\vec{n} \times \vec{v}) \\
& =0
\end{aligned}
$$

where $\vec{n} \bullet(\vec{n} \times \vec{v})=0$, since $\vec{n}$ is perpendicular to $\vec{n} \times \vec{v}$.
Before computing the vector part $V\left(q p q^{-1}\right)$, it is necessary to remind ourselves of several rules of vectors:

$$
\begin{aligned}
(\vec{A}+\vec{B}) \times \vec{C} & =\vec{A} \times \vec{C}+\vec{B} \times \vec{C} \\
\vec{A} \times \vec{B} & =-\vec{B} \times \vec{A} \\
(\vec{A} \times \vec{B}) \times \vec{C} & =(\vec{A} \bullet \vec{C}) \times \vec{B}-(\vec{B} \bullet \vec{C}) \times \vec{A}
\end{aligned}
$$

Using those rules of vectors, the vector part $V\left(q p q^{-1}\right)$ can be obtained as
follows:

$$
\begin{aligned}
V\left(q p q^{-1}\right)= & \left(-\sin \frac{\phi}{2} \vec{n} \bullet \vec{v}\right)\left(-\vec{n} \sin \frac{\phi}{2}\right)+\left(\cos \frac{\phi}{2}\right)\left(\vec{v} \cos \frac{\phi}{2}+\sin \frac{\phi}{2}(\vec{n} \times \vec{v})\right)+ \\
& \left(\vec{v} \cos \frac{\phi}{2}+\sin \frac{\phi}{2}(\vec{n} \times \vec{v})\right) \times\left(-\vec{n} \sin \frac{\phi}{2}\right) \\
= & \sin ^{2} \frac{\phi}{2}(\vec{n} \bullet \vec{v}) \vec{n}+\cos ^{2} \frac{\phi}{2} \vec{v}+\cos \frac{\phi}{2} \sin \frac{\phi}{2}(\vec{n} \times \vec{v})- \\
& \cos \frac{\phi}{2} \sin \frac{\phi}{2}(\vec{v} \times \vec{n})-\sin ^{2} \frac{\phi}{2}(\vec{n} \times \vec{v}) \times \vec{n} \\
= & \sin ^{2} \frac{\phi}{2}(\vec{n} \bullet \vec{v}) \vec{n}+\cos ^{2} \frac{\phi}{2} \vec{v}+2 \cos \frac{\phi}{2} \sin \frac{\phi}{2}(\vec{n} \times \vec{v})- \\
& \sin ^{2} \frac{\phi}{2}((\vec{n} \bullet \vec{n}) \vec{v}-(\vec{v} \bullet \vec{n}) \vec{n}) \\
= & \left(\cos ^{2} \frac{\phi}{2}-\sin ^{2} \frac{\phi}{2}(\vec{n} \bullet \vec{n})\right) \vec{v}+2 \sin ^{2} \frac{\phi}{2}(\vec{n} \bullet \vec{v}) \vec{n}+ \\
& 2 \cos ^{\frac{\phi}{2}} \sin \frac{\phi}{2}(\vec{n} \times \vec{v}) \\
= & \vec{v} \cos \phi+(1-\cos \phi)(\vec{n} \bullet \vec{v}) \vec{n}+\sin \phi(\vec{n} \times \vec{v}) .
\end{aligned}
$$

Consequently, $q p q^{-1}$ turns to be a pure quaternion as follows:

$$
q p q^{-1}=\left(0, V\left(q p q^{-1}\right)\right)
$$

## Appendix E

## Actual Values of Error Estimators for Reconstructed Faces

In this appendix, we can find actual values of $A V I D$ s and SDIDs introduced in Chapter 6. These values are represented in the form of a table. There are five tables for each experiment conducted in that chapter. The first table represents the values for variously impoverished faces from me20 to me90Morp in 40 iterations.

The other tables contain experimental values for each reconstruction album. These tables are accompanied by charts. The values in a table were obtained in only 20 iterations, because the number is sufficient to show the convergent trend of our reconstruction method.

The experimental values are in a sense more precise than the accuracy associated with any single intensity value in an image. For this reason, we report them using two digits of decimal accuracy.

## 1 Table for variously impoverished faces

Values shown in Table E. 1 are the actual AVID and SDID values between two images, Oimage and Rimage. They were observed in the reconstruction process for variously impoverished faces from me20 to me90Morp. These impoverished faces together with reconstructed faces are shown in Figures 5.1 and 6.2.

Highlighted entries in the table are maximum and minimum values of the

|  | Oimage - Rimageik] |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | me20 |  | me40 |  | me60 |  | me80 |  | me90Morp |  |
| $K$ | Average | Deviation | Average | Doviation | Average | Deviation | Average | Deviation | Average | Deviation |
| 0 | 7.49 | 19.34 | 8.65 | 20.30 | 10.17 | 21.54 | 14.50 | 27.37 | 20.91 | 36.99 |
| 4 | 6.28 | 18.34 | 7.11 | 18.89 | 8.30 | 19.68 | 12.35 | 24.65 | 18.23 | 33.50 |
| 2 | 5.70 | 17.93 | 6.35 | 18.30 | 7.30 | 18.84 | 10.99 | 23.10 | 16.47 | 31.49 |
| 9 | 5.39 | 17.72 | 5.93 | 18.00 | 6.73 | 18.39 | 10.06 | 22.08 | 15.24 | 30.15 |
| 4 | 5.22 | 17.61 | 5.68 | 17.83 | 6.37 | 18.14 | 9.40 | 21.35 | 14.36 | 29.21 |
| 5 | 5.12 | 17.54 | 5.53 | 17.74 | 6.14 | 17.99 | 8.91 | 20.83 | 13.67 | 28.52 |
| 6 | 5.07 | 17.51 | 5.44 | 17.69 | 5.99 | 17.90 | 8.55 | 20.44 | 13.12 | 27.98 |
| 7 | 5.05 | 17.50 | 5.39 | 17.66 | 5.91 | 17.85 | 8.26 | 20.13 | 12.69 | 27.59 |
| 8 | 5.06 | 17.49 | 5.37 | 17.66 | 5.86 | 17.83 | 8.05 | 19.91 | 12.35 | 27.30 |
| 8 | 5.09 | 17.51 | 5.38 | 17.67 | 5.86 | 17.82 | 7.89 | 19.75 | 12.08 | 27.08 |
| 10 | 5.15 | 17.53 | 5.42 | 17.69 | 5.87 | 17.82 | 7.76 | 19.63 | 11.85 | 26.90 |
| 11 | 5.21 | 17.56 | 5.48 | 17.73 | 5.90 | 17.84 | 7.67 | 19.55 | 11.66 | 26.75 |
| 12 | 5.29 | 17.59 | 5.55 | 17.77 | 5.94 | 17.86 | 7.58 | 19.47 | 11.51 | 26.63 |
| 13 | 5.38 | 17.64 | 5.62 | 17.82 | 5.99 | 17.89 | 7.51 | 19.41 | 11.37 | 26.51 |
| 14 | 5.48 | 17.69 | 5.69 | 17.86 | 6.05 | 17.91 | 7.47 | 19.35 | 11.26 | 26.41 |
| 15 | 5.56 | 17.73 | 5.77 | 17.90 | 6.12 | 17.96 | 7.44 | 19.31 | 11.16 | 26.30 |
| 16 | 5.66 | 17.78 | 5.85 | 17.95 | 6.19 | 17.99 | 7.42 | 19.28 | 11.09 | 26.23 |
| 17 | 5.75 | 17.83 | 5.95 | 18.00 | 6.24 | 18.02 | 7.43 | 19.28 | 11.02 | 26.15 |
| 18 | 5.86 | 17.90 | 6.05 | 18.08 | 6.32 | 18.08 | 7.45 | 19.30 | 10.94 | 26.07 |
| 19 | 5.95 | 17.95 | 6.14 | 18.12 | 6.39 | 18.12 | 7.45 | 19.31 | 10.89 | 26.00 |
| 20 | 6.03 | 18.00 | 6.22 | 18.18 | 6.45 | 18.16 | 7.44 | 19.30 | 10.85 | 25.95 |
| 21 | 6.12 | 18.06 | 6.32 | 18.25 | 6.53 | 18.22 | 7.44 | 19.30 | 10.81 | 25.92 |
| 22 | 6.23 | 18.13 | 6.41 | 18.31 | 6.60 | 18.28 | 7.47 | 19.32 | 10.78 | 25.90 |
| 23 | 6.30 | 18.16 | 6.50 | 18.37 | 6.66 | 18.31 | 7.50 | 19.31 | 10.76 | 25.90 |
| 24 | 6.38 | 18.21 | 6.57 | 18.43 | 6.73 | 18.37 | 7.53 | 19.32 | 10.73 | 25.89 |
| 25 | 6.48 | 18.30 | 6.64 | 18.47 | 6.79 | 18.42 | 7.54 | 19.34 | 10.70 | 25.88 |
| 26 | 6.57 | 18.36 | 6.71 | 18.51 | 6.86 | 18.44 | 7.59 | 19.39 | 10.67 | 25.88 |
| 27 | 6.64 | 18.39 | 6.80 | 18.59 | 6.95 | 18.50 | 7.61 | 19.40 | 10.67 | 25.89 |
| 28 | 6.73 | 18.45 | 6.87 | 18.64 | 7.01 | 18.53 | 7.60 | 19.39 | 10.66 | 25.86 |
| 29 | 6.80 | 18.51 | 6.93 | 18.66 | 7.05 | 18.56 | 7.61 | 19.40 | 10.65 | 25.87 |
| sol | 6.85 | 18.54 | 6.98 | 18.68 | 7.09 | 18.60 | 7.64 | 19.44 | 10.67 | 25.90 |
| 31 | 6.90 | 18.57 | 7.03 | 18.71 | 7.12 | 18.64 | 7.65 | 19.43 | 10.65 | 25.88 |
| 32 | 6.95 | 18.59 | 7.08 | 18.73 | 7.15 | 18.66 | 7.66 | 19.44 | 10.60 | 25.84 |
| 33 | 6.98 | 18.61 | 7.13 | 18.76 | 7.17 | 18.67 | 7.70 | 19.48 | 10.61 | 25.84 |
| 84 | 7.00 | 18.63 | 7.15 | 18.77 | 7.20 | 18.68 | 7.70 | 19.50 | 10.62 | 25.84 |
| 35 | 7.04 | 18.65 | 7.19 | 18.79 | 7.22 | 18.70 | 7.69 | 19.48 | 10.60 | 25.82 |
| 39 | 7.06 | 18.65 | 7.24 | 18.83 | 7.27 | 18.71 | 7.71 | 19.50 | 10.56 | 25.80 |
| 37 | 7.11 | 18.69 | 7.27 | 18.84 | 7.31 | 18.74 | 7.72 | 19.49 | 10.54 | 25.81 |
| 88 | 7.15 | 18.71 | 7.28 | 18.87 | 7.35 | 18.77 | 7.73 | 19.50 | 10.52 | 25.80 |
| 89 | 7.16 | 18.72 | 7.32 | 18.91 | 7.41 | 18.82 | 7.74 | 19.50 | 10.51 | 25.78 |
| 40 | 7.21 | 18.74 | 7.36 | 18.94 | 7.45 | 18.85 | 7.75 | 19.51 | 10.50 | 25.78 |

Table E.1: Experimental values for variously impoverished faces
$A V I D$ s and SDIDs. The maximum values are all observed at the first rows. They correspond to the impoverished faces given initially. The minimum values are shifted down according to the impoverished faces. The minimum values for me90Morp are observed at the $40^{\text {th }}$ iteration, while those of the others are obtained within 20 iterations.

In the table, the left most columns ( $K$ 's) represent the number of iterations. Oimage stands for an input face image, and Rimage $[k]$ is an image of a reconstructed face at the $k^{\text {th }}$ iteration. Charts obtained from this table are depicted in Figures 6.4 and 6.5 in Chapter 6.

## 2 Album1 : from four different objects

### 2.1 Table of averages and standard deviations of intensity differences

Table E. 2 represents the experimental values for the statistical estimators observed in the reconstruction process for john80, stephane80, hand80, and instep80. The impoverished and reconstructed objects are shown in Figure 6.6. Highlighted numbers represent the maximum and minimum values of $A V I D \mathrm{~s}$ and SDIDs in the process.

The maximum values are observed at the first rows. They were obtained from the impoverished models before being processed. The minimum values are shown around the $20^{t h}$ iteration. The values decrease as the iterations progress. This indicates that reconstructed objects converge on the original faces represented by the input images in the process.

### 2.2 Averages of intensity errors: AVID

The curves in Figure E. 1 were plotted by the AVID values in Table E.2. They may be characteristic of AVIDs of $80 \%$ impoverished faces. They rapidly drop at the beginning, and then slowly decrease as the process continues. The curve for stephane 80 is slightly more stretched than the others.

From the charts, average intensity errors continuously decrease. Therefore, our reconstruction method improves the impoverished faces in Album1 to approach the original faces in each input image.


Averages of intensity differences of Oimage Rimage[k]



Averages of intensity differences of Oimage.
Rimage[k]


Figure E.1: AVID charts for Album1

### 2.3 Standard deviations of intensity erros: SDID

The curves in Figure E. 2 were plotted by the SDID values in Table E.2. They are similar to the curves with respect to the AVID values shown in Figure E.1. As the iteration goes on, they drop rapidly at the beginning and then slowly decrease. That is, standard deviations from each AVID value decrease. Consequently, it is clear that our reconstruction method is stable for Album1.

## 3 Album2 : from a half cylinder and ovoid

### 3.1 Table of averages and standard deviations of intensity differences

Table E. 3 shows the experimental values of AVIDs and SDIDs. They were observed in the reconstruction process for a half-cylindrical face ${ }^{1}$, as shown in Figure 6.8. Highlighted numbers are minima and maxima.

The first rows in the table are the maximum values. They correspond to the impoverished faces before being processed. The minimum values are observed at the $20^{t h}$ iteration. The values between minima and maxima decrease as the iterations go on. This implies that the reconstructed faces converge.

It is noticable that the minimum values in Album2 are larger than the maxima of Album1. For example, the minimum AVID of 47.83 for johnCL is larger than the maximum AVID of 14.27 for john80. This difference is due to a lack of prior knowledge. The reconstruction process for Album1 started with at least $20 \%$ prior knowledge, but Album2 was processed with less knowledge at the beginning.

### 3.2 Averages of intensity errors: AVID

The curves in Figure E. 3 were generated by the AVID values in Table E.3. On the whole, they decrease linearly in 20 iterations. This linear decrease is characteristic of the reconstruction starting from an impoverished face that has almost no prior knowledge about the original face. We can find the AVID curves for a half ovoid in Figure E.4.

[^30]|  | Olmage－Rimage［k］ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Joh | 880 | stephane80 |  | hand80 |  | Instep80 |  |
| K | Average | Deviation | Average | Devlation | Average | Doviation | Average | Deviation |
| \％ | \％matem | （smmmex．62． | 30.72 | 38.74 | 12．59 | \％31．33 |  | 24．44＊＊＊ |
| 楼 | 12.37 | 23.03 | 28.69 | 35.83 | 11.40 | 29.18 | 8.04 | 22.12 |
| \％ | 11.31 | 21.35 | 27.33 | 34.06 | 10.64 | 27.86 | 7.48 | 20.85 |
| \％ | 10.62 | 20.30 | 26.31 | 32.78 | 10.06 | 26.69 | 7.11 | 20.02 |
| 継 | 10.14 | 19.59 | 25.50 | 31.76 | 9.62 | 25.82 | 6.83 | 19.42 |
|  | 9.77 | 19.06 | 24.79 | 30.89 | 9.28 | 25.19 | 6.61 | 18.93 |
| 6 | 9.49 | 18.66 | 24.15 | 30.14 | 9.02 | 24.73 | 6.42 | 18.53 |
| \％ | 9.27 | 18.35 | 23.58 | 29.45 | 8.80 | 24.37 | 6.27 | 18.23 |
| 㘼 | 9.09 | 18.10 | 23.05 | 28.83 | 8.60 | 24.04 | 6.12 | 17.92 |
| \％6 | 8.95 | 17.90 | 22.54 | 28.26 | 8.40 | 23.69 | 5.99 | 17.70 |
| 010 | 8.83 | 17.73 | 22.05 | 27.74 | 8.20 | 23.36 | 5.89 | 17.53 |
| W8 | 8.74 | 17.61 | 21.60 | 27.27 | 8.01 | 23.04 | 5.80 | 17.38 |
| 12 | 8.67 | 17.51 | 21.19 | 26.86 | 7.83 | 22.77 | 5.74 | 17.26 |
| 18 | 8.60 | 17.41 | 20.81 | 26.50 | 7.66 | 22.54 | 5.69 | 17.18 |
| 14 | 8.54 | 17.32 | 20.46 | 26.15 | 7.52 | 22.35 | 5.65 | 17.12 |
| 48 | 8.50 | 17.24 | 20.14 | 25.85 | 7.40 | 22.21 | 5.63 | 17.02 |
| 16 | 8.46 | 17.18 | 19.84 | 25.58 | 7.32 | 22.12 | 5.63 | 17.03 |
| 47 | 8.43 | 17.13 | 19.58 | 25.33 | 7.24 | 22.01 | 5.61 | 16.98 |
| 18 | 8.42 | 17.12 | 19.35 | 25.11 | 7.18 | 21.92 | 5.61 ， | 16.97 |
| 18 | 8.44 | 17.12 | 19.12 | 24.92 | 7.14 | 21.88 | 5.62 | 17.01 |
| 20 | 8.43 | 17.11 | 18.91 | 24.75 | 7.09 | 21.82 | 5.65 | 17.07 |

Table E．2：Experimental values for Album1

|  | Oimage－Rimage［k］ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | meCL |  | johnCL |  | stephaneCL |  |
| K | Average | Deviation | Average | Deviation | Average | Deviation |
| 0 | 49.44 | 68.49 | ． 61.46 | 74.83 | 38.29 | 50．98： |
| 1 | 47.75 | 67.54 | 60.05 | 73.93 | 36.96 | 48.89 |
| 2 | 46.62 | 66.89 | 59.12 | 73.30 | 35.92 | 47.32 |
| 3 | 45.74 | 66.34 | 58.31 | 72.73 | 35.06 | 46.09 |
| 4 | 44.96 | 65.83 | 57.56 | 72.18 | 34.31 | 45.05 |
| 5 | 44.22 | 65.28 | 56.85 | 71.64 | 33.61 | 44.12 |
| 6 | 43.48 | 64.69 | 56.15 | 71.10 | 32.96 | 43.30 |
| 7. | 42.72 | 64.10 | 55.43 | 70.55 | 32.34 | 42.56 |
| 8 | 42.01 | 63.58 | 54.70 | 70.00 | 31.74 | 41.89 |
| 9 | 41.35 | 63.09 | 53.96 | 69.44 | 31.16 | 41.27 |
| 10 | 40.73 | 62.61 | 53.19 | 68.81 | 30.59 | 40.70 |
| 11 | 40.18 | 62.19 | 52.45 | 68.21 | 30.03 | 40.15 |
| 12 | 39.71 | 61.81 | 51.76 | 67.68 | 29.49 | 39.62 |
| 13 | 39.29 | 61.45 | 51.11 | 67.18 | 28.98 | 39.14 |
| 14 | 38.90 | 61.10 | 50.52 | 66.72 | 28.50 | 38.68 |
| 15 | 38.55 | 60.77 | 49.97 | 66.27 | 28.05 | 38.28 |
| 16 | 38.20 | 60.41 | 49.46 | 65.84 | 27.65 | 37.91 |
| 17 | 37.87 | 60.05 | 49.01 | 65.45 | 27.29 | 37.58 |
| 18 | 37.58 | 59.70 | 48.59 | 65.10 | 26.97 | 37.30 |
| 19 | 37.30 | 59.37 | 48.20 | 64.78 | 26.70 | 37.06 |
| 20 | 37.04 | 59.07 | 47.83 | 64.46 | 26.47 | 36.85 |

Table E．3：Experimental values for Album2


Figure E.2: SDID charts for Album1

|  | Oimage - Rimage[k] |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | johnov |  | stephaneOV |  |
| $k$ | Average | Deviation | Average | Deviation | Average | Deviation |
| 0 | 24.43 | 43.43 | 30.00 | 47.41 | 34.59 | 54.02 |
| 1 | 23.60 | 42.77 | 29.21 | 46.42 | 34.18 | 53.63 |
| 2 | 23.00 | 42.37 | 28.56 | 45.71 | 33.80 | 53.28 |
| 3 | 22.50 | 42.06 | 28.02 | 45.18 | 33.44 | 52.99 |
| 4 | 22.10 | 41.84 | 27.55 | 44.78 | 33.06 | 52.71 |
| 5 | 21.71 | 41.61 | 27.09 | 44.39 | 32.68 | 52.48 |
| 6 | 21.40 | 41.48 | 26.68 | 44.11 | 32.31 | 52.27 |
| 7 | 21.12 | 41.33 | 26.28 | 43.83 | 31.97 | 52.10 |
| 6 | 20.88 | 41.20 | 25.94 | 43.64 | 31.60 | 51.89 |
| 9 | 20.67 | 41.10 | 25.63 | 43.45 | 31.31 | 51.78 |
| 10 | 20.52 | 41.03 | 25.31 | 43.24 | 31.00 | 51.61 |
| 11 | 20.40 | 40.99 | 25.06 | 43.19 | 30.74 | 51.50 |
| 12 | 20.25 | 40.83 | 24.84 | 43.10 | 30.56 | 51.48 |
| 13 | 20.19 | 40.80 | 24.68 | 43.09 | 30.38 | 51.43 |
| 14 | 20.11 | 40.70 | 24.50 | 43.03 | 30.23 | 51.40 |
| 15 | 20.10 | 40.65 | 24.36 | 43.01 | 30.12 | 51.41 |
| 16 | 20.08 | 40.60 | 24.28 | 43.00 | 30.00 | 51.37 |
| 17 | 20.06 | 40.52 | 24.20 | 43.03 | 29.92 | 51.35 |
| 18 | 20.11 | 40.56 | 24.16 | 43.03 | 29.89 | 51.39 |
| 19 | 20.15 | 40.53 | 24.08 | 43.01 | 29.86 | 51.37 |
| 20 | 20.25 | 40.65 | 24.06 | 43.06 | 29.89 | 51.40 |

Table E.4: Experimental values for a half ovoid


Figure E.3: AVID charts for Album2


Figure E.4: AVID charts for a half ovoid

Consequently, average intensity errors for Album2 decreased, so our reconstruction method makes a half-cylindrical face approach the original face in each face image.

### 3.3 Standard deviations of intensity erros: SDID

The curves in Figure E. 5 were created by the SDID values in Table E.3. They are similar to the AVID curves as shown in Figure E.3. They drop linearly as the reconstruction process goes on. This means that the standard deviations from each AVID value decrease. Consequently, it is clear that our reconstruction method is stable for Album2. The SDID curves for a half ovoid can also be found in Figure E.6.

## 4 Album3: from a flat surface

### 4.1 Table of averages and standard deviations of intensity differences

Table E. 5 shows the AVID and SDID values observed in the reconstruction process for a flat surface. This flat surface has almost no prior knowledge about the original faces in the input face images, shown in Figure 6.12. The highlighted numbers are the minima and maxima of the AVIDs and SDIVs for Album3.

Being similar to Album2, the maximum values are observed at the first rows, which correspond to the impoverished faces given initially, while the minimum values are shown at the $20^{t h}$ iteration. The values in the table decrease as the iterations go on. This also implies that reconstructed faces converge into the original faces in input images.

Generally speaking, the minimum values of Album3 are larger than the maxima of those for Album2. This indicates that a cylindrical surface has more knowledge than a flat surface, and this implies that human faces are more cylindrical than flat.

### 4.2 Averages of intensity errors: AVID

The curves in Figure E. 7 were obtained from the AVID values in Table E.5. On the whole, they linearly decrease on the whole as the process goes on. This


Figure E.5: SDID charts for Album2


Figure E.6: SDID charts for a half ovoid

|  | Gimage - Rimage[k] |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | oto |  | oto |
| K | Average | Deviation | Average | Deviation | Average | Deviation | Average | Deviation |
| 0 | 78.57 | 46.59 | 105.36 | 73.32 | 60.96 | 46.52 | 59.49 | 51.12 |
| 1 | 76.54 | 45.36 | 100.05 | 72.17 | 58.62 | 46.31 | 57.28 | 51.07 |
| 2 | 75.15 | 44.76 | 96.79 | 71.38 | 57.25 | 46.26 | 56.11 | 51.02 |
| 3 | 74.05 | 44.40 | 94.29 | 70.67 | 56.14 | 46.21 | 55.20 | 50.96 |
| 4 | 73.11 | 44.13 | 92.20 | 70.05 | 55.22 | 46.16 | 54.46 | 50.88 |
| 5 | 72.27 | 43.91 | 90.38 | 69.45 | 54.41 | 46.13 | 53.81 | 50.81 |
| 6 | 71.49 | 43.71 | 88.74 | 68.87 | 53.71 | 46.11 | 53.24 | 50.74 |
| 7 | 70.76 | 43.52 | 87.22 | 68.31 | 53.08 | 46.10 | 52.71 | 50.67 |
| $\boldsymbol{\sim}$ | 70.04 | 43.33 | 85.77 | 67.75 | 52.52 | 46.09 | 52.21 | 50.61 |
| 9 | 69.30 | 43.16 | 84.33 | 67.17 | 52.02 | 46.09 | 51.75 | 50.54 |
| 10 | 68.54 | 42.99 | 82.89 | 66.59 | 51.57 | 46.08 | 51.29 | 50.48 |
| 11 | 67.73 | 42.83 | 81.49 | 66.03 | 51.17 | 46.07 | 50.84 | 50.42 |
| 12 | 66.87 | 42.67 | 80.13 | 65.47 | 50.81 | 46.06 | 50.40 | 50.36 |
| 13 | 65.96 | 42.53 | 78.81 | 64.94 | 50.48 | 46.04 | 49.99 | 50.30 |
| 14 | 65.02 | 42.38 | 77.54 | 64.42 | 50.18 | 46.02 | 49.59 | 50.24 |
| 15 | 64.07 | 42.21 | 76.36 | 63.90 | 49.92 | 46.01 | 49.22 | 50.17 |
| 16 | 63.09 | 42.03 | 75.23 | 63.37 | 49.70 | 45.99 | 48.87 | 50.08 |
| 17 | 62.14 | 41.87 | 74.09 | 62.81 | 49.52 | 45.96 | 48.57 | 49.96 |
| 18 | 61.19 | 41.76 | 72.99 | 62.24 | 49.35 | 45.95 | 48.31 | 49.80 |
| 19 | 60.29 | 41.66 | 71.90 | 61.63 | 49.21 | 45.94 | 48.09 | 49.58 |
| 20 | 59.46 | 41.59 | 70.86 | 60.99 | 49.09 | 45.92 | 47.87 | 49.15 |

Table E.5: Experimental values for Album3


Figure E.7: AVID charts for Album3
is similar to the curves for Album2, because a flat surface also has almost no knowledge about the original faces in the input images in Album3.

Average intensity errors, $A V I D s$, decrease. Therefore our reconstruction method can produce reconstructed faces that reflect the originals in input face images, starting from a flat surface.

### 4.3 Standard deviations of intensity erros: SDID

The curves in Figure E. 8 were created by the SDID values in Table E.5. They decrease as the iteration goes on. That is, the standard deviations from each AVID value decrease. Consequently, it is clear that our reconstruction method is stable even when flat faces are applied.


Figure E.8: SDID charts for Album3
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[^0]:    ${ }^{1}$ This is a polygonal mesh that poorly represents the geometrical structure of the original face.

[^1]:    ${ }^{1}$ Figure 2.11 in Chapter 3 shows an example of the flatness.

[^2]:    ${ }^{2}$ For example, the reconstructed faces in Figure 1.1 are images of Lambertian surfaces. The imaging model about this surface is addressed in Chapter 2 more in detail.
    ${ }^{3}$ Conventionally the heart of the SFS problem is the solution of the imaging model or image irradiance equation. It is $I(x, y)=R(p(x, y), q(x, y))$, where $I(x, y)$ is an observed intensity of an image point, $R(p, q)$ is the reflectance map (scene radiance) for a surface point, and $p$ and $q$ are partial derivatives of the surface height with respect to $x$ and $y$. Therefore, we must find additional constraints on the imaging model in order to solve that ill-posed equation, since it contains two unknowns $p$ and $q$ at a particular point in the image.
    ${ }^{4}$ The term image intensity will be used in this thesis rather than the technically more correct image irradiance.

[^3]:    ${ }^{5}$ These images are created by applying the normal interpolation renderer to polygonal faces, which is addressed in Chapter 2.

[^4]:    ${ }^{6}$ This term is usually referred as the imaging model or the rendering model. The former is focused on computer vision, which is also called the reflectance model, while the latter is focused on computer graphics. In this thesis, we prefer to use the shading model for both sides.

[^5]:    ${ }^{1}$ The lobe and the spike component are collectively called specular reflectance.

[^6]:    ${ }^{2}$ This is a collection of light rays from a source to a surface point [Gla89]. In the thesis, we will refer it as a derectional vector $\vec{L}$ from a surface point to the source instead, as shown in Figure 2.1.

[^7]:    ${ }^{3}$ For example, Parke and Waters used the Phong model to render their face models [Par82, Wat87].

[^8]:    ${ }^{4} \mathrm{C} 3 \mathrm{D}$ and The Turing Institute are trademarks of the Turing Institute.

[^9]:    ${ }^{5}$ The initial point can be provided by singular points or occluding boundaries [Hor86].
    ${ }^{6}$ In practice, the step is usually taken in the direction of the steepest descent path.

[^10]:    ${ }^{7}$ In standard regularisation theory, the ill-posed problem of finding a solution $z$ from data $y$,

    $$
    A z=y
    $$

    requires minimising a cost function,

    $$
    \|A z-y\|^{2}+\lambda\|P z\|^{2},
    $$

    where $A$ is a linear operator, $\|P z\|$ is a stabilising function, and $\lambda$ is a weighting parameter that controls the compromise between the level of regularisation of the solution and its closeness to the data $y$. The cost function has to be both close to the data and regular by making the constrained term $\|P z\|^{2}$ small.

[^11]:    ${ }^{8}$ This image is adapted from the Computer Science Department, University of Central Florida, Orlando, USA.

[^12]:    ${ }^{9}$ The machine used is SPARCstation 20 with two 75 Mhz SuperSparc processors and 256 Mbytes of RAM

[^13]:    ${ }^{10} C 3 D$ and The Turing Institute are trademarks of the Turing Institute.

[^14]:    ${ }^{1}$ In this thesis, a face is referred as a (polygonalised) face model or a face mesh without discrimination hereafter.

[^15]:    ${ }^{2} \mathrm{C} 3 \mathrm{D}$ and The Turing Institute are trademarks of the Turing Institute

[^16]:    ${ }^{3}$ In this sense, a polygon is often referred to as a triangle, as well.

[^17]:    ${ }^{4}$ Appendix $A$ collectively introduces several algoritms of them.
    ${ }^{5}$ This word stands for MEsh reDUCER.

[^18]:    ${ }^{6}$ This word stands for MEsh eDITOR.
    ${ }^{7}$ In this section, it means the action of clicking the mouse on the screen by the user.

[^19]:    ${ }^{1}$ This cone is referred as an intensity cone and will be introduced in the next section.

[^20]:    ${ }^{1}$ A model triangle is oriented by a model normal $\vec{N}_{m}$ and a rotated triangle is oriented by a reconstructed normal $\vec{N}_{r}$.

[^21]:    ${ }^{2}$ In the thesis, the number of iterations does not always mean that a reconstructed face implies a minimum error. The discussion about iteration will be given in the next chapter.

[^22]:    ${ }^{1}$ If the width and height of an image are identical with $w$ and $h$ respectively, then $N$ is equal to $w \cdot h$.
    ${ }^{2}$ The AVID stands for AVerage Intensity Differences between Oimage and Rimage.

[^23]:    ${ }^{3}$ The SDID stands for Standard Deviation of Intensity Differences between Oimage and Rimage.

[^24]:    ${ }^{4}$ We will address one possible way to avoid this problem in the final chapter.

[^25]:    ${ }^{5}$ An impoverished face is an abstracted version based on the original face, while a generalised simple face has very little connection with the original one such as a half-cylinder, half-ovoid, or flat surface.
    ${ }^{6}$ We can imagine a half-ovoid as another kind of simple faces. In practice, their results are similar to each other. In Album2, they will be discussed.

[^26]:    ${ }^{7}$ In face, the AVIDs for meOV and stephaneOV contain each minimum value. This means that the ovoid has more prior knowledge than the cylinder.

[^27]:    ${ }^{8}$ They were adapted from the Computer Science Department, University of Central Florida, Orlando, USA.

[^28]:    ${ }^{9}$ It should be said that the result of the top in Figure 6.12 is distinguishable from that in Figure 2.11 in Chapter 2. That is, the former was obtained at the $6^{t h}$ iteration, while the latter was obtained at the $2000^{\text {th }}$ one. In addition, the quality of the former is clearer than that of the latter. Finally, the running time corresponding to the latter is around 240 seconds as shown in Table 2.1, but ours is around 60 seconds, assuming that they are in the same condition.

[^29]:    ${ }^{1}$ The term acceptable is different from recognisable. The former is focused on the 3D appearance of a reconstructed face, but the latter is not. For example, the reconstructed face in Figure 6.13 is not acceptable but recognisable, because it still looks a 2D image even if it is viewed in the different directions. However, the reconstructed face in Figure 7.1 is acceptable.

[^30]:    ${ }^{1}$ Similarly, the experimental values for a half-ovoid are shown in Table E.4. In addition, the curves corresponding to those values are given in Figures E. 4 and E. 6 as well.

