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ABSTRACT

In the unicellular eukaryote Saccharomyces cerevisiae, CIn3-CDK activity enables Start, the irreversible
commitment to the cell division cycle. However, the concentration of CIn3 has been paradoxically
considered to remain constant during G1, due to the presumed scaling of its production rate with cell
size dynamics. Measuring metabolic and biosynthetic activity during cell cycle progression in single
cells, we found that cells exhibit pulses in protein production rate, which do not scale with cell size
dynamics, but, following the intrinsic metabolic dynamics, peak around Start. Using a viral-based
bicistronic construct and targeted proteomics to measure CIn3 at the single-cell and population levels,
we show that the differential scaling between protein production and cell size leads to a temporal
increase in CIn3 concentration, and passage through Start. This differential scaling causes Start in both
daughter and mother cells across growth conditions. Thus, uncoupling between two fundamental

physiological parameters drives cell cycle commitment.
INTRODUCTION

The cell division cycle is the process by which eukaryotic cells replicate themselves. Cells irreversibly
commit to enter the cell cycle after passing through a checkpoint located in late G1, known as Start in
budding yeast, or the restriction point in mammals®. The most upstream activator of Start is CIn3%™, a
highly unstable G1 cyclin®. In complex with the cyclin-dependent kinase Cdc28, CIn3 activates Start by
de-repressing SBF/MBF-related transcription via phosphorylation of the transcriptional inhibitor
Whi5%7 and also via Whi5-independent means®. CIn3-mediated de-repression of transcription leads to
the activation of a positive feedback loop involving SBF and the late G1 cyclins CIn1/2, which locks the

transition from the G1 to the S phase of the cell cycle®.

Although it has long been known that CIn3 overexpression triggers early passage through Start, and
thus, CIn3 is a rate-limiting activator of Start>™*, the dynamics of CIn3 protein concentration during the
cell cycle are still largely enigmatic. While the mRNA of CLN3 appears to oscillate during the cell cycle,
with a peak around the M/G1 transition®°, the dynamics of the CIn3 protein are unclear. Early bulk
measurements with cells from synchronous cultures suggested that there are no cell-cycle related
fluctuations in CIn3 levels®. However, later population-level studies pointed towards changes in CIn3
abundance during G1'**2, Determination of CIn3 levels via microscopy has so far remained impossible,
likely due to the instability of the protein® and its low abundance. Time-lapse microscopy with
hyperstable CIn3 mutants, however, suggested that the concentration of CIn3 remains constant during
G1®. Thus, despite its key position in the Start network, the dynamics of this critical cell cycle regulator

remain elusive.
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The abundance of CIn3 is considered to be directly dependent on the rate of protein production®, due
to the instability of CIn3 and the sensitivity of its translation rate to overall translation initiation®.
However, the dynamics of the protein production rate and cell size during G1 are also still rather
elusive, and thus, it is unclear how they together influence the concentration of CIn3. It is generally
assumed that protein production rate scales with cell size'*, according to which the concentration of
CIn3 would remain constant during the cell cycle®®. However, it is unclear whether this parallel scaling
is correct: while the rate of protein production has been described to either increase exponentially

1718 or to remain constant®, the rate of cell size increase has been found to be

during the cell cycle
exponential?®?!, biphasic with two distinct linear growth phases'®, or even to have more complex
dynamics??23, Thus, despite being fundamental physiological parameters, the dynamics of the protein
production rate and cell size during the cell cycle, and thus, their relationship and effect on CIn3

dynamics, remain unclear.

Despite the ambiguity in CIn3 dynamics, all prevalent models for Start assume a constant CIn3
concentration during G1¥'32%2% For instance, it was suggested that with constant CIn3 concentration,
the increase in the absolute number of CIn3 molecules during G1 would promote Start by saturating a
fixed number of SBF binding sites®. However, more recent work suggested that the ratio between CIn3
and Whi5 levels is what determines Start independently of DNA content!®. Alternatively, it was
proposed that release of ER-retained CIn3 during G1 leads to an increase in nuclear CIn3 concentration
and promotion of Start>*?>. However, a recent localization analysis with a hyperstable CIn3 mutant did
not show any change in the enrichment of CIn3 in the nucleus during G1%3. Finally, also assuming a
constant CIn3 concentration, it was proposed that Start is triggered by the dilution of the Start-inhibitor
Whi5®3. However, a recent study did not detect any decrease in Whi5 concentration during G1%.
Moreover, while the Whi5-dilution model assumes that the increase of cell size during G1 determines
the timing of Start, a lack of correlation between the rate of cell proliferation and cell size was recently

reported?’, leaving unclear how the respective model applies across growth conditions.

A so far underrated element of Start control is the intrinsic dynamics of metabolism during the cell

29,30

cycle?®?, Metabolic oscillations in the hour-scale, although autonomous from the cell cycle?*?°, are

strongly coupled to cell cycle progression across growth conditions?®?3?

, with the period around Start
being characterized by an increase in flux through central carbon metabolism32. Metabolism is linked
to Start, at least partially, via acetyl-CoA, a metabolite of glucose catabolism, which induces the
transcription of CLN3 along with ribosomal and other growth genes through promotion of histone

acetylation®3. Also, it was suggested that metabolic inputs may shape cell cycle decisions by influencing

the rate of protein production®*. Nevertheless, it was only until recently that indication was obtained
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that metabolic oscillations dynamically gate Start?®, but how metabolic oscillations influence the

commitment to the division cycle remains largely unknown.

Here, using microfluidics and time-lapse microscopy to measure simultaneously cell cycle,
biosynthetic, and metabolic activity in individual Saccharomyces cerevisiae cells, we found that at
constant nutrient conditions cells display a pulse in protein production rate during G1, which (i)
requires a sufficient flux through central carbon metabolism, (ii) does not scale with cell size dynamics,
and (iii) is essential for passage through Start. Using a viral-based bicistronic construct to overcome
the chronic technical hurdle of determining the concentration of wild type CIn3 in vivo, and targeted
proteomics, we show that this differential scaling between protein production rate and cell size
dynamics leads to a severalfold increase in CIn3 concentration in G1, causing Start. Moreover, we
demonstrate that this differential scaling explains Start across different growth conditions and in both
daughter and mother cells. Our results resolve a nearly two-decade long enigma, showing that the
uncoupling of two fundamental physiological parameters promotes the commitment to the cell

division cycle.
RESULTS
Cells with low glycolytic flux generate biomass, but fail to pass Start

Towards understanding the impact of metabolic oscillations on cell cycle control, we first asked if Start
depends on the level of flux through central carbon metabolism. To test this, we used microfluidics3>2®
and microscopy to monitor the budding activity of hundreds of individual cells of a strain (TM6*) that,
compared to wild type, displays a =5-fold reduced glycolytic flux in glucose-rich conditions, due to the
expression of only a chimeric hexose transporter (HXT) gene instead of the native HXTs*’. We found
that on high glucose (10 gL}), a fraction of cells (3.06% * 0.96%; mean + SEM, 4 independent biological
experiments, n=966 cells) remained unbudded during the > 40-hour observation period (Figure 1a), in
contrast to wild type, where all cells budded (n=789 cells). To test if these non-dividing cells are viable,
we assessed their capacity to produce biomass. We found that the non-dividing cells increased in
volume nearly two-fold over time (Figure 1b), and also almost tripled their GFP content when GFP was
expressed via a constitutive promoter (Figure 1c; Extended Data Figure 1a), demonstrating their
viability. Using the localization of the transcriptional inhibitor Whi5 as a reporter of cell cycle phase,

we found that all non-dividing cells were arrested in G1, and thus, had not undergone Start (Extended

Data Figure 1b).

To test if the G1-arrested cells had lower glucose uptake rate compared to coexisting dividing cells, we

provided the cells with a =20-min pulse of the fluorescent glucose analogue 2-[N-(7-nitrobenz-2-oxa-
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1,3-diazol-4-yl) amino]-2-deoxy-d-glucose (2-NBDG), which is not metabolized further in glycolysis
after its uptake and phosphorylation®. We found that the G1-arrested cells displayed significantly
lower increase in 2-NBDG fluorescence in comparison to the dividing cells (Figures 1d and 1e),
indicating that they indeed have a lower glucose uptake rate. Consistently, we found that feeding wild
type cells in the microfluidics device with steady, very low concentrations of glucose, which at around
0.025 gL becomes limiting for glucose uptake®, led to up to ~80% of Gl-arrested cells in the
population (Extended Data Figure 1d). These findings indicate that cells with low glycolytic flux are able

to produce biomass and increase in size, but fail to pass Start.
High glycolytic flux enables Start by allowing for fast protein production

To test if the low metabolic flux was indeed limiting for Start, we constructed a strain in which glycolytic
flux could be orthogonally controlled in an otherwise unaltered nutrient environment. Specifically,
because in single-HXT strains the glucose uptake rate directly correlates with Hxt expression levels®,
we introduced the glucose transporter gene HXT1 under the control of a tetracycline inducible
promoter in a strain lacking all native glucose transporters*’. In the absence of tetracycline, we found
that leaky Hxtl expression (Extended Data Figure le) led to the coexistence of dividing and non-
dividing cells (=8% of 220 cells, observed for over 16 h), similarly to what we observed in the other low-
flux strain (TM6*). Whi5-GFP localization demonstrated that also these non-dividing cells were
arrested in G1 (Extended Data Figure 1b). Upon induction of Hxt1 expression, 94.9% of the G1-arrested
cells passed Start (Figure 1f). Start occurred only after the increase in Hxt1 levels, as shown with an
Hxt1-GFP fusion (Figure 1f inset). Similarly, we found that the low-flux TM6* G1-arrested cells could
also pass Start in response to increased glycolytic flux, accomplished by switching the feed from
glucose to maltose (Extended Data Figures 1f and 1g). Note that maltose also fuels glycolysis, but in
the TM6* strain with a higher rate compared to glucose (Extended Data Figure 1f), since it is taken up

t42

via HXT-independent transport™. These experiments show that the level of glycolytic flux can be rate-

limiting for Start.

We hypothesized that the increase in glycolytic flux enables Start by allowing for faster protein
production. To test this, we first determined the rate of protein production in the low-flux TM6* G1-
arrested cells and in the coexisting high-flux dividing cells. Specifically, we determined the rate of
yEGFP accumulation in newly born cells (Figure 1g — upper panel), when yEGFP was expressed from a
constitutive Tet-On promoter®®. We found that following cell birth, the low-flux G1-arrested cells had
significantly lower rates of protein production compared to cells that managed to pass Start (Figure 1g
—lower panel). When we shifted the cells from glucose to maltose, which leads to substantial increase

in glycolytic flux (Extended Data Figure 1f), we found that the G1-arrested cells displayed a pulse in the
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rate of protein production before passage through Start (Extended Data Figure 1h). To obtain the time
evolution of single-cell GFP production rates, we first smoothed the total GFP abundance time series
of each cell by fitting a Gaussian process model, and then calculated the derivative of the Gaussian
process posterior function (see Methods). We observed the same pulse response when we shifted wild
type cells arrested in G1 on low (0.01 gL?) glucose, to high (20 gL!) glucose (Figure 1h). We found that
the increase in the rate of protein production upon increase of glycolytic flux was necessary for Start,
since addition of 100 gL cycloheximide (60 min after the switch to high glucose) prevented cells from
undergoing Start (Figures 1h and 1i). Thus, an induced increase in glycolytic flux leads to a pulse in the

rate of protein production, which is required for passage through Start.

Cells in steady nutrient conditions exhibit pulses in protein production in synchrony with metabolic

oscillations

2829 gre related to

Next, we asked whether the intrinsic dynamics of metabolism during the cell cycle
changes in the overall rate of protein production. First, we confirmed that also in wild type cells
growing at steady-state conditions, there is an increase in glucose uptake rate during G1 (Figures 2a-
2c). Then, to test the connection between metabolic and protein production dynamics, we measured
in single cells the production rate of sfGFP (driven by the TEF1 promoter) while concomitantly
monitoring NAD(P)H autofluorescence?®**, which has been previously used to report glycolytic flux
dynamics in yeast*®® (Extended Data Figures 2a and 2b). To define the timing of Start, we recorded the
localization of Whi5-mCherry. We found that during unperturbed growth, cells displayed pulses in

protein production rate during G1, which were in phase with the NAD(P)H oscillations, and coincided

with Start (Figures 2d, 2e, and Extended Data Figures 2c-2e).

To test if the dynamic changes of metabolism were necessary for the pulses in the protein production
rate, we perturbed glycolytic flux during G1 by temporarily adding to the 20 gL glucose medium, 2 gL°
! of the non-metabolizable glucose analogue 2-Deoxy-D-glucose (2-DG), which is taken up,
phosphorylated by hexokinase, but not metabolized further into glycolysis*®®. We found that the
addition of 2-DG prevented the increase in NAD(P)H levels during G1 (Figure 2f), dramatically reduced
the rate of protein production (Figure 2g), and prevented cells from undergoing Start (Figure 2h). In
turn, removal of 2-DG led to increase in NAD(P)H levels, recovery of the protein production rate, and
subsequent passage through Start (Figures 2f-2h). Thus, under steady conditions, cells exhibit pulses

in the rate of protein production, which are in synchrony with metabolic oscillations and are essential

for Start.

The pulses in the rate of protein production follow the metabolic, rather than the cell size dynamics
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Next, we checked whether the dynamics of the protein production rate follow the dynamics of cell size
during G1, as previously conjectured®?6, Here, while the protein production rate scaled globally with
cell size (mean cell size during G1 versus mean production rate during G1; Spearman r: 0.596, p-value
<0.0001, n=50 cells), we found that the dynamic changes in the rate of protein production were not
accompanied by respective changes in cell size during G1 in single cells. Specifically, while the rate of
protein production displayed a pulse-like behaviour, cell size increased continuously during G1 almost
until the bud emerged (Figure 3a, Extended Data Figures 3a and 3b). At the peak of the pulse, the
increase in the rate of protein production during G1 was on average nearly 1.5 to 2-fold higher than
the respective increase in cell size (Figure 3b, Extended Data Figure 3b). These findings indicate that
the dynamics of protein production rate are not coupled to those of cell size during the cell cycle.
Remarkably, we observed the uncoupling between protein production rate and cell size dynamics in
both small and large cells (Figures 3c-3e), as well as in cells that occasionally displayed more than one
pulse in protein production during a longer-than-usual G1, where protein production rate also
correlated with the intrinsic metabolic dynamics, but not with cell size dynamics (Figure 3f, Extended
Data Figures 3c and 3d). Collectively, these findings demonstrate that, contrary to common

assumptions, protein production and cell size dynamics scale differently during G1.
CIn3 concentration increases severalfold around Start as a result of the pulse in protein production

Given the differential scaling between protein production rate and cell size dynamics, we hypothesized
that the concentration of CIn3 could increase during G1, in case CIn3 production has a similar profile
as the TEF1-driven sfGFP production. In fact, TEF1 is a growth gene and transcription of CLN3 along
with growth and ribosomal genes has been shown to be metabolically-induced®:. However, unlike
sfGFP alone, CIn3-sfGFP cannot be detected, likely due to fast degradation of the protein fusion, which
does not leave sufficient time for fluorophore maturation after translation (Extended Data Figures 4a
and 4b). To overcome the technical limitation of measuring the in vivo production dynamics of the wild
type CIn3, we generated a genomic fusion of CIn3 and sfGFP at the endogenous CLN3 locus, with a
sequence encoding for a 2A self-cleaving peptide from the porcine teschovirus-1 added in-between
the two genes (Figure 4a). Since 2A peptides undergo non-enzymatic self-cleavage co-translationally,
proteins linked by 2A peptides are synthesized stoichiometrically, but exist after translation as two
unlinked proteins?’. Thus, using a genomic CIn3-2A-sfGFP fusion, we could uncouple the post-
translational fate of CIn3 and sfGFP, and despite the fast CIn3 degradation, sfGFP remained
undegraded and detectable (Figure 4b). In this way, by measuring the dynamic production rate of

sfGFP, we could estimate that of CIn3.
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To confirm that CIn3-2A-sfGFP reports CIn3 production, we mutated the uORF at position -315 in the
5" mRNA leader of CLN3. Consistent with the function of the uORF to suppress CIn3 translation in slow
growth conditions®®, we observed a *50% increase in sfGFP produced via the CIn3-2A-sfGFP fusion in
the A-315T/CLN3 strain compared to the wild type under such conditions (Extended Data Figure 4c).
Moreover, we found a good agreement between CIn3 levels determined via the CIn3-2A-sfGFP fusion
in single cells, and recently reported?” bulk CIn3 measurements across different growth rates
(Extended Data Figure 4d). Thus, CIn3-2A-sfGFP expressed from the endogenous CLN3 promoter can

be used to determine CIn3 levels in single cells.

By determining the rate of sfGFP accumulation over time, we found that sfGFP from the CIn3-2A-sfGFP
fusion was also produced in pulses (Figure 4c, Extended Data Figures 4e-4i), similarly to sfGFP produced
by the TEF1 promoter (Figure 2d). We observed pulses with severalfold increase in the rate of CIn3
production (Figure 4c, Extended Data Figures 4h and 4i), again in contrast to the comparably small
increase in cell size (Extended Data Figures 4h and 4i). Taking into consideration that CIn3 abundance
is nearly proportional to CIn3 production rate (see Note in Methods and Extended Data Figure 8), and
employing the measured dynamic changes in cell size and sfGFP production rate, we calculated a
severalfold increase in the concentration of CIn3 during G1 (Figure 4d). To confirm that the
concentration of CIn3 increases during G1, we isolated small, unbudded G1 cells by centrifugal
elutriation, and performed targeted proteomics to measure CIn3 abundance during G1 progression. In
parallel, we determined cell size. Consistent with our single cell data, also here, we observed a pulse
in CIn3 abundance during G1 without an equivalent increase in cell size (Figure 4e), which together
resulted in an increase in CIn3 concentration (Figure 4f) before cell cycle commitment. Altogether,
these results demonstrate that the pulse in the rate of CIn3 production, and its mismatch with cell size

dynamics, lead to increase in the concentration of CIn3 in G1.
The pulses in CIn3 concentration are responsible for Start

To understand how this increase in CIn3 concentration contributes to Start, we measured also the
concentration dynamics of its target, Whi5. Here, we detected only a small or no change in Whi5
concentration during G1 by either microscopy or targeted proteomics measurements (Figure 5a,
Extended Data Figures 5a and 5b). In contrast, CIn3 concentration not only increased severalfold during
G1 (Figures 4d and 4f), but we found that the pulse in CIn3 production rate coincided with the time of
Start (Figure 5b). Furthermore, we determined the dynamics of Whi5 localization, along with the
dynamics of CIn3 and CIn2 production. We found that the increase in CIn3 production rate coincided
with the onset of Whi5 exit from the nucleus (Figure 5c), with the increase in CIn2 production following

closely afterwards, right before the complete translocation of Whi5 to the cytoplasm (Figure 5d). Thus,
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the ordered occurrence of the pulse in CIn3 production, the onset of Whi5 translocation to the
cytoplasm, and the activation of CIn2 production, suggests that in the absence of major changes in
Whi5 concentration (Figure 5a, Extended Data Figure 5b), the increase in CIn3 concentration is the

primary cause for Start.

To confirm that the increase in CIn3 levels is the primary determinant of the timing of Start, we
decoupled the dynamics of CIn3 levels from the overall dynamics of protein production. To do this, we
allowed cells to undergo regular pulses in protein production rate, but dynamically prevented CIn3
levels from increasing, by enhancing the degradation rate of CIn3 via the auxin-inducible degron
(AID)°**? (Figure 5e). In parallel, we monitored Whi5-mCherry localization dynamics to define Start,
and estimated the overall protein production dynamics by measuring sfGFP expressed via the TEF1
promoter. Here, we found that preventing CIn3 levels from increasing normally during the pulse in
protein production rate in wild type cells that were previously undergoing unperturbed cell division
cycles, and thus, cells that were adjusted to having normal CIn3 dynamics, led to an up to = 13-fold
increase in the median duration of pre-Start G1 (Figures 5f and 5g, Extended Data Figure 5c).
Interestingly, despite the remarkably long G1 duration, when Start occurred, it also here did so during
a pulse in protein production, which then had a nearly 2-fold higher peak rate compared to the normal
pulses (Figure 5f, Extended Data Figure 5d). These findings demonstrate that the dynamics of CIn3

constitute the primary determinant of the timing of Start.

The differential scaling between CIn3 production rate and cell size dynamics explains Start across

different nutrient conditions and cell age

As Start control has been so far almost exclusively studied in daughter cells, we then asked whether
the differential scaling between CIn3 production rate and cell size is responsible for Start also in
mothers. Indeed, we found that mother cells increased in cell size only marginally between cytokinesis
and Start, and Whi5 concentration remained constant during that time (Figure 6a). Furthermore,
similarly to daughters, mother cells displayed also a pulse in CIn3 production that coincided with Start
(Figure 6b), indicating that the same mechanism for Start applies also to mothers. Remarkably, the
pulse in CIn3 production was initiated already before cytokinesis and peaked shortly after the onset of

G1 phase (Figure 6b), possibly explaining the shorter G1 duration in mothers.

If the differential scaling between CIn3 production rate and cell size dynamics is the primary cause of
Start, we argued that apart from daughters and mothers on a certain nutrient, this mechanism has to
explain Start also across different growth conditions. While so far we focused on cells growing on
glucose, metabolic oscillations in synchrony with the cell cycle have been observed across nutrient

environments?®. Therefore, we measured the metabolic, biosynthetic, and cell cycle activity also under

9
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different nutrient conditions, where doubling times ranged from =1.5 to more than 5.5 hours. Also
here, we observed small or no change in Whi5 concentration during G1 (Extended Data Figures 6a-6c¢),
but we found that cells exhibited pulses in the rate of protein production in synchrony with metabolic
oscillations (Extended Data Figures 6d and 6e), without corresponding increase in cell size (Extended
Data Figures 6f and 6g). Also under these growth conditions, Start occurred during the CIn3 pulse
(Figures 6c, 6d, Extended Data Figures 7a-7d). Thus, these data indicate that CIln3 concentration

dynamics determine the timing of Start across different nutrient conditions.

Finally, because during replicative ageing yeast cells undergo dramatic changes in their physiology,
even if nutrient conditions are retained constant®?, we asked whether the here identified mechanism
is responsible for Start also in replicatively aged cells. To test this, we used our microfluidic device to
obtain replicatively aged cells, and monitored CIn3 and Whi5 dynamics along with cell cycle
progression. Also in this case, we observed only minor changes in Whi5 concentration, and Start
occurred during pronounced pulses in CIn3 production (Figure 6e). These findings indicate that CIn3

dynamics are responsible for Start independently of cell age.
DISCUSSION

Using single-cell time-lapse fluorescence microscopy combined with meticulous image and data
analysis, we measured metabolic, biosynthetic, and cell cycle activity concomitantly, in unperturbed S.
cerevisiae cells growing at various steady and dynamic nutrient environments. We show that the
overall rate of protein production increases considerably more than cell size during G1, and thus, these
two fundamental physiological parameters do not scale with each other in the course of the cell cycle.
Using a viral-based bicistronic construct and targeted proteomics, we show that CIn3 is produced in
pulses, which follow the intrinsic metabolic dynamics, and which lead to increase in CIn3 production
rate that is proportionally larger than the respective increase of cell size during G1. This differential
scaling between CIn3 production rate and cell size dynamics leads to a severalfold increase in the
concentration of CIn3, causing cell cycle Start (Figure 6f). Collectively, we have identified a cause of

Start that is universal for daughter and mother cells, as well as across growth conditions.

Our finding that protein production rate displays a pulse-like behaviour contradicts early population-
and single-cell level measurements, which suggested an exponentially increasing rate of protein
production during the cell cycle!®, However, cell cycle dependent trends can be easily masked in
population-level experiments, and on the other hand, dynamic trends in single-cell approaches are
particularly prone to molecular and technical noise. In accordance with our results, recent single-cell
measurements showed a marked slowdown in the accumulation rate of a constitutively expressed

fluorescent protein during the G1-S transition'®, indicative of the pulsing behaviour of protein
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production rate that we describe here. Moreover, it was proposed that protein production decreases
as a result of induced polarization of the actin cytoskeleton?. Thus, our finding that the rate of protein
production decreases after Start following its pulse, is consistent with the fact that in late G1 there is
polarization of the actin cytoskeleton®®. Furthermore, the increase in cell density that has been
reported to occur around Start>® could be explained by our finding that the disproportional increase of

protein production rate with respect to cell size is highest around this period.

The dynamics of CIn3 during G1 have remained elusive for almost two decades. Resolving the technical
hurdle of measuring the production rate of wild type CIn3 in single cells during the cell cycle utilizing a
viral-based bicistronic construct, and combining this with parallel cell size measurements, we found
that CIn3 concentration increases during G1. We confirmed the increase in CIn3 concentration during
G1 using targeted proteomics, thereby also confirming the assumption which underlies the
experiments with the bicistronic construct, i.e. that any potential temporal variations in the post-
translational regulation of CIn3 abundance (e.g. dynamics in CIn3 degradation) during G1 do not play
a major role. In contrast to previous attempts to quantify CIn3 levels in single cells*3, we did not rely
on hyper-stabilized mutant versions of the CIn3 protein, whose dynamics are expected to be less
pronounced in comparison to those of wild type CIn3. Moreover, to account for inherent cell-to-cell
variability, we examined cell-cycle related CIn3 dynamics either in time-traces of individual cells, or in

averaged single-cell data aligned at the moment of Start, something which was not done earlier.

While it was recently proposed that the timing of Start is determined by the dilution of Whi5*,
accumulating evidence from more recent studies contradicts this model. In accordance with our
findings, Dorsey et al. did not observe any dilution of Whi5 in different genetic backgrounds and
nutrient conditions, attributing reported changes in Whi5 concentration to photobleaching?®.
Moreover, although the inhibitor dilution model suggests that the increase in cell size during G1
determines the timing of Start, it was recently shown that there is no significant correlation between
cell size and the rate of cell division?, and thus, it is unclear how this model applies to different growth
conditions. Finally, even assuming cell size-dependent changes in Whi5 concentration during G1, the
Whi5-dilution model would fall short of robustly explaining the timing Start in mother yeast cells, given
that mother G1 is associated with very small changes in cell size (Figure 6a, Extended Data Figures 6b

and 6c¢), while G1 duration can remarkably vary (Figure 6d).

In contrast, as we show here, the differential scaling between protein production rate and cell size can
constitute a universal mechanism for Start, applying to both daughter and mother cells, as well as
across different growth conditions. We show that the increase in CIn3 concentration is the primary

trigger for the G1/S transition. Still, other mechanisms might act in parallel to fine-tune the timing of
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Start. For example, as cells proceed through G1, the accumulation of the SBF-component Swi4%

downstream of CIn3, or the chaperone-mediated release of ER-retained Cln32%°®

can potentially
further increase the probability of Start. It is possible that under specific growth conditions, changes

in Whi5 levels®® may also contribute to Start.

Furthermore, our findings show that the dynamics of protein production rate follow the intrinsic
metabolic dynamics, suggesting a connection between the two. Also, we show that high metabolic flux
enables the attainment of high overall protein, and by extension, CIn3 production rates. In fact, it was
hypothesized almost a decade ago that a metabolic burst during G1 could boost translation, and
thereby CIn3 production®’, although experimental evidence was missing. Nevertheless, the truth is
possibly more complex than simply metabolic dynamics governing protein production rates. In yeast
and higher eukaryotes, there are feedback interactions between metabolism and protein

58,59

production®~°, and how exactly these processes influence each other in the course of the cell cycle

remains to be revealed.

Early work had suggested that Start relies on the attainment of a critical protein production rate®
which is necessary for the accumulation of specific activating proteins, and it was conjectured already
by Unger and Hartwell that the unifying signal linking physiological status to the cell cycle decisions is
the rate of protein production34. Our results demonstrate that this view was correct. Crucially,
however, we additionally show that increased protein production rates control cell cycle Start due to
the differential scaling between protein production rate and cell size during G1. Moreover, a
sufficiently strong metabolic flux is required for the attainment of high protein production rates,
suggesting that cells assess both their metabolic state and biosynthetic capacity before committing to

entering the cell division cycle.

Due to the high degree of conservation of core metabolism®! and the Gl-control network across
eukaryotes®?, we envision that similar principles for cell cycle commitment may apply also to higher

eukaryotes.
ACKNOWLEDGEMENTS

The authors thank Benjamin Tu for critical comments on an early version of the manuscript; Zheng
Zhang for advice on microscopy; Christoffer Aberg for discussions on model-based analysis of
microscopy data, and the Ida van der Klei lab for the kind provision of the pSNA10 plasmid. Financial

support was provided by the EU ITN project ISOLATE (grant agreement 289995).

AUTHOR CONTRIBUTIONS

12



401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

A.L. and M.H. conceived the study. A.L., M.H. and A.M.-A. designed the study. A.L. constructed the
strains, performed the experiments, and analysed the data. D.H.E.W.H. performed preliminary
experiments and contributed conceptually. H.T. participated in strain construction and culture
sampling for targeted proteomics. A.M.-A. performed the smoothing and derivative estimation for the
single-cell time-lapse data. P.G. performed and analysed the verification experiments with confocal
microscopy. A.S. and K.B. performed targeted proteomics and analysed the data. A.P. participated in
strain construction, metabolite measurements during batch cultivation, and did preliminary data
analysis. M.R. performed the elutriation and participated in culture sampling for targeted proteomics
and respective data analysis. J.H. prepared protein samples for mass spectrometry. G.H. performed
the model-based analysis of the metabolite data for estimation of cellular physiology. M.E. participated
in strain construction. A.L. and M.H. wrote the manuscript with input from A.M.-A.. M.H. and A.M.-A.

supervised the study.

DECLARATION OF INTERESTS

The authors declare no competing interests.

13



418

419

420
421
422
423
424
425
426
427
428
429
430
431
432
433

FIGURE CAPTIONS

a b
i . . . x102
Continuous long-term single cell imaging 80
Constant flow @ 2 Tme*
of fresh o = S 604
medom (& )88 H
i z S o a
> o= N & 404
Long-term [ X = S
i i [0 —
steady nutrient environment 8 um IS5) Unbudded T " Unbudded
20 Mean (95%Cl) = Mean (95%Cl)
10 gL glucose 10 gL' glucose
10 T T T T T 0 T T T T T
0 10 20 30 40 0 10 20 30 40
Time (h) Time (h)
RGN f h
4 g
Time (h) 100 constant 10 gL' glucose [J0.01 gL glucose
d ) budding [J20 gL glucose
before 2-NBDG during 2-NBDG

pulse pulse 804 2004=— WT

WT +CHX

Hxt1-GFP

/|

604

1504

‘
100 / ,‘
1
50+ !
— Mean+ SEM | /4
0 2 4 6 8 10 12 0_.%.«,»;-.}_,«,,“;1:/‘\&

Time after TET addition (h) ! ! ! !
100

+TET
40

204
VW100-tet-Hxt1

0

G1-arrested cells that pass Start (%)

sfGFP production rate (a.u.*min")

9 M6 G1 time window for = —wr
pirth, rate calculation (2h) s 75 WT +CHX
S A =4
G1-arrested Dividing @i ® & @ ¢C %
e | G1-arrested O ] § 504
|
&1 ! 8
0\‘\\ | o
E % 254
@f’\a i ©
NS — T T — — &
o 0o 2 4 6 8 1025 & 0 5 10 o2 0 —
Ratio of mean 2-NDBG fluorescence yEGFP production rate -240 120 O 120 240
(after/before pulse) during G1 (a.u.*min”) Time after medium switch (min)

Figure 1 | High glycolytic flux enables Start by allowing for fast protein production. (a) Above: Schematic of
microfluidics-based experimental setup. Cells are trapped underneath PDMS pads and continuously fed with
fresh medium. Below: Time-lapse images of coexisting dividing and non-dividing cells. Experiment repeated
independently 4 times with similar results. (b) Cell size (n=18 cells) and (c) total yEGFP content (n=14 cells) of
non-dividing cells over time. yEGFP expressed via Tet-ON promoter*® (300 ng*mL? TET). (d) Merged phase-
contrast and fluorescent images of TM6* cells (10 gL glucose) before and during pulse with 0.01 gL glucose
supplemented with 60 UM 2-NBDG. Experiment performed once with multiple imaging positions. (e) Ratio of
mean cellular 2-NBDG fluorescence after and before the pulse in G1-arrested (cells that remained unbudded for
the whole observation period (>24 hours); n=11) and dividing cells (rest of the cells; n=373) (Mann Whitney test
p-value <0.0001). Among dividing cells, a significant negative correlation between G1 duration and G1 glucose
uptake rate was observed (Extended Data Figure 1c). (f) Percentage of G1l-arrested cells (n=39 cells) that pass
Start (as indicated by bud emergence) in response to addition of 50 ng*mL™ TET. Control (n=48 cells): no TET
(log-rank (Mantel-Cox) test p-value <0.001). Inset: Hxt1-GFP levels in response to TET addition in cells (n=25 cells)

aligned for the moment of bud emergence. (g) Average protein (yeGFP) production rate during G1 in dividing
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(n=23 cells) and G1-arrested (n=17 cells) TM6* cells. Gain in total yeGFP during the first 2 hours after birth was
determined, and this value was divided by 120 to obtain per-minute yeGFP production rate. (h) Dynamics of
protein (sfGFP) production rate in G1-arrested wild type cells (n=36 cells) and (i) respective fraction of cells that
pass Start in response to increase in glycolytic flux achieved by switching the feed from 0.01 to 20 gL glucose.
Control: 60 min after the switch to 20 gL glucose, 100 ng*mL?! CHX added (n=29 and 107 cells for (h) and (i)
respectively). For (i), log-rank (Mantel-Cox) test p-value <0.001. sfGFP expressed via the TEF1 promoter. Source

data for b-c and e-i are provided in Source Data Figure 1.
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Figure 2 | At steady conditions, cells display pulses in the rate of protein production which are in synchrony
with metabolic oscillations and are required for Start. (a) Schematic representation of experiment for assessing
glucose uptake rate dynamics during G1. G1 cells growing in 0.05 gL glucose were subjected to two subsequent
pulses of 0.05 gL glucose plus 60 uM 2-NBDG. Whi5-mCherry localization was monitored in parallel, to detect
cells that were in G1 and had not passed Start during either of the two pulses. In this way, the difference in
glucose uptake rate between an early and a later G1 stage could be determined for the same single cell. (b) 2-
NBDG uptake in the same individual cells (n=33 cells) during the first and the second pulse (***: Wilcoxon signed
rank test, p-value <0.0001). 2-NBDG uptake was estimated by calculating the gain in fluorescence per pulse (flin+1
- flin) for each cell, and dividing it by the duration of each pulse (t..: - t,). Boxplot: box extends from the 25 to
75t percentiles and whiskers down to the min and up to the max value. (c) 2-NBDG uptake rate as a function of
G1 cell size (n=66 cells). (d) Dynamics of sfGFP production rate and rate of NAD(P)H change in a single wild type

cell at steady glucose (20 gL'!) environment. (e) Dynamics of sfGFP production rate and rate of NAD(P)H change
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in cells aligned for Start (n=16 cell cycles). Dynamics of (f) total NAD(P)H and total (g) sfGFP in response to
addition and removal of 2-DG (2 gL?) in wild type cells (n=20 cells) growing in steady glucose (20 gL?)
environment. Note that due to the abrupt effect of 2-DG on NAD(P)H and sfGFP dynamics, smoothing splines
required for estimation of rates cannot reliably capture the timing of the changes, and thus, the respective
NAD(P)H and sfGFP abundances are presented directly. (h) Cumulative distribution of cells (from f-g) passing
Start. In the control experiments (grey lines; n=52 cells), no 2-DG was added. Source data for b-h are provided in

Source Data Figure 2.
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Figure 3 | Cells display pulses in the rate of protein production during G1 which and are not accompanied by
respective changes in cell size. (a) sSfGFP production rate and respective cell size dynamics in wild type daughter
cells aligned for the moment of bud appearance (n=50 cells). (b) sfGFP production rate and respective cell size
dynamics for normalized G1 progression in the same cells as in (a). (c) Cell size at birth in cells of the Awhi5 cell
size mutant (n=44 cells), in wild type cells born by young mothers (WT, n=50 cells), and in wild type cells born by
replicatively aged mothers ((large) WT, n=29 cells). Indicated p-values from Mann Whitney tests. Vertical lines
denote the median. (d) sfGFP production rate and respective cell size dynamics for normalized G1 duration in
Awhi5 mutants (n=44 cells) and (e) large wild type cells born by replicatively aged mothers (n=29 cells). (f)
Dynamics of sfGFP production rate and rate of NAD(P)H change during G1 in a single wild type cell as a function
of cell size. In all cases, sfGFP expression was driven by the TEF1 promoter. Source data for Figure 3 are provided

in Source Data Figure 3.
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Figure 4 | CIn3 concentration changes severalfold during the cell cycle as a result of the pulse in its production
rate, and the differential scaling between the latter and cell size dynamics. (a) Incorporation of a viral self-
cleaving peptide between CIn3 and sfGFP decouples the post-translational fate of CIn3 and sfGFP, allowing sfGFP
to mature and report on CIn3 production rate. (b) Merged phase contrast and fluorescent (GFP and RFP channels)
images of CIn3-2A-sfGFP wildtype cells mixed with wild type Hta2-mRFP1 cells as a control for cell
autofluorescence at the GFP channel. Experiment was performed 3 times with similar results. (c) Dynamics of
sfGFP production rate from the CIn3-2A-sfGFP fusion construct in a single cell. (d) CIn3 concentration dynamics
in wild type daughter cells (n=41 cells) during normalized G1 progression. Since CIn3 is mainly nuclear***® and
because the volume of the nucleus scales proportionally to cell volume*®*°, changes in the nuclear volume reflect
changes in the measured cellular volume. Therefore, the concentration of CIn3 can be approximated by dividing
its abundance (extracted from its production rate (see Methods)) with the cell volume. In (a-d), cells grew in a
steady glucose (20 gL?) environment and CIn3 in fusion with the 2A-sfGFP construct was expressed from its
endogenous locus. (e) Dynamics of CIn3 abundance identified by targeted proteomics, cell size, and budding

index, in small, mostly unbudded G1 cells, which were isolated by centrifugal elutriation and released (t = 0) into
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data in (e) and (f) are normalized to t = 0. Source data for c-f are provided in Source Data Figure 4.
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Figure 5 | The CIn3 pulses determine the timing of Start. (a) Whi5 concentration in daughter cells, normalized
for concentration at birth and aligned for the moment of Start. For widefield experiments, n=101 and 50 cells for
Whi5-sfGFP, and 52 and 50 cells for Whi5-mCherry, for WF-1 and WF-2, respectively (WF-1: mean cell
fluorescence; WF-2: integrated fluorescence over whole cell area divided by cell volume). For confocal, n=44
cells. (b) Heatmap showing the dynamics of the CIn3 production rate during G1 in single wild type daughter cells.
For each cell, the CIn3 production rate time series was divided by the maximum value obtained during the
corresponding observation window. The dark squares indicate the moment of Start in each cell. (c) Dynamics of
CIn3 (n=41 cells) and (d) CIn2 (n=25 cells) production rate as a function of time and Whi5 localization in cells

aligned for the moment of bud appearance. The production rate of CIn2 was estimated through a CIn2-sfGFP
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fusion. (e) Schematic representation of induced CIn3 depletion in cells undergoing otherwise unperturbed cell
division cycles. The synthetic auxin substitute naphthalene-acetic acid (NAA) is added to cells which express the
plant F-box protein TIR1 and in which CIn3 is tagged with the auxin-inducible degron (AID). (f) Dynamics of sfGFP
production rate in a single OsTIR1 CIn3-AID cell treated with NAA at the indicated time point. Pre-Start G1 is
defined as the time of entry to G1 (cytokinesis) until the moment of Start. (g) Duration of pre-Start G1 before
(n=56 and 44 cells) and after (n=61 and 46 cells) addition of 1ImM NAA in OsTIR1 CIn3-AID and OsTIR1 CIn3
(control) cells. Indicated p-value from Mann Whitney test. Horizontal lines denote the median. In (f) and (g),
sfGFP is expressed via the TEF1 promoter. In all cases, cells grew in a steady glucose (20 gL?) environment, and
Start was determined via observation of Whi5-mCherry or Whi5-sfGFP localization. Source data for a-d and f-g

are provided in Source Data Figure 5.
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showing the dynamics of the CIn3 production rate in single wild type mother cells. Cells are aligned for Start (t =

0) and cytokinesis is indicated in each cell by a dark square. Data were normalized as in Figure 5b. (c) Time of

latest peak in CIn3 production rate during G1 versus the moment of Start in individual daughter cells (n=120 cells,

Spearman r: 0.9875), and (d) time of peak in CIn3 production rate after previous Start versus time between

previous and next Start in individual mother cells (n=121 cells, Spearman r: 0.9415) growing on different carbon

sources. (e) CIn3 production rate and Whi5 concentration dynamics in a single, wild-type, aged, large mother

cell. Numbers in parentheses indicate the replicative age of the mother at each Start event. The cell size of the

mother during the first and last displayed Start event is also shown. (f) Schematic representation of model for

cell cycle commitment. The differential scaling between the rate of CIn3 production and cell size dynamics during

G1 causes Start by leading to increase in CIn3 concentration. Source data for a-e are provided in Source Data

Figure 6.
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Methods

Yeast Strains

Prototrophic Saccharomyces cerevisiae strains of the CEN.PK and S288C backgrounds were used in this
study. All strains used are listed in Supplementary Table 1. Genomic integrations of fluorescent
reporters were carried out using standard PCR-based strategies to amplify resistance cassettes with
the respective fluorescent protein and appropriate, typically =300-500 bp long, flanking sequences,
and C-terminal insertion to the target gene by homologous recombination®®. Unless indicated
otherwise, constructs for TEF1 and Tet-ON driven expression of GFP, as well as for Tet-ON driven
expression of Hxt1, were incorporated in the HO genomic locus. The full list of primers and information

on how they were used in strain construction are presented in Supplementary Table 2.

Yeast Growth Media and Procedures

Synthetic minimal media (yeast nitrogen base without amino acids (Formedium) and minimal
medium® supplemented with the indicated concentrations of glucose, maltose, galactose, or lactate
(Sigma-Aldrich) were used throughout. Batch cultivation took place at 30°C at a shaking speed of 300
rpm. Cells from log-phase batch cultures were used to load the microfluidics device, and thereafter,
cells were continuously supplemented with fresh medium of the indicated composition. For nutrient

shifts during microfluidics cultivation, media were pre-incubated at 30°C.

Unless otherwise indicated, for experiments with low (0.01gL?) glucose, cells from late log-phase from
high (20 gL?) glucose cultures were used to inoculate low glucose media at an OD of 0.05. After
overnight cultivation, cells were loaded to the microfluidics device and were continuously
supplemented with fresh low glucose media for 8.5 to 9 hours before the initiation of the experiment

to allow for adaptation to the low glucose conditions.

For identification of percentage of wild-type G1 arrested cells as a function of glucose concentration
in the microfluidics device, cells for low glucose concentrations (<10 gL!) were grown to log phase in
media with 10 gL glucose, were then transferred to media with the appropriate low concentration of
glucose for =4 hours, and were subsequently loaded to the microfluidics device. Upon loading of the
microfluidics device, cells were continuously fed with media containing the appropriate concentration
of glucose, and were monitored for 12 hours to assess their capacity to progress from G1 to S phase,
by observing the appearance of the bud cell. Cells that were already undergoing cell division at the
time of loading, were allowed to complete their current cell division cycle before assessed for G1 arrest

for the next 12 hours.
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For obtaining large daughter cells, wild type cells from log-phase cultures were loaded to the
microfluidics device and were allowed to replicatively age for =22 hours, before initiating fluorescent
measurements. The large daughters of these replicatively-aged mother cells were then used for further

analyses.

Microscopy and imaging

Widefield microscopy was performed using a microfluidics dissection platform®® mounted to inverted
fluorescence microscopes (Eclipse Ti-E; Nikon instruments). The temperature was retained constant at
30°C using a microscope incubator (Life Imaging Services GmbH). Images were recorded using an iXon
Ultra 897 DU-897-U-CDO-#EX camera (Andor Technology Ltd). During brightfield imaging a UV blocking
filter was used. Fluorescent measurements were preformed using an LED-based excitation system
(pE2; CoolLED Limited). Fluctuations in axial focus during time-lapse imaging were corrected using
automated hardware (PFS; Nikon). Fluorescent measurements for estimation of dynamic protein
production rates and Whi5 concentration were performed with 100x objectives. Widefield microscopy
settings are presented in Supplementary Table 3. Time-lapse confocal microscopy was performed with
a Zeiss LSM800 confocal microscope and photomultiplier tubes by Hamamatsu Photonics, using agar
slabs perfused in 20 gL glucose medium. A 63x oil immersion objective was used. Temperature was
kept at 30°C throughout the experiments using an incubator chamber and a controlled heated
objective ring. GFP fluorescence for TEF1-sfGFP and Whi5-sfGFP was analysed by excitation with a 488
nm laser (2% light intensity; 0.56 us dwell-time exposure) and emission was detected using a 490-535
nm band-pass filter. For every imaging position five z-axis planes with a 0.6 um step were acquired

every 5 min.

To avoid photobleaching related artefacts, especially with respect to Whi5 measurements, more

6566 in comparison to what was used earlier’® were used, and the

photostable fluorescent proteins
imaging frequency was adjusted according to the growth conditions, and thus, to the total amount of
light received by the fluorescent proteins during G1. On the other hand, in confocal microscopy (where
the light intensities used are considerably higher and some degree of photobleaching is inevitable), we

corrected our images for photobleaching, as detailed in the Image Analysis section.

Image analysis

Cell segmentation and fluorescence measurements

Cell segmentation for cell volume and fluorescence intensity measurements were performed using the
semi-automated Imagel plugin BudJ?® (http://www.ibmb.csic.es/home/maldea). The compartment of
the mother and bud cells were segmented independently and the respective cell volumes where

thereafter combined?. For validation, cell volume and fluorescent measurements were performed for
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specific cells also manually using Imagel®’, assuming that the body of the cell approximates a prolate
ellipsoid. Fluorescent intensity measurements were corrected for background autofluorescence
before any further analysis, by subtracting the modal fluorescence value of the whole image from the
mean cellular fluorescence at each time point. Cell-cycle and cell-size related changes in
autofluorescence did not have any significant influence on the measured fluorescence dynamics
(Extended Data Figures 2e, 4g and 5a). Unless specified otherwise, total cellular fluorescence was
estimated by multiplying the cell volume with the mean cellular fluorescence at each time point.
Verification analyses for widefield measurements were performed also by estimating total cellular
fluorescence via integrating fluorescence over the whole cell area. In one case where we observed
uneven illumination across the y-axis of the field of view, we corrected for this effect by first
determining the fluorescence intensity of cells as a function of the y-coordinate of the field of view.
Then, since a linear dependency on the y-coordinate of the field of view and the fluorescence intensity
was observed, we generated a linear function to describe this dependency, with which we corrected
the original image to obtain the flat-field image®. Cytokinesis was determined by the darkening of the
bud neck on brightfield images®°. Start was defined as the first time point after the exit of Whi5-GFP
or Whi5-mCherry from the nucleus, determined by visual inspection of microscopy images’. G1 was
defined as the period between cytokinesis and bud appearance. Confocal images analysis was
conducted also using Imagel, BudJ, and a custom-made Python script (available from GitHub at

https://github.com/molecular-systems-biology/Litsios-et-al-2019; DOI: 10.5281/zenodo.3455842).

Mean cell fluorescence was calculated in all z-axis stacks using the cell boundary detected by BudJ, and
pixels with intensity value below the 50-percentile of the whole cell were excluded to avoid erroneous
signals from vacuoles. The value of the stack with the maximum mean fluorescence intensity was
chosen for further estimations. To correct for photobleaching, the mean GFP fluorescent intensities of
every cell at every time point were averaged and a decreasing exponential function was fitted. The
function was normalized for its first value (t = 0) and the inverse of the normalized photobleaching

function value at each time point was used to correct the original signal from each cell.

Processing of single-cell time series data

The time series describing the time evolution of different single-cell quantities were processed with a
computational pipeline based on Gaussian processes (GPs), a class of powerful and flexible non-
parametric Bayesian models that are used to define distributions over functions’*. GP-based regression
on noisy data combines in a natural way our prior beliefs about features of the underlying function
(e.g. smoothness, relevant time scales etc.) with the measurement uncertainty into a posterior
probability distribution which reflects the residual uncertainty about the function that gave rise to the

observed data. The GP posterior can be used to predict the underlying function values and their
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associated uncertainty at any time point. Moreover, since the derivative of a GP is another GP’?, the
time-derivative of the measured time-series and be analytically estimated from the GP posterior
obtained from the measurements. Further information and background on Gaussian processes can be

found in”%73,

Concretely, our data-processing pipeline for each single-cell quantity (total fluorescence, cell volume,
NAD(P)H fluorescence time series) comprised the following steps: (i) Manual inspection of each single-
cell trajectory for obvious artefacts, such as those generated by failed mother/bud cell tracking and
shifts in focus, which result in large, sudden jumps in measured cell volumes and/or fluorescence. To
avoid biasing the results, single-cell trajectories affected by such artefacts were discarded. (ii) GP-
based smoothing of each single-cell time series using a GP prior with zero mean and a rational
quadratic covariance function’. The hyperparameters of the covariance function were estimated by
maximizing the marginal likelihood of the measured data using multistart optimization started from
20 random initial points and retaining the best of these runs. At the end of this step, an optimized
posterior GP was obtained for every single-cell trajectory. (iii) Calculation of the posterior predictive
mean and variance over a dense grid of time points. (iv) Estimation of the mean and variance of the
derivative process based on the data of Step (iii). GP fitting (hyperparameter optimization) and
posterior-based predictions were carried out using the GPML Matlab toolbox’. To estimate

derivatives, we used a custom-made Matlab script based on the mathematical results presented in”.

In order to simplify the analysis and avoid the unnecessary amplification of measurement noise by
additional data-processing steps, the maturation half-life of sfGFP was assumed to be negligible during
the processing of fluorescence measurements. This choice was justified based on estimates of the
sfGFP maturation rate, which corresponds to a half-time of about 5 min’>. Moreover, as demonstrated
in’®, taking into account such a short maturation half-life has negligible impact on the estimated

protein production kinetics.

2-NBDG based glucose uptake rate assay

For comparing the glucose uptake rate in coexisting G1-arrested and dividing cells of the TM6* strain,
cells were cultivated in the microfluidics device in 10 gL* glucose and subsequently switched to 0.01
gL glucose plus 60 uM 2-NBDG for 25 min. The ratio of cellular fluorescence at 470 nm
(Supplementary Table 3) right after and before the treatment with 2-NBDG was estimated for both
dividing and G1-arrested cells. Cells were identified as G1-arrested if they did not bud for at least 24

hours.

Characterization of TM6* physiology during growth on glucose and maltose
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For characterization of TM6* physiology on glucose and maltose, log-phase cultures with the
respective carbon source at 10 gL! concentration were sampled every 60 or 120 min to determine
growth by ODgoonm measurements and cell count by flow cytometry (BD Accuri C6; BD Biosciences).
Levels of glucose or maltose and extracellular metabolites were determined every 60 or 120 min by
collecting 0.2 mL of culture and centrifuging for 5 min at 13200 rpm. The cell-free supernatant was
transferred to filter columns of 0.22 pore size (SpinX; Corning Inc), spun for 15 s, and the flow-through
was transferred to an HPLC vial for HPLC analysis (Agilent 1290 LC System; Agilent Technologies) using
a Hi-Plex H column with 5 mM H,S0; as eluent at a constant flow rate of 0.6 mL min? and column
temperature of 60°C. Chromatogram integration was done with Agilent Open Lab CDS software. As a
reference, the physiology of KOY.PK2-1C83 (wild type) strain was measured in the same way on 10 gL
! glucose. Data were obtained from at least 3 biological replicates for each stain at each tested
condition. Dry cell weight was determined by culture filtering through pre-weighed nitrocellulose 0.2
2 um pore size filters (Whatman; GE Healthcare Life Sciences), and re-weighting after dry-incubation
at 80°C. The cell count of the culture right before filtration was used to calculate the dry weight per
cell of the examined strain at the respective nutrient condition. Oxygen and carbon dioxide transfer
rates were determined every 30 min using the online gas exhaust monitoring system RAMOS (Kiihner
AG)”’. For RAMOS measurements, media were inoculated from the same cultures used to inoculate
the cultures for the determination of glucose, maltose and ethanol concentrations, and cultivations

were run in parallel.

Regression analysis was performed in gPROMS using an exponential growth model consisting of the

following equations:

d X X
—_ = *
ac”
dCS
—S=_x
dt *(gs
-
qS Yxs

For each extracellular metabolite the following equations were used:

de
=X
dt *qp
g, = s
P YXS
Where:
X: [gacw/l] biomass concentration
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Cs [g/1] substrate concentration

Cp: [g/l] product concentration

u: [h~1] biomass growth rate

qs : [9/(Gacw * R)] specific glucose uptake rate
dp : lg/(gacw * B)] specific production rate

Yis: [gacw/g] biomass yield
Yps lg/g] product yield

Characterization of the Tet-On Hxt1 system

To characterize the tetracycline-inducible HXT1 expression system a log-phase culture (10 gL'* maltose)
was centrifuged (4 min; 300 rpm), medium was removed, and cells were resuspended in 1 mL fresh
glucose (10 gL!) medium, which was used to inoculate new glucose (10 gL?) cultures containing a range
of tetracycline concentrations. Hxt1-GFP fluorescence was followed by flow cytometry every 60 min.
Measurements during 3-8 h period after inoculation, during which steady HXT1-GFP expression was
achieved, were used to estimate the mean Hxt1-GFP fluorescence per condition. As a control for leaky
Hxt1-GFP expression, cultures without tetracycline were followed. As a control for cellular
autofluorescence, a culture of VW100 tet-Hxt1 without tetracycline was followed. To correct for
fluorescence of the tetracycline molecules at the GFP spectrum, VW100 tet-Hxt1 cells were incubated
for =1 hour in glucose (10 gL!) medium containing all the range of the tested tetracycline
concentrations. An effect of tetracycline on cellular autofluorescence was observed at tetracycline
concentrations of 200 ng mL™* and higher, and the level of tetracycline-related autofluorescence was

subtracted from the VW100 tet-Hxt1-GFP measurements at the respective concentrations.

Comparison of single-cell CIn3 measurements with population-based CIn3 data from Blank et al. ¥’

For Extended Data Figure 4d, the mean concentration of CIn3 during G1 for each cell was measured in
cells growing on 20 gL? glucose (n=41), 20 gL! galactose (n=36), and 20 gL lactate (n=43), and
doubling time was estimated by determining the time between cell birth and completion of the first
division cycle (cytokinesis) for single cells growing at the respective nutrient conditions (n=36, 29, and
14 respectively). To compare our single-cell CIn3 measurements across different growth conditions
with respective population-based measurements of a recent study?’, CIn3 data from Figure 4A from
Blank et al (2018) were digitized using PlotDigitizer 2.6.8. For direct comparison with our single-cell
data, the mean was calculated for CIn3 levels and doubling times corresponding to measurements
from similar doubling times in the study of Blank et al (2018). Specifically, data from the following
ranges of doubling times were grouped together: 2.43-2.78 hours, n=7; 3.05-3.09 hours, n=3; 7.99-
8.14 hours, n=3.
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Measurement of CIn3 and Whi5 via targeted proteomics in cell-cycle-synchronous cultures

Elutriation and sampling

For the targeted proteomics experiments, single wild type colonies were used to inoculate liquid YPD
cultures. After overnight growth, cultures were diluted in fresh media at an ODgoo = 0.5-1 and were
allowed to undergo = 2-3 cell divisions before harvested for elutriation. Elutriation was performed
similarly as described previously’®. 100 mL cultures were loaded into a large elutriation chamber (40
mL) at a pump speed of 40 mL*min and rotor speed of 3200 rpm. The elutriation buffer was YPD pre-
warmed at 30°C. Approximately 300 mL of media containing small-sized cells were collected by
increasing the pump speed to 65 mL*min. The elutriated cells were centrifuged at 3900 rpm for 2
min, re-suspended in 35 mL of pre-warmed YPD and incubated at 30°C with shaking. Sampling took
place every 10 minutes. Specifically, 2 ml of culture was centrifuged (30 sec; 11000 rcf), the
supernatant was discarded, and cells were flash-frozen in liquid nitrogen. At each time point, 100 uL
of culture was also used to measure the cell size distribution of the population using CASY® TT, and

200 uL of culture was fixed with 70% EtOH for determining the budding index via microscopy.
Sample preparation

Cell pellets were reconstituted in 40 pL 2% sodium-deoxycholate; 7.5 mM TECEP; 100mM
ammoniumbicarbonate and sonicated twice for 10 seconds using a UP200St with VialTweeter
(HielscherUltrasonics GmbH). Heat treatment was performed for 10 minutes at 95°C. After cooling,
concentration was determined by BCA assay (Thermo, 23252) and 100 ug protein per sample was used
for subsequent steps. Alkylation was performed by addition of iodoacetamide to a final concentration
of 40 mM and incubation for 45 minutes in the dark at RT. Samples were diluted 1:2 using 100 mM
ammoniumbicarbonate, and mass spectrometry grade Trypsin (Promega, V5280) was added at a ratio
of 1:50 (ug Trypsin: ug Protein) and incubated overnight at 37°C at 400 rpm. The reaction was stopped
by adding trifluoroacetic acid to a final concentration of 1%. Sample cleanup by solid phase extraction
was performed with Pierce® C18 tips (Thermo, 87784) according to the supplier’s manual. The eluate

fraction was dried under vacuum and reconstituted with 20 pL 2% acetonitrile, 0.1% formic acid.
Targeted PRM-LC-MS analysis of selected peptides/proteins

In a first step, parallel reaction-monitoring (PRM) assays’® were generated from a mixture containing
500 fmol of each heavy reference peptide (JPT Peptide Technologies GmbH), iRT KIT peptides according
to the manufacturer’s protocol (Biognosys, Schlieren, Switzerland), and shotgun data-dependent
acquisition (DDA) LC-MS/MS analysis on a Q-Exactive HF platform. The setup of the uRPLC-MS system

was as described previously®®. Chromatographic separation of peptides was carried out using an EASY
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nano-LC 1000 system (Thermo Fisher Scientific), equipped with a heated RP-HPLC column (75 um x 30
cm) packed in-house with 1.9 um C18 resin (Reprosil-AQ Pur, Dr. Maisch). Peptides were analysed per
LC-MS/MS run using a linear gradient ranging from 95% solvent A (0.1% formic acid in water (v/v)) and
5% solvent B (80% acetonitrile, 19.9% water, 0.1% formic acid (v/v/v)) to 45% solvent B over 60 minutes
at a flow rate of 200 nL*min™. Mass spectrometry analysis was performed on Q-Exactive HF mass
spectrometer equipped with a nanoelectrospray ion source (both Thermo Fisher Scientific). Each MS1
scan was followed by high-collision-dissociation (HCD) of the 10 most abundant precursor ions with
dynamic exclusion for 20 seconds. Total cycle time was approximately 1 s. For MS1, 3e® ions were
accumulated in the Orbitrap cell over a maximum time of 100 ms and scanned at a resolution of
120,000 FWHM (at 200 m*z). MS2 scans were acquired at a target setting of 1e” ions, accumulation
time of 50 ms and a resolution of 30,000 FWHM (at 200 m*z!). Singly charged ions and ions with
unassigned charge state were excluded from triggering MS2 events. The normalized collision energy
was set to 28%, the mass isolation window was set to 1.4 m*z! and one microscan was acquired for

each spectrum.

The acquired raw-files were searched against a yeast database (UniProt: download date: 30/10/2014,
total of 6,652 entries) by the MaxQuant software (Version 1.0.13.13) using default parameters. The
best 6 transitions for each peptide were selected automatically using an in-house software tool and
imported to Spectrodive software (version 7.5). A mass isolation lists containing 2 peptides for each
protein was exported from Spectrodive and imported into the Orbitrap Fusion Lumos operating
software for PRM analysis. The complete list of peptides and transitions used for PRM analysis are
shown in Supplementary Table 4. Chromatographic separation of peptides was carried out using an
EASY nano-LC 1200 system (Thermo Fisher Scientific), equipped with a heated RP-HPLC column (75 um
X 37 cm) packed in-house with 1.9 um C18 resin (Reprosil-AQ Pur, Dr. Maisch). For PRM analysis,
peptide samples were prepared as described above and spiked with the heavy reference peptide mix
above at 2 fmol/peptide/ug of total peptide mass. The peptides were separated using a following
stepwise gradient: from 95% solvent A (0.1% formic acid in water (v/v)) and 5% solvent B (80%
acetonitrile, 19.9% water, 0.1% formic acid (v/v/v)) to 28% solvent B until 45 minutes and then to 45%
solvent B until 60 minutes at the constant flow rate of 200 nL*min. For the PRM-MS analysis (MS2
scans), the resolution of the orbitrap was set to 120,000 FWHM (at 200 m*z!) and the fill time was set
to 250 ms to reach a target value of 1e®ions. lon isolation window was set to 0.4 Th. For each MS cycle,
a full MS1 scan at 60,000 FWHM (at 200 m*z) was included. In addition, a few selected samples were
also analyzed in DDA mode using the same LC gradient and parameters as above. After database
searching (using MaxQuant and parameters as above) proteotypic peptides for three abundant yeast

proteins (Glyceraldehyde-3-phosphate dehydrogenase 3, Enolase 2 and Actin, two peptides for each



264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285
286

287

288
289
290

291
292
293
294
295

protein) were extracted and used for normalizing the PRM results for starting material variations

(details see below).

Quantitative analysis

The PRM files were imported and processed using the Spectrodive software with the default settings.
For each target peptide, the total peak areas of the most intense transitions were exported. Only
peptides with the Elution Group Q.Value <0.01 were considered for quantitative analysis.
Subsequently, the raw files were imported into the Skyline software (version 4.2) to extract and sum
the MS1 intensities of peptide ions belonging to constitutively expressed proteins (Glyceraldehyde-3-
phosphate dehydrogenase 3, Enolase 2 and Actin, two peptides for each protein were selected). PRM
(MS2) intensities of target peptides were then normalized to the summed (MS1) intensity of selected
peptides from the constitutively expressed proteins. The obtained normalized intensities were divided
by the median of all samples to shift the final expression values into a meaningful scale of around 1.
The mean of the different peptides from each protein was then estimated for each time point for each

replicate experiment.

Dynamic depletion of CIn3 in single cells

The uncoupling of CIn3 levels from the overall protein production dynamics was performed as
described in Figure 5e, by tagging the endogenous CIn3 with an auxin-inducible degron (AID)*4°, and
using either 1 or 2 mM of the synthetic auxin substitute naphthalene-acetic acid (NAA) to activate
depletion. To allow for sufficient activation of depletion, G1 duration was estimated for both CIn3-AID

and control, in cells that entered G1 either 15 or 30 min after addition of NAA (1 or 2 mM respectively).

The effect of protein degradation on protein abundance dynamics

Consider a simple model of protein synthesis and degradation. In this model, the abundance of a
protein P (denoted by p) follows the rate equation
dp

€ ky(t) — kap, 1

where k, (t) is the (possibly time-varying) synthesis rate and k, the degradation rate. We consider
two limiting situations: one in which k is very large, leading to a very short protein half-life, and one
in which k; = 0, corresponding to a highly stable protein such as GFP.

To understand the dynamics of p(t) for large k4, we can turn to the analysis of the linear system (1)
in the frequency domain®.. Viewing the synthesis rate kp (t) as the system input and p(t) as the output,
frequency-response theory tells us that the output will closely track input signals with frequency
content smaller than the bandwidth of the system, which ranges from the zero frequency up to fzy, =
kqy/2m (corresponding to a period of kgl). As k, increases, the range of frequencies over which the
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output will be proportional to the input will increase as well. To get a sense of the relevant time scales,
for a protein with half-life of 5 minutes (k; = log (2)/5 = 0.139 min~1) the protein abundance will

very closely track inputs that vary over time scales longer than kgl = 7.2 min.

Putin more intuitive terms, when k is very large, the protein abundance tends to equilibrate very fast
in response to changes in the synthesis rate. For a fixed synthesis rate, k, o, the equilibrium protein
abundance is equal to k;, o /k, . Consequently, for a time-varying synthesis rate and large kg, protein
abundance will be very close to k,(t)/kg. This is result is also known as the quasi steady-state
approximation ® in the theory of chemical kinetics. Finally, it should be noted that keeping k, (t) the
same, increasing k,; will also decrease the average levels of the protein.

When k; = 0, equation (1) shows that p(t) will be given by

t
p(6) = p(0) + f K, (s)ds,
0

where p(0) is the amount of protein present at time zero. The stark contrast between the responses
of eq. (1) in the two limiting cases (large vs. zero k) is displayed in Extended Data Figure 8.

Statistics and Reproducibility

Statistical analyses were performed using Matlab and GraphPad Prism. Whenever applicable, two-
sided statistical tests were performed. Experiments related to Figure 1d and Extented Data Figure 4b
were performed once with multiple imaging positions. Overall, sample sizes, measures of centrality
and dispersion, statistical tests and p-values, are reported when applicable in the figures and their

respective captions. For non-graphically reported data, this information is included in the main text.

Data Availability

Source data for Figures 1-6 and Extented Data Figures 1-8 are provided in Source Data. The mass
spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the
PRIDE®? partner repository with the dataset identifier PXD015327. All other data are available from the

authors on resonable request.

Code Availability

At https://github.com/molecular-systems-biology/Litsios-et-al-2019 (DOI: 10.5281/zenod0.3455842),
we provide one CSV file with raw microscopy data together with the respective Matlab file in which

the data processing (smoothing, rate estimation etc.) is performed, as an example of our data
processing pipeline. These data were used in the construction of Fig. 5¢ of the main text and
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Extended Data Figure 4h. The custom-made Python script used for analysis of confocal images is also

provided. All other Matlab scripts used for processing are available from the authors on reasonable

request.
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