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#### Abstract

Machine learning methods and algorithms working under the assumption of identically and independently distributed (i.i.d.) data cannot be applicable when dealing with massive data collected from different sources or by various technologies, where heterogeneity of data is inevitable. In such scenarios where we are far from simple homogeneous and uni-modal distributions, we should address the data heterogeneity in a smart way in order to take the best advantages of data coming from different sources. In this dissertation we study two main sources of data heterogeneity, time and domain. We address the time by modeling the dynamics of data and the domain difference by transfer learning.

Gene expression data have been used for many years for phenotype classification, for instance, classification of healthy versus cancerous tissues or classification of various types of diseases. The traditional methods use static gene expression data measured in one time point. We propose to take into account the dynamics of gene interactions through time, which can be governed by gene regulatory networks (GRN), and design the classifiers using gene expression trajectories instead of static data. Thanks to recent advanced sequencing technologies such as single-cell, we are now able to look inside a single cell and capture the dynamics of gene expressions. As a result, we design optimal classifiers using single-cell gene expression trajectories, whose dynamics are modeled via Boolean networks with perturbation ( BNp ). We solve this problem using both expectation maximization (EM) and Bayesian framework and show the great efficacy of these methods over classification via bulk RNA-Seq data.

Transfer learning (TL) has recently attracted significant research attention, as it simultaneously learns from different source domains, which have plenty of labeled data, and transfers the relevant knowledge to the target domain with limited labeled data to improve the prediction performance. We study transfer learning with a novel Bayesian viewpoint. Transfer learning appears where we do not have enough data in our target domain to train the machine learning algorithms well but have good amount of data in other relevant source domains. The probability distributions of the


source and target domains might be totally different but they share some knowledge underlying the similar tasks between the domains and are related to each other in some sense. The ultimate goal of transfer learning is to find the amount of relatedness between the domains and then transfer the amount of knowledge to the target domain which can help improve the classification task in the data-poor target domain. Negative transfer is the most vital issue in transfer learning and happens when the TL algorithm is not able to detect that the source domain is not related to the target domain for a specific task. For addressing all these issues with a solid theoretical backbone, we propose a novel transfer learning method based on a Bayesian framework. We propose a Bayesian transfer learning framework, where the source and target domains are related through the joint prior distribution of the model parameters. The modeling of joint prior densities enables better understanding of the transferability between domains. Using such an idea, we propose optimal Bayesian transfer learning (OBTL) for both continuous and count data as well as optimal Bayesian transfer regression (OBTR), which are able to optimally transfer the relevant knowledge from a data-rich source domain to a data-poor target domain, whereby improving the classification accuracy in the target domain with limited data.
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## 1. INTRODUCTION

Machine learning has become one of the most important and challenging research topics today with immense number of applications such as genomics or computer vision, which owes its popularity to the emergence of different types of data which can now be easily acquired thanks to the growth of technology. Being exposed to different types of data coming from various measurement technologies lead to great amount of heterogeneity in data, which had not been experienced so far. As a result, we would more likely be very far away from the identically and independently distributed (i.i.d.) assumption, upon which many machine learning methods have been built. In this dissertation, we have addressed two types of heterogeneity in data: heterogeneity due to time evolution and heterogeneity due to domain difference. First, we address the time heterogeneity via modeling the dynamics of data. Second, we solve heterogeneity due to domain difference via transfer learning.

In chapter 2, we thoroughly study the classification of gene expression trajectories using the partial knowledge of gene regulatory networks (GRN). Traditionally, gene expression data from different sources of measurements, such as microarray and RNA-Seq, have been used for phenotype classification, that is, the classification of cancer versus normal or the classification of different types of diseases. According to the fact that the genes in our cells interact with each other and actually evolve over time via a GRN, we propose to model their dynamics and classify phenotypes using gene expression trajectories (time-series) which contain more information than the static data which are a snapshot of gene expressions in one time point. We first use partially known GRNs and model the gene expression state trajectories using Boolean Networks with perturbation (BNp), where a gene has two values: 1 for On and 0 for Off. We study the classification error under different mutated networks and attractor cycles and show that the mutations which change the attractor structures more lead to lower classification error. We then generalize it to real gene expression trajectories by assuming an observation model on top of state dynamics. Thanks to recent single-cell sequencing technologies, we are now able to sequence the gene expressions
inside every cell at each time point and generate meaningful gene expression trajectory data which can reflect the dynamics of gene regulatory networks. We design a classifier using single-cell gene expression trajectories and show that it can significantly outperform the classifiers which use static gene expression data derived from bulk gene expression technologies like RNA-Seq. The reason is that in bulk RNA-Seq, the expression values of genes are averaged over the population of cells and the dynamics cannot be captured. For the single-cell gene expression trajectories, we propose an expectation maximization (EM) algorithm with closed-from updates which can efficiently estimate the unknown parameters of the model using the observed trajectories. We finally study the single-cell gene expression trajectories in a Bayesian framework and propose intrinsically Bayesian robust classifier for the trajectories, where instead of estimating the unknown parameters, we assume they belong to an uncertainty class governed by a prior distribution. We evaluate all these methods on different important gene regulatory networks including p53 and cell cycle networks and demonstrate their efficacy in accurately classifying different phenotypes.

In chapter 3, we study transfer learning with a novel Bayesian viewpoint. Transfer learning appears where we do not have enough data in our target domain to train the machine learning algorithms well but have good amount of data in other relevant source domains. The probability distributions of the source and target domains might be totally different but they share some knowledge underlying the similar tasks between the domains and are related to each other in some sense. The ultimate goal of transfer learning is to find the amount of relatedness between the domains and then transfer the amount of knowledge to the target domain which can help improve the classification task in the data-poor target domain. Domain adaptation (DA) is a method to address transfer learning, where the source and target data are mapped to a common domain in which they follow a similar distribution. However, domain adaptation is not a very clever way of addressing transfer learning in that it can only work well when the two domains are highly related and can easily fail if there are huge distribution difference between the source and target domains. Indeed, many existing transfer learning and domain adaptation methods fail to answer questions regarding the relatedness and transferability between the source and target domains. As a result, they are very
prone to negative transfer, which is a phenomenon in which transfer learning fails to transfer helpful knowledge to the target domain and consequently deteriorates the performance compared to the target-only training without transferring any knowledge. Negative transfer is the most vital issue in transfer learning and happens when the algorithm is not able to detect that the source domain is not related to the target domain for a specific task. For solving all these issues, we propose a novel transfer learning method based on a Bayesian framework, which is the scope of chapter 3. We propose a Bayesian transfer learning framework, where the source and target domains are related through the joint prior distribution of the model parameters. The modeling of joint prior densities enables better understanding of the transferability between domains. We first consider continuous data under a Gaussian model. We define a joint Wishart distribution for the precision matrices of the Gaussian feature-label distributions in the source and target domains to act like a bridge that transfers the useful information of the source domain to help classification in the target domain by improving the target posteriors. Using several theorems from multivariate statistics, the posteriors and posterior predictive densities are derived in closed forms in terms of hypergeometric functions of matrix argument, leading to our novel closed-form and fast Optimal Bayesian Transfer Learning (OBTL) classifier. Then we generalize the OBTL for the regression problem and similarly propose Optimal Bayesian Transfer Regression (OBTR). Finally, we extend our transfer learning idea to count data with the aim of cancer classification using the next generation sequencing data such as RNA-Seq. In this case, for addressing over-dispersion in RNA-Seq data, we use Negative Binomial (NB) and define joint priors for the parameters of the source and target domain. We learn the posteriors using Hamiltonian Monte Carlo (HMC) algorithm and then define the optimal transfer learning classifier for the count data. We evaluate the performance of our proposed transfer learning methods for classification and regression using both image and cancer datasets and show that they are able to optimally transfer the relevant knowledge from the source to the target domain and consequently improve the performance of data-poor target domains.

## 2. CLASSIFICATION OF GENE EXPRESSION TRAJECTORIES USING THE KNOWLEDGE OF GENE REGULATORY NETWORKS*

### 2.1 Classification of Gene State Trajectories

### 2.1.1 Overview

Gene-expression-based phenotype classification is used for disease diagnosis and prognosis relating to treatment strategies. In this section we study classification based on sequential measurements of multiple genes using gene regulatory network (GRN) modeling. We assume there are two networks, original (healthy) and mutated (cancerous), and observations consist of trajectories of network states. The problem is to classify an observation trajectory as coming from either the original or mutated network. GRNs are modeled via probabilistic Boolean networks (PBN), which incorporate stochasticity at both the gene and network levels. Mutation affects the regulatory logic. Classification is based upon observing a trajectory of states of some given length. We characterize the Bayes classifier and find the Bayes error for a general PBN and the special case of a single Boolean network affected by random perturbations (BNp). The Bayes error is related to network sensitivity, meaning the extent of alteration in the steady-state distribution of the original network owing to mutation. Using standard methods to calculate steady-state distributions is cumbersome and sometimes impossible, so we provide an efficient algorithm and approximations. Extensive simulations are performed to study the effects of various factors, including approximation accuracy. We apply the classification procedure to a p53 BNp and a mammalian cell cycle PBN.

[^0]
### 2.1.2 Introduction

Gene-expression-based phenotype classification was among the first applications proposed for high-throughput expression measurements, starting with DNA microarrays, the aim being disease diagnosis or prognosis relating to treatment strategies [11-14]. Owing to feature selection and error estimation in extremely high-dimensional spaces with limited sample data, accurate classification and error estimation have proven to be difficult, even with the advent of RNA-seq data [15-20]. Measurement noise in high-throughput data and heterogeneity across samples and patients increase the challenge. One proposed approach is to use groups of genes as features, such as merging genes in signaling pathways. This can help avoid redundant information contained in selected genes, for instance, selecting several genes in a pathway that are regulated by a single master gene [21]. The approach is to jointly analyze the expression levels of genes related by functionality, which can be obtained via transcriptome analysis [22-24], GO annotations [25], or other sources. Several methods have been proposed to measure the activity of a particular pathway: mean or median [26], first principle component [24], using a subset of genes in the pathway [27], and combining loglikelihood ratios of genes in the pathway [28].

While the aforementioned methods take advantage of multiple gene activity, in the end they all rely on single measurements and therefore do not take advantage of the regulatory information in trajectory data. In this section we consider classification based on sequential measurements of multiple genes. The problem is modeled via gene regulatory networks (GRNs). There are two networks, an original and one having undergone mutation, and observations consist of trajectories of network states, the classification problem being to classify an observation trajectory as coming from either the original or mutated network.

Before describing the mathematical setting, we note that traditionally it has been difficult to collect time-course gene-expression data for cancer, not only because cancer is known for its heterogeneity, but also because the cells are not synchronized. Thus, traditionally, for quality timecourse expression data, one has to purify and synchronize the whole cell population, which is very challenging and cannot be achieved in a routine manner [29]. However, with the breakthrough in
single-cell profiling, the problem can be overcome by profiling individual cells using RNA-Seq or quantitative PCR [30]. The individual cells can be captured via standard methods, such as flow cytometry, glass capillaries, or laser [31], and be measured at various time points. For example, in [32], between 49 to 77 cells have been collected at each time for 4 total time points and a software, Monocle, has been built to extract various gene-expression trajectories of individual cells. The authors have shown that key gene-expression transition sequences can be observed based on the trajectories. The method, according to the authors, can also be applied to time-course data collected via quantitative PCR. Since the regulation dynamic can provide a wide range of information not readily available from existing medical tests, driven by the need for personalized treatment, one would envision that in the future such procedures might be commercialized to help physicians make better diagnoses and choose the best treatments.

We model GRNs via probabilistic Boolean networks (PBNs) [33]. These characterize regulatory relations over discrete steps, which need not be time but instead can be related to gene state transitions such as in the cell cycle. They incorporate stochasticity at the gene level by allowing random gene perturbation and at the network level by consisting of multiple Boolean networks randomly selected based upon the activity of latent variables outside the network. While for simplicity we assume binary values, corresponding to a gene expressing or not expressing, the general PBN model makes no such assumption and the results of this work extend directly to multi-valued genes. PBNs have been used extensively for the study of optimal intervention based on control over time [34] and a one-time targeted alteration of the regulatory functions [35].

We assume that the mutated network has arisen from a mutation affecting the regulatory logic, and classification is based upon observing a trajectory of states of some given length. In this section, we characterize the Bayes classifier and find the Bayes error for a general PBN and the special case of a single Boolean network ( BNp ) affected by random perturbations. It will be seen that longer trajectories lower the Bayes error. We also see that if the two networks are similar and share some same attractor cycles, the longer trajectories are required to achieve a desired Bayes error close to zero, but when they are totally dissimilar, even the short trajectories can result in a
lower Bayes error. As is commonly assumed (although not always mentioned), we suppose that classification is in the steady-state. Owing to perturbation, the Markov chain corresponding to a PBN is irreducible and hence possesses a steady-state distribution for the states.

We relate the Bayes error to the sensitivity of the network to mutation, where by sensitivity we mean quantification of the alteration in the steady-state distribution of the original network owing to mutation [36]. We define a trajectory-based notion of sensitivity suitable to the classification problem. Lack of sensitivity is good for cell survival because long-run wild-type state probabilities are not significantly altered, but this makes classification more difficult. If a function mutation significantly reduces the number of common attractor states in the two networks, then the Bayes error will be low. However, if the function mutation does not change the attractor structures of the original network, we cannot expect to have a Bayes error around zero, unless we have access to very long trajectories. The steady-state probabilities of attractors in PBNs have been derived in [37] with good approximations.

Using standard methods to calculate steady-state distributions is cumbersome and sometimes impossible due to the high computation time required for inverting large transition probability matrices (TPMs). We provide an efficient algorithm to help ease the computation; nevertheless, the computational burden is still prohibitive when the trajectory length is long, especially because we want to do simulations over large numbers of networks. Therefore, we provide approximations when the gene perturbation probability is small, a common assumption. We provide extensive simulations to study the effects of various factors, including the goodness of the approximations. Finally we apply the classification procedure to a p53 BNp and a mammalian cell cycle PBN.

### 2.1.3 Background

For a binary Boolean network (BN) on $n$ genes, a truth table gives the functional relationships between the genes [38]. Each gene value $x_{i} \in\{0,1\}$, for $i=1, \cdots, n$, at time $k+1$ is determined by the values of some predictor genes at time $k$ via a Boolean function $f_{i}:\{0,1\}^{n} \rightarrow\{0,1\}$ in the truth table. In practice, $f_{i}$ is a function of small number of genes, $K_{i}$, which is called input degree of the gene $x_{i}$ in the network. Given a truth table, a gene network can be represented as a graph
with vertices representing genes and edges representing regulations. Given an initial state, a BN will eventually reach a set of states, called an attractor cycle, through which it will cycle endlessly. Each initial state corresponds to a unique attractor cycle, and the set of initial states leading to a specific attractor cycle is known as the basin of attraction (BOA) of the attractor cycle.

### 2.1.3.1 Boolean Networks with perturbation (BNp)

For BNps, perturbation is introduced with a probability $p$ by which the current state of the network can be randomly changed. Implicitly, we assume that there is an independent identically distributed (i.i.d.) random perturbation vector at each time $k$, denoted by $\mathbf{n}_{k} \in\{0,1\}^{n}$, where the $i$ th gene flips at time $k$ if the $i$ th component of $\mathbf{n}_{k}$ is equal to 1 . Therefore, the dynamical model of the states can be expressed as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}\left(\mathbf{x}_{k}\right) \oplus \mathbf{n}_{k+1}, \quad k=0,1,2, \cdots, \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}_{k}=\left[x_{1}(k), x_{2}(k), \cdots, x_{n}(k)\right]^{T}$ is a binary state vector, called a gene activity profile (GAP), at time $k$, in which $x_{i}(k)$ indicates the expression level of the $i$ th gene at time $k$ (either 0 or 1$) ; \mathbf{f}\left(\mathbf{x}_{k}\right)=\left[f_{1}, f_{2}, \cdots, f_{n}\right]^{T}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is the vector of the network functions, in which $f_{i}$ shows the expression level of the $i$ th gene at time $k+1$ when the system lies in the state $\mathbf{x}_{k}$ at time $k ; \mathbf{n}_{k}=\left[n_{1}(k), n_{2}(k), \cdots, n_{n}(k)\right]^{T}$ is the perturbation vector at time $k$, in which $n_{1}(k), n_{2}(k), \cdots, n_{n}(k)$ are i.i.d. Bernoulli random variables for every $k$ with the parameter $p=P\left(n_{i}(k)=1\right)$; and $\oplus$ is component-wise modulo 2 addition. The existence of perturbation makes the corresponding Markov chain of a BNp irreducible. Hence, the network possesses a steady-state distribution $\pi$ describing its long-run behavior. A BNp inherits the attractor structure from the original BN without perturbation, the difference being that a random perturbation can cause a BNp to jump out of an attractor cycle, perhaps then transitioning to a different attractor cycle. If $p$ is sufficiently small, $\pi$ will reflect the attractor structure within the original network. We can derive the transition probability matrix (TPM) if we know the truth table and the perturbation probability for a BNp . As a result, the steady-state distribution $\pi$ can be computed as well.

### 2.1.3.2 Probabilistic Boolean Network (PBN)

The network function in a PBN is not fixed and changes over time. We first consider contextsensitive PBNs, in which the current function governing the network will be changed if a switch $\xi$ is on ( $\xi=1$ ), which has the probability $q$. When the switch is on, the new network function will be selected among $L$ functions $\left\{\mathbf{f}^{(1)}, \mathbf{f}^{(2)}, \cdots, \mathbf{f}^{(L)}\right\}$ with corresponding probabilities $\left\{c_{1}, c_{2}, \cdots, c_{L}\right\}$. Then we analyze instantaneously random PBNs, which are a special case of context-sensitive PBNs with $q=1$, meaning that the network functions are changing at each time point independently with the selection probabilities $\left\{c_{1}, c_{2}, \cdots, c_{L}\right\}$. The PBN dynamics are defined as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k+1}\left(\mathbf{x}_{k}\right) \oplus \mathbf{n}_{k+1}, \quad k=0,1,2, \cdots, \tag{2.2}
\end{equation*}
$$

where $\mathbf{x}_{k}$ and $\mathbf{n}_{k}$ denote the state and perturbation vectors, as defined in (2.1). Here, $\mathbf{f}_{k+1}$ is the network function at time $k+1$, which is randomly picked from the context set $\left\{\mathbf{f}^{(1)}, \mathbf{f}^{(2)}, \cdots, \mathbf{f}^{(L)}\right\}$, with the aforementioned probabilities, at each time $k+1$. A BNp is a PBN possessing a single context, that is, $L=1$. When $L=1, \mathbf{f}_{k+1}=\mathbf{f}^{(1)}$ in (2.2) is a constant function over time and (2.2) turns to the BNp definition in (2.1).

In this section, we address the following problem. Suppose the truth table governing the original BNp (or PBN) is altered to yield a mutated BNp (PBN), keeping $p$ unchanged, and we are given an observed trajectory of the states in the steady-state. Our goal is to classify this arbitrary trajectory as belonging to the original or mutated $\mathrm{BNp}(\mathrm{PBN})$. We will obtain the Bayes classifier for this problem and find the corresponding Bayes error for the classifier.

### 2.1.4 Methods

### 2.1.4.1 Bayes Classifier

- Context-sensitive PBN:

We first consider the general case of context-sensitive PBNs. Let $\mathbf{x}_{k}$ denote an $n \times 1$ binary state vector at time $k$. Let $\overline{\mathbf{x}}_{k}=1+\sum_{i=1}^{n} x_{i}(k) \times 2^{i-1}$ denote the index of $\mathbf{x}_{k}$ at time $k$, such that
$\overline{\mathbf{x}}_{k} \in\left\{1,2, \cdots, 2^{n}\right\}$; for instance, $(0,0, \ldots, 0)^{T} \rightarrow 1$ and $(1,1, \ldots, 1)^{T} \rightarrow 2^{n}$. In a context-sensitive PBN the state of the corresponding Markov chain at each time consists of both a GAP and a context, and is of the form $\left(\mathbf{X}_{k}, \mathbf{F}_{k}\right)$. Thus, the TPM has dimension $2^{n} \times L$ by $2^{n} \times L$. Its entries are the probabilities $P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1}, \mathbf{F}_{k+1}=\mathbf{f}_{k+1} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{F}_{k}=\mathbf{f}_{k}\right)$. In our classification problem we only have access to the GAP observations in the steady-state. As a result, we will use a hidden Markov model (HMM) to compute the probability of a given GAP trajectory in the steady-state.

The TPM in this case is a $2^{n} \times L$ by $2^{n} \times L$ matrix, whose entries are defined by

$$
\begin{gather*}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{f}_{k}=\mathbf{f}^{(j)}\right)= \\
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)}\right) \\
\times P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{k}=\mathbf{f}^{(j)}\right) \tag{2.3}
\end{gather*}
$$

From (2.2) we have

$$
\begin{array}{r}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)}\right)= \\
p^{\left.d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\right)\left(\mathbf{x}_{k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)}, \tag{2.4}
\end{array}
$$

where $d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)$ is the Hamming distance between two binary vectors $\mathbf{x}_{k+1}$ and $\mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)$. We know that $\left\{\mathbf{f}_{k}\right\}$ itself forms an irreducible Markov chain, and consequently possesses a steadystate distribution. If the current function is $\mathbf{f}^{(i)}$, then the probability that the function stays fixed at the next time is $1-q+q c_{i}$, which is the addition of the probabilities of two exclusive events: the network switch is not called for (probability $1-q$ ), or the switch is called for and the current network is selected again (probability $q c_{i}$ ). If the current function is not $\mathbf{f}^{(i)}$, then the probability that $\mathbf{f}^{(i)}$ will be the network function at the next time point is $q c_{i}$, which is the probability that the switch is called for and the function $\mathbf{f}^{(i)}$ is selected. Therefore, we can write,

$$
\begin{equation*}
P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{k}=\mathbf{f}^{(j)}\right)=1_{[i=j]}\left(1-q+q c_{i}\right)+1_{[i \neq j]}\left(q c_{i}\right), \tag{2.5}
\end{equation*}
$$

for $i, j=1, \cdots, L$. Consequently, from (2.3)-(2.5), the TPM has the following entries,

$$
\begin{array}{r}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{f}_{k}=\mathbf{f}^{(j)}\right)= \\
\left\{1_{[i=j]}\left(1-q+q c_{i}\right)+1_{[i \neq j]}\left(q c_{i}\right)\right\} \\
\times p^{d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)} . \tag{2.6}
\end{array}
$$

Now we aim to compute the probability of a given GAP trajectory in a specific PBN in the steady-state. Suppose $\mathcal{X}=\left[\mathbf{x}_{s}, \mathbf{x}_{s+1}, \cdots, \mathbf{x}_{s+m-1}\right]$ is an observed trajectory of length $m$ in the steady-state, where $s$ is a time point in the steady-state, and $\mathcal{F}=\left[\mathbf{f}_{s+1}, \cdots, \mathbf{f}_{s+m-1}\right]$ is composed of the hidden network functions from time $s+1$ to $s+m-1$. The joint probability of $\mathcal{X}$ and $\mathcal{F}$ is

$$
\begin{equation*}
P(\mathcal{X}, \mathcal{F})=P(\mathcal{X} \mid \mathcal{F}) P(\mathcal{F}) \tag{2.7}
\end{equation*}
$$

where $P(\mathcal{X} \mid \mathcal{F})$ and $P(\mathcal{F})$ can be factorized as

$$
\begin{gather*}
P(\mathcal{X} \mid \mathcal{F})=P\left(\mathbf{x}_{s}\right) \prod_{k=1}^{m-1} P\left(\mathbf{x}_{s+k} \mid \mathbf{x}_{s+k-1}, \mathbf{f}_{s+k}\right)  \tag{2.8}\\
P(\mathcal{F})=P\left(\mathbf{f}_{s+1}\right) \prod_{k=2}^{m-1} P\left(\mathbf{f}_{s+k} \mid \mathbf{f}_{s+k-1}\right) . \tag{2.9}
\end{gather*}
$$

In order to derive the probability of trajectory, $P(\mathcal{X})$, we should marginalize the joint PMF of (2.7) over $\mathcal{F}$,

$$
\begin{equation*}
P(\mathcal{X})=\sum_{\mathcal{F}} P(\mathcal{X}, \mathcal{F}) \tag{2.10}
\end{equation*}
$$

which can be efficiently computed using the forward update in the structure of the HMM due to the factorization in (2.8) and (2.9). We define the vectors $\alpha_{k}$, for $k=s+1, \cdots, s+m-1$, with the $i$-th entry,

$$
\begin{align*}
\alpha_{s+1}(i)= & P\left(\mathbf{x}_{s}\right) P\left(\mathbf{f}_{s+1}=\mathbf{f}^{(i)}\right) P\left(\mathbf{x}_{s+1} \mid \mathbf{x}_{s}, \mathbf{f}_{s+1}=\mathbf{f}^{(i)}\right), \\
\alpha_{s+k+1}(i) & =P\left(\mathbf{x}_{s+k+1} \mid \mathbf{x}_{s+k}, \mathbf{f}_{s+k+1}=\mathbf{f}^{(i)}\right) \\
& \times \sum_{j=1}^{L} \alpha_{s+k}(j) P\left(\mathbf{f}_{s+k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{s+k}=\mathbf{f}^{(j)}\right), \tag{2.11}
\end{align*}
$$

where $k=1, \cdots, m-2$ and $i=1, \cdots, L$.
Proposition 1: The steady-state distribution of the network functions is equal to their selection probabilities, that is, $P\left(\mathbf{f}_{k}=\mathbf{f}^{(i)}\right)=c_{i}$, where $k \rightarrow \infty$.

Proof: From the total probability rule,

$$
\begin{align*}
P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)}\right) & =P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{k}=\mathbf{f}^{(i)}\right) P\left(\mathbf{f}_{k}=\mathbf{f}^{(i)}\right) \\
& +P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{k} \neq \mathbf{f}^{(i)}\right) P\left(\mathbf{f}_{k} \neq \mathbf{f}^{(i)}\right) \tag{2.12}
\end{align*}
$$

As mentioned before, $\left\{\mathbf{f}_{k}\right\}$ is an irreducible Markov chain and has a steady-state distribution, that is, $P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)}\right)=P\left(\mathbf{f}_{k}=\mathbf{f}^{(i)}\right)$ when $k \rightarrow \infty$; using this and (2.5) in (2.12) leads to $P\left(\mathbf{f}_{k}=\right.$ $\left.\mathbf{f}^{(i)}\right)=c_{i}$, where $k \rightarrow \infty$.

According to Proposition 1, $P\left(\mathbf{f}_{s+1}=\mathbf{f}^{(i)}\right)=c_{i}$ in (2.11). Furthermore, $P\left(\mathbf{x}_{s}\right)=\pi_{\overline{\mathbf{x}}_{s}}$ in (2.11) is the steady-state distribution of $\mathbf{x}_{s}$, which can be computed from the TPM in (2.6). Hence, we can rewrite (2.11) as

$$
\begin{align*}
& \alpha_{s+1}(i)=\pi_{\overline{\mathbf{x}}_{s}} c_{i} P\left(\mathbf{x}_{s+1} \mid \mathbf{x}_{s}, \mathbf{f}_{s+1}=\mathbf{f}^{(i)}\right), \\
& \alpha_{s+k+1}(i)=P\left(\mathbf{x}_{s+k+1} \mid \mathbf{x}_{s+k}, \mathbf{f}_{s+k+1}=\mathbf{f}^{(i)}\right) \\
& \times \sum_{j=1}^{L} \alpha_{s+k}(j) P\left(\mathbf{f}_{s+k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{s+k}=\mathbf{f}^{(j)}\right) . \tag{2.13}
\end{align*}
$$

Using (2.4), (2.5), and (2.13), we can compute $\alpha_{s+m-1}$. Finally, the probability of the trajectory $\mathcal{X}$
can be computed by summing the entries of $\alpha_{s+m-1}$ as

$$
\begin{equation*}
P(\mathcal{X})=\sum_{i=1}^{L} \alpha_{s+m-1}(i) \tag{2.14}
\end{equation*}
$$

Suppose $\pi_{\overline{\mathbf{x}}_{s}}$ and $\tilde{\pi}_{\overline{\mathbf{x}}_{s}}$ are the steady-state probabilities of being in state $\mathbf{x}_{s}$ in the original and mutated PBNs, respectively, $\left\{\mathbf{f}^{(1)}, \cdots, \mathbf{f}^{(L)}\right\}$ and $\left\{\tilde{\mathbf{f}}^{(1)}, \cdots, \tilde{\mathbf{f}}^{(L)}\right\}$ are the $L$ constituent network functions of the original and mutated PBNs, respectively, and $\left\{c_{1}, c_{2}, \cdots, c_{L}\right\}$ and $\left\{\tilde{c}_{1}, \tilde{c}_{2}, \cdots, \tilde{c}_{L}\right\}$ are the corresponding function selection probabilities. As a result, the probability of the trajectory $\mathcal{X}$ in the original network, $P\left(\mathcal{X} \mid P B N_{\text {original }}\right)$, can be computed from (2.14). We can also compute the probability of the trajectory $\mathcal{X}$ in the mutated network, $P\left(\mathcal{X} \mid P B N_{\text {mutated }}\right.$ ), using (2.14), but we should use $\tilde{\pi}_{\overline{\mathbf{x}}_{s}}, \tilde{\mathbf{f}}^{(i)}, \tilde{c}_{i}$, and $\tilde{q}$ instead of $\pi_{\overline{\mathbf{x}}_{s}}, \mathbf{f}^{(i)}, c_{i}$ and $q$, respectively, in (2.1)-(2.14).

Let $p_{0}$ and $p_{1}$ be the prior probabilities of the original and mutated PBNs, respectively. Then the posterior probabilities of the classes after observing the trajectory $\mathcal{X}$ are

$$
\begin{gather*}
\eta(\mathcal{X})=P\left(P B N_{\text {mut. }} \mid \mathcal{X}\right)=\frac{p_{1} P\left(\mathcal{X} \mid P B N_{m u t .}\right)}{P(\mathcal{X})},  \tag{2.15}\\
1-\eta(\mathcal{X})=P\left(P B N_{\text {orig. }} \mid \mathcal{X}\right)=\frac{p_{0} P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right)}{P(\mathcal{X})} . \tag{2.16}
\end{gather*}
$$

The Bayes classifier is given by

$$
\begin{gather*}
\psi^{\star}(\mathcal{X})=\left\{\begin{array}{cc}
1, & \eta(\mathcal{X}) \geq 1-\eta(\mathcal{X}) \\
0, & \eta(\mathcal{X})<1-\eta(\mathcal{X})
\end{array}\right. \\
= \begin{cases}1, & p_{1} P\left(\mathcal{X} \mid P B N_{\text {mut. }}\right) \geq p_{0} P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right) \\
0, & p_{1} P\left(\mathcal{X} \mid P B N_{\text {mut. }}\right)<p_{0} P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right)\end{cases} \tag{2.17}
\end{gather*}
$$

In (2.17), the classes 0 and 1 denote the original and mutated PBNs, respectively. If we assume the classes are equally likely, $p_{0}=p_{1}=\frac{1}{2}$, then $p_{0}$ and $p_{1}$ can be dropped from both sides of the inequality in (2.17).

- Instantaneously random PBN:

Now we consider the case $q=1$, which means that the network functions are changing at each time point. The probability of selecting $\mathbf{f}^{(i)}$ at time $k+1$ is independent of the previous network function at time $k$ and is equal to $c_{i}$. We can see this fact from (2.5):

$$
\begin{equation*}
P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{f}_{k}=\mathbf{f}^{(j)}\right)=P\left(\mathbf{f}_{k+1}=\mathbf{f}^{(i)}\right)=c_{i} . \tag{2.18}
\end{equation*}
$$

Furthermore, the TPM in (2.6) becomes

$$
\begin{array}{r}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{X}_{k}=\mathbf{x}_{k}, \mathbf{f}_{k}=\mathbf{f}^{(j)}\right)= \\
c_{i} p^{d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)} \\
=  \tag{2.19}\\
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1}, \mathbf{f}_{k+1}=\mathbf{f}^{(i)} \mid \mathbf{X}_{k}=\mathbf{x}_{k}\right)
\end{array}
$$

As a result, the TPM of the GAP can be achieved by marginalizing (2.19) over $\mathbf{f}^{(i)}$ as

$$
\begin{array}{r}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1} \mid \mathbf{X}_{k}=\mathbf{x}_{k}\right)= \\
\sum_{i=1}^{L} c_{i} p^{d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{k}\right)\right)} \tag{2.20}
\end{array}
$$

Note that in this case, $P(\mathcal{F})$ in (2.9) is factorized as (based on independence)

$$
\begin{equation*}
P(\mathcal{F})=\prod_{k=1}^{m-1} P\left(\mathbf{f}_{s+k}\right) \tag{2.21}
\end{equation*}
$$

From (2.7), (2.8), (2.10), and (2.21), we have

$$
\begin{equation*}
P(\mathcal{X})=\pi_{\overline{\mathbf{x}}_{s}} \prod_{k=0}^{m-2} P\left(\mathbf{X}_{s+k+1}=\mathbf{x}_{s+k+1} \mid \mathbf{X}_{s+k}=\mathbf{x}_{s+k}\right) \tag{2.22}
\end{equation*}
$$

Therefore, from (2.20) and (2.22), the probabilities of the steady-state GAP trajectory $\mathcal{X}$ in the
original and mutated instantaneously random PBNs are

$$
\begin{align*}
& P\left(\mathcal{X} \mid P B N_{\text {original }}\right)=\pi_{\overline{\mathbf{x}}_{s}} \prod_{k=0}^{m-2}\left\{\sum_{i=1}^{L} c_{i} p^{d\left(\mathbf{x}_{s+k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{s+k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{s+k+1}, \mathbf{f}^{(i)}\left(\mathbf{x}_{s+k}\right)\right)}\right\},  \tag{2.23}\\
& P\left(\mathcal{X} \mid P B N_{\text {mutated }}\right)=\tilde{\pi}_{\overline{\mathbf{x}}_{s}} \prod_{k=0}^{m-2}\left\{\sum_{i=1}^{L} \tilde{c}_{i} p^{d\left(\mathbf{x}_{s+k+1}, \tilde{\mathbf{f}}^{(i)}\left(\mathbf{x}_{s+k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{s+k+1}, \tilde{\mathbf{f}}^{(i)}\left(\mathbf{x}_{s+k}\right)\right)}\right\} . \tag{2.24}
\end{align*}
$$

The Bayes classifier is the same as in (2.17).

- BNp :

According to (2.1), the TPM of a BNp is a $2^{n} \times 2^{n}$ matrix with the following entries.

$$
\begin{equation*}
P\left(\mathbf{X}_{k+1}=\mathbf{x}_{k+1} \mid \mathbf{X}_{k}=\mathbf{x}_{k}\right)=p^{d\left(\mathbf{x}_{k+1}, \mathbf{f}\left(\mathbf{x}_{k}\right)\right)}(1-p)^{n-d\left(\mathbf{x}_{k+1}, \mathbf{f}\left(\mathbf{x}_{k}\right)\right)} \tag{2.25}
\end{equation*}
$$

We can see that the TPM in (2.25) can also be achieved from the TPM of the GAP in the instantaneously random PBN (2.20) by letting $L=1, c_{1}=1$, and $\mathbf{f}^{(1)}=\mathbf{f}$. The probability of $\mathcal{X}$ in the BNp is

$$
\begin{equation*}
P(\mathcal{X})=\pi_{\overline{\mathbf{x}}_{s}} \prod_{k=0}^{m-2} P\left(\mathbf{X}_{s+k+1}=\mathbf{x}_{s+k+1} \mid \mathbf{X}_{s+k}=\mathbf{x}_{s+k}\right) \tag{2.26}
\end{equation*}
$$

Using (2.25) and (2.26), the probability of $\mathcal{X}$ in the original and mutated BNps can be written as

$$
\begin{array}{r}
P\left(\mathcal{X} \mid B N p_{\text {original }}\right)=\pi_{\overline{\mathbf{x}}_{s}} p^{\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \mathbf{f}\left(\mathbf{x}_{s+k}\right)\right)} \\
\times(1-p)^{n(m-1)-\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \mathbf{f}\left(\mathbf{x}_{s+k}\right)\right)}, \\
P\left(\mathcal{X} \mid B N p_{\text {mutated }}\right)=\tilde{\pi}_{\overline{\mathbf{x}}_{s}} p^{\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \tilde{\mathbf{f}}\left(\mathbf{x}_{s+k}\right)\right)} \\
\quad \times(1-p)^{n(m-1)-\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \tilde{\mathbf{f}}\left(\mathbf{x}_{s+k}\right)\right)}, \tag{2.28}
\end{array}
$$

where $\mathbf{f}$ and $\tilde{\mathbf{f}}$ are the network functions of the original and mutated BNps, respectively. Similar to
(2.17), the Bayes classifier is

$$
\psi^{\star}(\mathcal{X})=\left\{\begin{array}{ll}
1, & p_{1} P\left(\mathcal{X} \mid B N p_{\text {mut }} .\right) \geq p_{0} P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)  \tag{2.29}\\
0, & p_{1} P\left(\mathcal{X} \mid B N p_{\text {mut } .}\right)<p_{0} P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)
\end{array},\right.
$$

where the classes 0 and 1 denote the original and mutated BNps , respectively.
The GAP steady-state distribution $\pi=\left[\pi_{1}, \pi_{2}, \cdots, \pi_{2^{n}}\right]$ can be easily calculated using the fact that $\pi=\pi P$ and $\sum_{i=1}^{2^{n}} \pi_{i}=1$, where $P$ is the GAP TPM of the original instantaneously random PBN and original BNp, whose entries are respectively computed using (2.20) and (2.25). More specifically, $\pi=\pi P$ can be written in the form $\pi(I-P)=0$. We know $I-P$ is not a full-rank matrix and that one out of $2^{n}$ linear equations depends on the others. Therefore, we remove one column (say the last column) of the matrix $I-P$ and replace it by an all-one column, which adds the normalization constraint, $\sum_{i=1}^{2^{n}} \pi_{i}=1$, to the set of the linear equations $\pi=\pi P$. Calling the resultant matrix $Q$, we have

$$
\begin{equation*}
\pi=[0,0, \cdots, 0,1] Q^{-1} \tag{2.30}
\end{equation*}
$$

We know from the Markov chain properties that $Q$ is a full-rank matrix and has an inverse. We should also note that although computing the steady-state distribution using (2.30) is exact, it may not be the most efficient method in terms of the computation time. As a result, we may need to use the approximate and faster algorithms, like power methods, to compute $\pi$ in very large networks. For the mutated PBN, $\tilde{\pi}$ can be similarly derived. However, as we will study the behavior of the average Bayes error over many random networks and many random mutations, we will provide an algorithm to compute $\tilde{\pi}$ very efficiently without a need for matrix inversion like in (2.30).

### 2.1.4.2 Bayes Error and Long-run Sensitivity

This section provides the Bayes error for the previously derived Bayes classifiers. It uses the fact that the Bayes error can be expressed via the posterior probabilities by

$$
\begin{equation*}
\epsilon^{\star}=E[\min \{\eta(\mathcal{X}), 1-\eta(\mathcal{X})\}] \tag{2.31}
\end{equation*}
$$

## - Bayes error for BNps:

From (2.15), (2.16) (replacing PBNs with BNps), and (2.31), and with the assumption of equally likely BNps , i. e., $p_{0}=p_{1}=\frac{1}{2}$, the Bayes error can be written as

$$
\begin{equation*}
\epsilon^{\star}=\frac{1}{2} \sum_{\mathcal{X}} \min \left\{P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right), P\left(\mathcal{X} \mid B N p_{\text {mut } .}\right)\right\} \tag{2.32}
\end{equation*}
$$

where $P\left(\mathcal{X} \mid B N p_{\text {original }}\right)$ and $P\left(\mathcal{X} \mid B N p_{\text {mutated }}\right)$ are given in (2.27) and (2.28), and the summation is over all possible $2^{m n}$ trajectories of the length $m$. For long trajectories (large $m$ ) and big networks (large $n$ ), $2^{m n}$ is huge, and it is impossible to compute the exact Bayes error using (2.32). We will consider approximation to reduce the complexity of computing the Bayes error.

We begin by writing the Bayes error in terms of the trajectory long-run sensitivity, $\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}})$, which we define as the total absolute change in the steady-state probability masses of trajectories of length $m$ resulting from changing $\mathbf{f}$ to $\tilde{\mathbf{f}}$. Using the equality

$$
\begin{equation*}
\min \{a, b\}=\frac{a+b}{2}-\frac{|a-b|}{2}, \tag{2.33}
\end{equation*}
$$

in conjunction with (2.32) and the fact that $\sum_{\mathcal{X}} P\left(\mathcal{X} \mid B N p_{\text {original }}\right)=\sum_{\mathcal{X}} P\left(\mathcal{X} \mid B N p_{\text {mutated }}\right)=1$, the Bayes error can be expressed as

$$
\begin{equation*}
\epsilon^{\star}=\frac{1}{2}\left[1-\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}})\right], \tag{2.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}})=\frac{1}{2} \sum_{\mathcal{X}}\left|P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)-P\left(\mathcal{X} \mid B N p_{m u t .}\right)\right| . \tag{2.35}
\end{equation*}
$$

Note that $0 \leq \omega_{m}(\mathbf{f}, \tilde{\mathbf{f}}) \leq 1$ and $\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}})$ is also called Kolmogorov's variational distance. According to (2.34), the difficulty of classification is inversely related to the sensitivity, with $\epsilon^{\star} \approx 0.5$ when $\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}}) \approx 0$, and $\epsilon^{\star} \approx 0$ when $\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}}) \approx 1$. The more sensitive a network is to mutation, the easier it is to classify.

The main challenge in calculating the sensitivity in (2.35) is summation over the $2^{m n}$ trajectories $\mathcal{X}$. In most cases, the perturbation probability $p$ is small. Assuming $p$ is sufficiently small, we can reduce the trajectory space to achieve a good approximation for the sensitivity with a feasible computational complexity. To this end, we consider the trajectories in which there is at most one gene perturbation. The Bayes error in (2.32) and the long-run sensitivity in (2.35) are some functions of the probabilities given in (2.27) and (2.28), and those probabilities have a term $p$ to the power of $\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \mathbf{f}\left(\mathbf{x}_{s+k}\right)\right)$ and $\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \tilde{\mathbf{f}}\left(\mathbf{x}_{s+k}\right)\right)$ respectively in the original and mutated BNps. As a result, when $p$ is small enough, we can only consider the trajectories for which those Hamming distances are equal to 0 or 1 , and terms with higher powers of $p$ are negligible and a good approximation results by ignoring them. Using this fact, we define the reduced space of trajectories of length $m$ in the original BNp by

$$
\begin{align*}
& R_{0}=\{\mathcal{X}  \tag{2.36}\\
& \left.\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \mathbf{f}\left(\mathbf{x}_{s+k}\right)\right)=0\right\}  \tag{2.37}\\
& R_{1}=\{\mathcal{X} \\
& \left.\sum_{k=0}^{m-2} d\left(\mathbf{x}_{s+k+1}, \mathbf{f}\left(\mathbf{x}_{s+k}\right)\right)=1\right\}
\end{align*}
$$

and $R=R_{0} \cup R_{1}$, where $\mathcal{X}=\left[\mathbf{x}_{s}, \mathbf{x}_{s+1}, \cdots, \mathbf{x}_{s+m-1}\right]$. Since in the Boolean networks, there is only one directed edge between any two states, starting from state $\mathbf{x}_{s}$ there is only one trajectory of length $m$. Thus, the cardinality of $R_{0}$ is $\left|R_{0}\right|=2^{n}$. Since there are $m-1$ state transitions, and in each transition there are $n$ positions to apply one gene perturbation, $\left|R_{1}\right|=n(m-1) 2^{n}$. Since $R_{0}$ and $R_{1}$ are disjoint, $|R|=\left|R_{0}\right|+\left|R_{1}\right|=2^{n}(n m-n+1)$. We analogously define $\tilde{R}_{0}$ and $\tilde{R}_{1}$ for the mutated BNp by using $\tilde{\mathbf{f}}$ instead of $\mathbf{f}$ in (2.36) and (2.37), and define $\tilde{R}=\tilde{R}_{0} \cup \tilde{R}_{1}$, for which $|\tilde{R}|=|R|=2^{n}(n m-n+1)$. If $p \approx 0$, then $P\left(\mathcal{X} \mid B N p_{\text {original }}\right) \approx 0$ for $\mathcal{X} \notin R$ and $P\left(\mathcal{X} \mid B N p_{\text {mutated }}\right) \approx 0$ for $\mathcal{X} \notin \tilde{R}$. Due to the minimum function in the Bayes error in (2.32) and the absolute value function in the sensitivity in (2.35), only trajectories in $R \cup \tilde{R}$ play a nonnegligible role in determining the Bayes error and sensitivity. Moreover $|R \cup \tilde{R}| \leq 2^{n+1}$ (nm $n+1$ ), which is much less than $2^{m n}$ for large $m$. Since the summands in (2.32) and (2.35) have
positive values, we have the following lower bounds for the Bayes error and long-run sensitivity:

$$
\begin{align*}
& \epsilon^{\star} \geq \frac{1}{2} \sum_{\mathcal{X} \in R \cup \tilde{R}} \min \left\{P\left(\mathcal{X} \mid B N p_{\text {orig. }} .\right), P\left(\mathcal{X} \mid B N p_{\text {mut. }}\right)\right\},  \tag{2.38}\\
& \omega_{m}(\mathbf{f}, \tilde{\mathbf{f}}) \geq \frac{1}{2} \sum_{\mathcal{X} \in R \cup \tilde{R}}\left|P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)-P\left(\mathcal{X} \mid B N p_{\text {mut. }}\right)\right| \tag{2.39}
\end{align*}
$$

From (2.34) and (2.39), an upper bound for the Bayes error can be derived as

$$
\begin{equation*}
\epsilon^{\star} \leq \frac{1}{2}\left[1-\frac{1}{2} \sum_{\mathcal{X} \in R \cup \tilde{R}}\left|P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)-P\left(\mathcal{X} \mid B N p_{\text {mut. }}\right)\right|\right] . \tag{2.40}
\end{equation*}
$$

The tightness of the lower and upper bounds in (2.38) and (2.40) depends on how small $p$ is. As $p \rightarrow 0$, these bounds converge to the Bayes error. However, when $p$ increases, the gap between the bounds grows. A tight approximation requires that $p$ be sufficiently small. We will examine this with simulations.

- Bayes error in instantaneously random PBNs:

From (2.15), (2.16), and (2.31), and assuming equally likely PBNs, i. e., $p_{0}=p_{1}=\frac{1}{2}$, the Bayes error in classifying the two PBNs (original and mutated) is

$$
\begin{equation*}
\epsilon^{\star}=\frac{1}{2} \sum_{\mathcal{X}} \min \left\{P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right), P\left(\mathcal{X} \mid P B N_{m u t .}\right)\right\} . \tag{2.41}
\end{equation*}
$$

Again, this summation is over $2^{m n}$ possible trajectories. To reduce computational complexity, we can analogously define $R_{0}$ and $R_{1}$ as for BNps ; however, for PBNs , the corresponding reduction is insufficient on account of context switching. Thus, we must reduce even further and only consider $R_{0}$, in which case, owing to context switching, $\left|R_{0}\right| \leq L^{m-1} \times 2^{n}$, where $L$ is the number of constituent BNs in the PBN. Based on (2.23) and (2.24), which are for the instantaneously random

PBNs, we restrict our computation to

$$
\begin{align*}
& R_{0}=\left\{\mathcal{X} \mid \prod_{k=0}^{m-2}\left\{\sum_{i=1}^{L} c_{i} \mathbf{1}_{\left[\mathbf{x}_{s+k+1}=\mathbf{f}^{(i)}\left(\mathbf{x}_{s+k}\right)\right]}\right\} \neq 0\right\},  \tag{2.42}\\
& \tilde{R}_{0}=\left\{\mathcal{X} \mid \prod_{k=0}^{m-2}\left\{\sum_{i=1}^{L} \tilde{c}_{i} \mathbf{1}_{\left[\left(\mathbf{x}_{s+k+1}=\tilde{\mathbf{f}}^{(i)}\left(\mathbf{x}_{s+k}\right)\right]\right.}\right\} \neq 0\right\}, \tag{2.43}
\end{align*}
$$

for the original and mutated PBNs, under the assumption that $p \approx 0$. The Bayes error lower and upper bounds, similar to (2.38) and (2.40), are

$$
\begin{gather*}
\epsilon^{\star} \geq \frac{1}{2} \sum_{\mathcal{X} \in R_{0} \cup \tilde{R}_{0}} \min \left\{P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right), P\left(\mathcal{X} \mid P B N_{\text {mut. }}\right)\right\},  \tag{2.44}\\
\epsilon^{\star} \leq \frac{1}{2}\left[1-\frac{1}{2} \sum_{\mathcal{X} \in R_{0} \cup \tilde{R}_{0}}\left|P\left(\mathcal{X} \mid P B N_{\text {orig. }}\right)-P\left(\mathcal{X} \mid P B N_{\text {mut. }}\right)\right|\right], \tag{2.45}
\end{gather*}
$$

respectively. Simulations will demonstrate the tightness of the bounds.

### 2.1.4.3 Markov Chain Perturbation Theory and Multiple Function Mutations

The steady-state distribution $\tilde{\pi}$ of the mutated BNp governed by $\tilde{f}$ can be computed similarly to $\pi$ using (2.30) by replacing $Q$ by $\tilde{Q}$; however, computational savings can be had by using Markov Chain perturbation theory to derive $\tilde{\pi}$ directly from $\pi$ and the TPMs of the original and mutated BNps, $P$ and $\tilde{P}$. Keep in mind that we are referring to function perturbations as mutations and we will state the original Markov Chain perturbation theory in terms of mutations so that it is consistent with our terminology. A rank-one mutation (perturbation) has the TPM $\tilde{P}=P+a b^{T}$, where $a$ and $b$ are two arbitrary column vectors satisfying $b^{T} e=0$, where $e$ is an all-one column vector.

Theorem [35]: Consider a rank-one mutation for which $\tilde{P}=P+a b^{T}$ and let $\pi$ (a row vector) and $Z=[I-P+e \pi]^{-1}$ be the steady-state distribution and the fundamental matrix of the original Markov chain, respectively. Then, the steady-state distribution and the fundamental matrix of the
mutated Markov chain are respectively given by

$$
\begin{gather*}
\tilde{\pi}=\pi+\frac{\pi a}{1-b^{T} Z a} b^{T} Z,  \tag{2.46}\\
\tilde{Z}=\left[I-\frac{\pi a}{1-b^{T} Z a} e b^{T} Z\right]\left[Z+\frac{Z a b^{T} Z}{1-b^{T} Z a}\right] . \tag{2.47}
\end{gather*}
$$

One special case of a rank-one mutation is a mutation in only one state, which changes only one row of the TPM. In this case, $a=e_{k}$ and $e_{k}$ is a vector with 1 in the $k$-th entry and 0 s in the other entries. We consider a commonly used 1-bit function mutation in which the output of only one gene is flipped in the transition from a specific state and the other outputs are kept unchanged. If $\mathrm{x}^{\star}$ is the state in which the output of the $i^{\star}$-th gene is mutated (flipped), then we can write $\tilde{\mathbf{f}}\left(\mathbf{x}^{\star}\right)=\mathbf{f}\left(\mathbf{x}^{\star}\right) \oplus e_{i^{\star}}$, and $\tilde{\mathbf{f}}(\mathbf{x})=\mathbf{f}(\mathbf{x})$ for $\mathbf{x} \neq \mathbf{x}^{\star}$. Since there is only a change in $\overline{\mathbf{x}}^{\star}$-th row of the TPM $P, a=e_{\overline{\mathbf{x}}^{\star}}$. Furthermore, $b^{T}$ can easily be computed by subtracting the $\overline{\mathbf{x}}^{\star}$-th rows of the original and mutated TPMs, respectively, $P$ and $\tilde{P}$.

More complicated function mutations can be considered by extending to multiple 1-bit mutations. Indeed, all the complex function mutations can be viewed as several 1-bit mutations taking place successively. As a result, the steady-state distribution can be again obtained from the results of the Markov chain perturbation theory in a recursive manner. When we have multiple 1-bit function mutations, we split them into several 1-bit function mutations for which we can use (2.46) to compute the steady-state distribution. For the second 1-bit function mutation, we update $\pi$ and $Z$ using (2.46) and (2.47) and similarly compute the steady-state distribution and so forth.

Algorithm 1 shows how to compute the Bayes error, given the original BNp and mutated BNp after applying multiple 1-bit function mutations. Using this algorithm, we only need one matrix inversion for the original BNp . For the mutated BNps , we can update $\pi$ and $Z$ based on the algorithm, without a need for matrix inversion. This can considerably reduce the complexity, especially when we want to study the effect of many multiple 1-bit function mutations to obtain the average Bayes error over many randomly generated BNps. This helps more in the case of large networks. With $n$ genes, the dimension of the matrices to be inverted is $2^{n} \times 2^{n}$.

```
Algorithm 1 Computing the Bayes error for multiple 1-bit function mutations in BNps
    procedure
            Initialize the number of the genes: \(n\)
            Initialize the length of trajectory: \(m\)
            Initialize the gene perturbation probability: \(p\)
            Initialize the number of the 1-bit function mutations: \(n_{m u t}\)
            Initialize the position of the \(k\)-th function perturbation: \(\left(\mathbf{x}^{\star}(k), i^{\star}(k)\right)\), where \(\overline{\mathbf{x}}^{\star}(k) \in\)
            \(\left\{1,2, \cdots 2^{n}\right\}\) and \(i^{\star}(k) \in\{1,2, \cdots, n\}\) for \(k=1, \cdots, n_{m u t}\).
            Initialize the original BN: f and save it: \(\mathrm{f}_{o} \leftarrow \mathbf{f}\)
            Initialize the perturbed BN: \(\tilde{\mathbf{f}} \leftarrow \mathbf{f}\)
            Compute the TPM of the original BNp using (2.25): \(P\)
            Compute the SS distribution of the original BNp: \(\pi \leftarrow[0, \cdots, 1] Q^{-1}\)
            Compute the fundamental matrix of the original BNp: \(Z \leftarrow[I-P+e \pi]^{-1}\)
            Compute the reduced trajectory set: \(R\)
            for \(k=1: n_{m u t} \mathbf{d o}\)
                \(\tilde{\mathbf{f}}\left(\mathbf{x}^{\star}(k)\right) \leftarrow \mathbf{f}\left(\mathbf{x}^{\star}(k)\right) \oplus e_{i^{\star}(k)}\)
            Compute \(\overline{\mathbf{x}}^{\star}(k)\)-th row of \(\tilde{P}\), that is, \(\tilde{P}\left(\overline{\mathbf{x}}^{\star}(k),:\right), \quad\) from (2.25) (use \(\tilde{\mathbf{f}}\) instead of \(\left.\mathbf{f}\right)\)
            \(a \leftarrow e_{\overline{\mathbf{x}}^{\star}(k)}\)
            \(b^{T} \leftarrow \tilde{P}\left(\overline{\mathbf{x}}^{\star}(k),:\right)-P\left(\overline{\mathbf{x}}^{\star}(k),:\right)\)
            \(\tilde{\pi} \leftarrow \pi+\frac{\pi a}{1-b^{T} Z a} b^{T} Z\)
            if \(k==n_{\text {mut }}\) then
                    - Compute the reduced trajectory set: \(\tilde{R}\)
                    - Compute the Bayes error's bounds from
                                    (2.38) and (2.40).
                    - break
            else
                    \(Z \leftarrow\left[I-\frac{\pi a}{1-b^{T} Z a} e b^{T} Z\right]\left[Z+\frac{Z a b^{T} Z}{1-b^{T} Z a}\right]\)
                    \(\mathbf{f} \leftarrow \tilde{\mathbf{f}}\)
                    \(P \leftarrow \tilde{P}\)
                    \(\pi \leftarrow \tilde{\pi}\)
            end if
        end for
    end procedure
```

As mentioned in Algorithm 1, $\left(\mathrm{x}^{\star}(k), i^{\star}(k)\right)$ shows the position of the $k$-th 1-bit function mutation for $k=1, \cdots, n_{m u t}$, where $\mathbf{x}^{\star}(k)$ is the state in which the output of the gene $i^{\star}(k)$ is flipped. As there are $n 2^{n}$ choices for a 1-bit mutation, the number of all possible $n_{m u t} 1$-bit function mutations is $C\left(n 2^{n}, n_{m u t}\right)$. Considering all possible function mutations is computationally impossible for even a moderate $n$ and $n_{m u t}$. Hence, in simulating a great number of networks, we generate a few random 1-bit mutations of length $n_{m u t}$ and average the Bayes error over these random mutations.

### 2.1.4.4 Studying the Bayes error and sensitivity of BNps when $p \approx 0$

We reduced the BNp trajectory space from cardinality $2^{m n}$ to at most $2^{n+1}(n m-n+1)$ by only considering trajectories in $R_{0} \cup R_{1}$ and $\tilde{R}_{0} \cup \tilde{R}_{1}$, where $R_{0}\left(\tilde{R}_{0}\right)$ and $R_{1}\left(\tilde{R}_{1}\right)$ were respectively the trajectory spaces with no and only one gene perturbations; however, when $n$ is large, this can still be too time-consuming for simulations involving many random networks. If we assume $p \approx 0$ in such cases, we can only consider trajectories in $R_{0}$ and $\tilde{R}_{0}$. Under this assumption, the computation time of the Bayes error will be very fast and we only need to find the attractor states, since the non-attractor states have zero steady-state probabilities when $p \approx 0$. Recall that $\left|R_{0}\right|=\left|\tilde{R}_{0}\right|=2^{n}$.

Proposition 2: The sensitivity and Bayes error possess the limits

$$
\begin{align*}
\lim _{p \rightarrow 0} \omega_{m}(\mathbf{f}, \tilde{\mathbf{f}})= & \frac{1}{2}\left\{\sum_{i \in A \backslash C_{m}} \pi_{i}+\sum_{i \in B \backslash C_{m}} \tilde{\pi}_{i}+\sum_{i \in C_{m}}\left|\pi_{i}-\tilde{\pi}_{i}\right|\right\},  \tag{2.48}\\
& \lim _{p \rightarrow 0} \epsilon^{\star}=\frac{1}{2} \sum_{i \in C_{m}} \min \left\{\pi_{i}, \tilde{\pi}_{i}\right\}, \tag{2.49}
\end{align*}
$$

where $A$ and $B$ are the attractor states of the original and mutated BNps , respectively, and $C_{m}$ is the set of common attractor states of the two BNps from which there exists an identical trajectory of length $m-1$ in the two graphs,

$$
\begin{equation*}
C_{m}=\left\{\overline{\mathbf{x}}_{s} \mid \mathbf{x}_{s} \in A \cap B, \quad \mathcal{X} \in R_{0} \cap \tilde{R}_{0}\right\} . \tag{2.50}
\end{equation*}
$$

Proof: If $\mathbf{x}_{s}$ is not an attractor state, then $\pi_{\overline{\mathbf{x}}_{s}} \rightarrow 0$ as $p \rightarrow 0$. Since $p \rightarrow 0$, from (2.27), (2.28), and (2.36),

$$
\begin{align*}
& P\left(\mathcal{X} \mid B N p_{\text {orig. }}\right)=\mathbf{1}_{\left[\mathcal{X} \in R_{0}, \mathbf{x}_{s} \in A\right]} \pi_{\overline{\mathbf{x}}_{s}},  \tag{2.51}\\
& P\left(\mathcal{X} \mid B N p_{\text {mut. }}\right)=\mathbf{1}_{\left[\mathcal{X} \in \tilde{R}_{0}, \mathbf{x}_{s} \in B\right]} \tilde{\pi}_{\overline{\mathbf{x}}_{s}}, \tag{2.52}
\end{align*}
$$

where $\mathbf{1}_{[A]}$ is the indicator function whose value is 1 when $A$ is true and is 0 otherwise. From (2.32), (2.51), and (2.52),

$$
\begin{align*}
\epsilon^{\star} & =\frac{1}{2} \sum_{\mathcal{X}} \min \left\{\mathbf{1}_{\left[\mathcal{X} \in R_{0}, \mathbf{x}_{s} \in A\right]} \pi_{\overline{\mathbf{x}}_{s}}, \mathbf{1}_{\left[\mathcal{X} \in \tilde{R}_{0}, \mathbf{x}_{s} \in B\right]} \tilde{\pi}_{\overline{\mathbf{x}}_{s}}\right\} \\
& =\frac{1}{2} \sum_{\mathcal{X}} \mathbf{1}_{\left[\mathcal{X} \in R_{0} \cap \tilde{R}_{0}, \mathbf{x}_{s} \in A \cap B\right]} \min \left\{\pi_{\overline{\mathbf{x}}_{s}}, \tilde{\pi}_{\overline{\mathbf{x}}_{s}}\right\} . \tag{2.53}
\end{align*}
$$

Using (2.53) and the fact that there is only one trajectory in $R_{0} \cap \tilde{R}_{0}$ starting from $\mathbf{x}_{s}$, we have

$$
\begin{equation*}
\epsilon^{\star}=\frac{1}{2} \sum_{\overline{\mathbf{x}}_{s} \in C_{m}} \min \left\{\pi_{\overline{\mathbf{x}}_{s}}, \tilde{\pi}_{\overline{\mathbf{x}}_{s}}\right\}=\frac{1}{2} \sum_{i \in C_{m}} \min \left\{\pi_{i}, \tilde{\pi}_{i}\right\} \tag{2.54}
\end{equation*}
$$

which finishes the proof of (2.49). Similarly, from (2.35), (2.51 ), and (2.52),

$$
\begin{align*}
\omega_{m}(\mathbf{f}, \tilde{\mathbf{f}}) & =\frac{1}{2} \sum_{\mathcal{X}}\left|\mathbf{1}_{\left[\mathcal{X} \in R_{0}, \mathbf{x}_{s} \in A\right]} \pi_{\overline{\mathbf{x}}_{s}}-\mathbf{1}_{\left[\mathcal{X} \in \tilde{R}_{0}, \mathbf{x}_{s} \in B\right]} \tilde{\pi}_{\overline{\mathbf{x}}_{s}}\right| \\
& =\frac{1}{2}\left\{\sum_{i \in A \backslash C_{m}} \pi_{i}+\sum_{i \in B \backslash C_{m}} \tilde{\pi}_{i}+\sum_{i \in C_{m}}\left|\pi_{i}-\tilde{\pi}_{i}\right|\right\}, \tag{2.55}
\end{align*}
$$

which finishes the proof of (2.48).
For finding the set $C_{m}$, we first use an efficient algorithm to find the attractor states in the two BNps. Then, after determining a common attractor state $\mathbf{x}_{s}$, we check if there is a trajectory in $R_{0} \cap \tilde{R}_{0}$ whose starting state is $\mathbf{x}_{s}$. If there is, then $\mathbf{x}_{s} \in C_{m}$; otherwise, $\mathbf{x}_{s} \notin C_{m}$. The efficient algorithm to find the set $C_{m}$ is very fast.

A key understanding is that the Bayes error, for a fixed $p$, is a function of two factors:
Function mutation: It affects both $\tilde{\pi}_{i}$ and $C_{m}$. A strong mutation can ruin the attractor struc-
tures of the original network and, as a result, the number of the common attractors in the two BNps and the size of the set $C_{m}$ will be decreased, resulting in a lower Bayes error. A weak mutation barely affects the attractor cycles in the original BNp , resulting in $\epsilon^{\star} \approx 0.5$. The strongest mutation is one in which there is no common attractor state in the two BNps , so $C_{m}=\oslash, \omega_{m}=1$, and $\epsilon^{\star}=0$.

The trajectory length $m$ : It affects the Bayes error by affecting the size of $C_{m}$. For a given original and mutated BNp , the size of $C_{m}$ is a non-increasing function of $m$. If $m$ increases, it will be harder to find a common trajectory of length $m-1$ starting from the common attractor states of the two BNps. Therefore, we expect the Bayes error decreases by the increase of $m$ and tends to zero for sufficiently large $m$.

### 2.1.5 Simulation Results

### 2.1.5.1 Synthetic BNps

## - Single BNp:

Consider a Boolean network function $\mathbf{f}$ for a BN p with $n=4$ genes that has been generated randomly (with probability 0.5 for each gene to be 0 or 1 ), its truth table being given in Table 2.1 (a). This BNp has three attractor cycles: $13 \rightarrow 13,5 \rightarrow 9 \rightarrow 5$, and $10 \rightarrow 14 \rightarrow 15 \rightarrow 10$. We consider one 1-bit function mutation in only one state. For example, we choose $\overline{\mathbf{x}}^{\star}=5$ (which is in the attractor cycles of the original network) and $i^{\star}=1$ (first gene to be perturbed). The mutated BNp has three attractor cycles: $13 \rightarrow 13,10 \rightarrow 14 \rightarrow 15 \rightarrow 10$, and $1 \rightarrow 6 \rightarrow 9 \rightarrow 5 \rightarrow 1$. With this mutation, one of the attractor cycles of the original BNp has changed and the other two have been kept unchanged.

Fig. 2.1 (a) represents the Bayes error $\epsilon^{\star}$ in (2.32) versus the gene perturbation probability $p$ for different values of $m$. For a fixed $p$, the Bayes error decreases as $m$ increases. However, for a fixed $m$, the Bayes error as a function of $p$ does not have a unique behavior. For instance, for $m=2$ to $m=5$, the Bayes error is a monotone increasing function in terms of $p$, but for $m=6$, it is not a monotone function, in such a way that it first decreases and then increases as $p$ grows from

Table 2.1: (a) Truth table of the original and mutated Boolean functions $\mathbf{f}$ and $\tilde{\mathbf{f}}$, (b) The Bayes error for all the 1-bit function perturbations. $m=4$ and $p=0.01$. Reprinted with permission from [1], (c)2018 IEEE.
(a)

| $\overline{\mathbf{x}}$ | $\mathbf{x}^{T}$ | $\mathbf{f}^{T}(\mathbf{x})$ | $\tilde{\mathbf{f}}^{T}(\mathbf{x})$ |
| :---: | :---: | :---: | :---: |
| 1 | 0000 | 0101 | 0101 |
| 2 | 0001 | 0100 | 0100 |
| 3 | 0010 | 0000 | 0000 |
| 4 | 0011 | 0100 | 0100 |
| 5 | 0100 | 1000 | 0000 |
| 6 | 0101 | 1000 | 1000 |
| 7 | 0110 | 0010 | 0010 |
| 8 | 0111 | 0100 | 0100 |
| 9 | 1000 | 0100 | 0100 |
| 10 | 1001 | 1101 | 1101 |
| 11 | 1010 | 1110 | 1110 |
| 12 | 1011 | 0011 | 0011 |
| 13 | 1100 | 1100 | 1100 |
| 14 | 1101 | 1110 | 1110 |
| 15 | 1110 | 1001 | 1001 |
| 16 | 1111 | 1101 | 1101 |

(b)

| $\overline{\mathbf{x}}^{\star}$ | $i^{\star}=1$ | $i^{\star}=2$ | $i^{\star}=3$ | $i^{\star}=4$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.4036 | 0.4825 | 0.4824 | 0.4839 |
| 2 | 0.4815 | 0.4969 | 0.4957 | 0.4673 |
| 3 | 0.4919 | 0.4919 | 0.4462 | 0.4917 |
| 4 | 0.4831 | 0.4972 | 0.4961 | 0.4976 |
| 5 | 0.2171 | 0.2624 | 0.2497 | 0.2497 |
| 6 | 0.3751 | 0.3938 | 0.3702 | 0.3704 |
| 7 | 0.4474 | 0.4574 | 0.4933 | 0.4900 |
| 8 | 0.4981 | 0.4997 | 0.4996 | 0.4997 |
| 9 | 0.2616 | 0.2216 | 0.2114 | 0.2425 |
| 10 | 0.3221 | 0.3078 | 0.3241 | 0.3203 |
| 11 | 0.4427 | 0.4412 | 0.4575 | 0.4926 |
| 12 | 0.4752 | 0.4975 | 0.4975 | 0.4966 |
| 13 | 0.3822 | 0.3835 | 0.3993 | 0.3986 |
| 14 | 0.3240 | 0.3247 | 0.3214 | 0.3094 |
| 15 | 0.3219 | 0.2920 | 0.3225 | 0.3213 |
| 16 | 0.4691 | 0.4956 | 0.4705 | 0.4737 |

0.001 to 0.05 .

The lower and upper bounds of the Bayes error in (2.38) and (2.40) are depicted in Figs. 2.1 (b), (c), and (d) for $m=2, m=4$, and $m=6$, respectively. These figures show that when $p$ is small enough, the bounds are tight. For a given $m$, these bounds become loose with an increase of $p$, but the value of $p$ after which the bounds are not tight depends on $m$. For a given $p$, both the lower and upper bounds become loose with increasing $m$, the reason being that as $m$ grows, we are disregarding more trajectories by only considering the effective trajectories in $R$ and $\tilde{R}$. Therefore, as $m$ grows, $p$ should shrink to zero for these bounds to be tight and provide a good approximation of the exact Bayes error; if $p$ does not shrink, then the bounds will become loose.

Figs. 2.1 (e) and (f) plot the Bayes error and its lower and upper bounds versus $m$ for two different values of $p$. Note that the exact Bayes error has been computed up to $m=6$, because for larger $m$ we cannot compute it due to an exponential complexity with respect to $m$. Fig. 2.1


Figure 2.1: (a): Bayes error vs. p. (b), (c), (d): Bayes error lower and upper bounds vs. $p$ respectively for $m=2$, $m=4$, and $m=6$. (e), (f): Bayes error lower and upper bounds vs. $m$ respectively for $p=0.001$ and $p=0.01$. Reprinted with permission from [1], (c)2018 IEEE.
(e) shows the results for $p=10^{-3}$, from which we see that the Bayes error's lower and upper bounds are sandwiched and converge to the exact Bayes error for all $m \leq 20$, because $p=10^{-3}$ is considered small enough for this range of $m$. Fig. 2.1 (f) represents the results for $p=0.01$. Contrary to the previous case, the bounds are getting loose with increasing $m$, since $p=0.01$ cannot be considered small enough. These two figures demonstrate that the Bayes error is a nonincreasing function of $m$ and its reduction rate depends on the value of $p$. Larger $p$ tends to give a higher reduction rate of the Bayes error for larger $m$, since when $p$ is very small and there are common attractor cycles in the original and mutated BNps (as this case), the reduction rate of the Bayes error will be very slow, but when $p$ is a bit larger, the higher perturbation frequency can more readily get the network out of attractor cycles and thereby lead to a greater decrease in the Bayes error.

Finally, we are interested in the Bayes error over all 1-bit function mutations in the different states. Table 2.1 (b) summarizes these results when $m=4$ and $p=0.01$, using (2.32). We see that
mutations in the attractor states lead to lower Bayes error, which is expected. The lowest Bayes error is 0.2114 , which is related to flipping the gene $i^{\star}=3$ at the state $\overline{\mathbf{x}}^{\star}=9$, which is also an attractor state. In general, mutations that ruin all the attractor cycles of the original BNp can lead to Bayes error near zero. In the examples of Fig. 2.1, $\overline{\mathbf{x}}^{\star}=5$ (attractor state) and $i^{\star}=1$, which, based on the table, leads to Bayes error 0.2171. As mentioned, this function mutation changes only one attractor cycle of the original BNp and leaves the other two unchanged. The results of Table 2.1 (b) are for 1-bit function mutations in the specific states. In general, arbitrary mutations can change the outputs of many states, thereby resulting in greater reduction of the Bayes error.

- Average Bayes error over many random networks;

Fig. 2.2 shows average Bayes errors for $n_{m u t}$ random 1-bit function mutations to the Boolean function $\mathbf{f}$, for $n_{m u t}=1,2, \cdots, 100$, over 1000 randomly generated BNps (averaged over both random function mutations and random BNps) versus $n_{m u t}$ for $n=m=4, n=m=6, n=$ $m=8$, and $n=m=10$, assuming $p=10^{-3}$ for all scenarios. Since $p$ is very small, we have used the limiting results of the Bayes error in (2.49). All averages decrease as the number of 1-bit mutations ( $n_{m u t}$ ) increases. We have used Algorithm 1 for calculating the Bayes error over 1000 random BNps , and 100 random mutations for each each BNp and $n_{m u t}$.

Fig. 2.3 shows the average Bayes error lower bound for different trajectory lengths, $m=$ $2,3, \cdots, 10$, given a fixed number of function mutations $n_{m u t}=10$ and $p=0.01$, and using Algorithm 1 for calculating the Bayes error over 1000 random BNps. The averages decrease with increasing $m$ : longer trajectories lead to smaller Bayes errors. Note that for larger networks (larger $n$ ), for a given $n_{m u t}, m$ and $p$, there is a higher average Bayes error lower bound. For instance, when $n_{\text {mut }}=m=10$ and $p=0.01$, Fig. 2.3 shows that the average Bayes error is approximately $0.068,0.145$, and 0.26 for $n=4, n=6$, and $n=8$, respectively.

### 2.1.5.2 Real Gene regulatory Networks

We consider two GRNs for which we already know the wild-type and mutated networks. For a BNp, we analyze a p53 network; for a PBN, we consider a mammalian cell-cycle PBN.

- p53 BNp:


Figure 2.2: $p=10^{-3}$. Average Bayes error (averaged over 1000 random BNps) versus $n_{m u t}$ for (a): $n=m=4$, (b): $n=m=6$, (c): $n=m=8$, and (d): $n=m=10$. Reprinted with permission from [1], (c)2018 IEEE.


Figure 2.3: $p=0.01$ and $n_{m u t}=10$. Average Bayes error lower bound (averaged over 1000 random BNps) versus $m$ for (a): $n=4$, (b): $n=6$, and (c): $n=8$. Reprinted with permission from [1], © 2018 IEEE.

We use the wild-type BNp of the p53 network whose GRN is depicted in Fig. 2.4, adapted from [7]. This GRN has four genes and its regulating functions are defined in Table 2.2. According to [39], cancerous BNps result when either gene $p 53$ is deactivated ( $f_{2}=0$ in Table 2.2) or gene


Figure 2.4: p53 gene regulatory network. Reprinted with permission from [1], ©2018 IEEE.
$M d m 2$ is activated ( $f_{4}=1$ in Table 2.2) permanently. Hence, we have computed the Bayes error when one of the classes is the wild-type and another is one of the aforementioned mutated networks. $D N A_{d s b}$ in Fig. 2.4 is a Boolean signal that indicates the presence of a double strand break. We assume a DNA damage situation in which $D N A_{d s b}=1$. Figure 2.5 (a) represents the wild-type BNp , while Figs. 2.5 (b) and 2.5 (c) are related to the mutated BNps with $f_{2}=0$ and $f_{4}=1$, respectively. The numbers inside the nodes show the indices of the binary states. The wild-type BNp has an attractor cycle consisting of seven states, $9,13,15,7,8,4,2$, while the mutated BNps in Figs. 2.5 (b) and (c) have a single state attractor 9 and 10, respectively. The BNps in (a) and (c) have no common attractor states. Although the BNp in (a) has one common attractor state (9) with the BNp in (c), there is no common trajectory of any length $m$ in them. Thus, we expect that as $p \rightarrow 0$, the Bayes error tends to zero. The simulation results in Fig. 2.6 confirm this fact.

Figure 2.6 (a) shows the Bayes error $\epsilon^{\star}$ versus $p$ for several values of $m$ when the mutated network has the p53 gene deactivated, calculated from (2.48). Note that $\epsilon^{\star}$ is an increasing function in terms of $p$. This is an anticipated phenomena, for when $p$ increases, it becomes harder to distinguish between the original and mutated networks because the genes are randomly flipped more often and do not let us see the true structure of the networks easily. In other words, when we have larger $p$, the two TPMs of the original and mutated networks become more similar to

Table 2.2: Definitions of Boolean functions in wild-type p53 BNp. Reprinted with permission from [1], ©2018 IEEE.

| Order | Gene | Regulating function |
| :---: | :--- | :--- |
| $x_{1}$ | $A T M$ | $f_{1}=\overline{\overline{W i p 1}} \wedge\left(A T M \vee d n a_{d s b}\right)$ |
| $x_{2}$ | $p 53$ | $f_{2}=\overline{M d m 2} \wedge(A T M \vee$ |
|  |  | Wip1) |
| $x_{3}$ | Wip 1 | $f_{3}=p 53$ |
| $x_{4}$ | $M d m 2$ | $f_{4}=\overline{A T M} \wedge(p 53 \vee W i p 1)$ |



Figure 2.5: (a) Wild-type (original) p53 BNp. (b) Mutated (perturbed) BNp with p53 $=0$. (c) Mutated (perturbed) BNp with MDM2 $=1$. Reprinted with permission from [1], © 2018 IEEE.
each other, and as a result, identifying the real BNps will be hard, leading to a larger Bayes error. Regardless of $m$, as $p \rightarrow 0, \epsilon^{\star} \rightarrow 0$, which is expected since there is no common trajectory of length $m \geq 2$ in the two BNps of Fig. 2.5 (a) and (b). In Fig. 2.6 (a), for $p \leq 0.01$ and $m \geq 3$, we have $\epsilon^{\star} \approx 0$. Fig. 2.6 (b) depicts the Bayes error and its lower and upper bounds versus $m$ for $p=0.001$ and $p=0.01$. The bounds have been calculated using (2.38) and (2.40). The exact Bayes error has only been computed up to $m=6$. It can be seen from 2.6 (b) that the Bayes error is decreasing with increasing $m$. Fig. 2.6 (b) shows that the bounds are tight when $p$ is


Figure 2.6: (a) and (b): Bayes error versus $p$ and $m$. First class is the wild-type p53 BNp, and the second is mutated BNp with deactivated gene p53. (c) and (d): Bayes error versus $p$ and $m$. First class is the wild-type p53 BNp, and the second is mutated BNp with activated gene MDM2. Reprinted with permission from [1], © 2018 IEEE.
sufficiently small; indeed, for $p=0.001$ they are roughly equal. Moreover, in 2.6 (b) the upper bound becomes looser with increase of $m$, the reason being that $p=0.01$ cannot be considered small enough for larger $m$. Figs. 2.6 (c) and (d) show analogous results when the mutated network is the p53 network with activated Mdm2, the difference being that the Bayes error is even less, for any $p$ and $m$, than those in Figs. 2.6 (a) and (b), since in this case, the wild-type and mutated BNps do not share a common attractor state. We conclude from the results in Fig. 2.6 that the wild-type and either mutated BNp are well classifiable, the Bayes errors being close to zero.

- Instantaneously random Mammalian Cell-Cycle PBN:

We use the wild-type mammalian cell-cycle PBN, whose GRN, adapted from [7], is depicted in Fig. 2.7. This GRN consists of ten genes and the regulating functions are defined in Table 2.3. The value of gene CycD is determined by some extracellular signals and is assumed to be 0 or 1


Figure 2.7: Mammalian cell-cycle gene regulatory network. Reprinted with permission from [1], © 2018 IEEE.
with the probability of 0.5 for each case. This fact enables us to define the two constituent BNps of this PBN. The first BNp has CycD always off (i. e., $f_{1}=0$ in Table 2.3) and the second BNp has CycD always on (i. e., $f_{1}=1$ in Table 2.3). Each BNp has the selection probability of 0.5 , that is, $c_{1}=c_{2}=0.5$. As for the mutated PBN, according to [7], p27 is a key gene in the cell-cycle network whose absence can lead to a cancerous network. Therefore, for the mutated PBN, we permanently set the value of p 27 to zero in both the constituent BNps , that is, $f_{3}=0$ in Table 2.3 for the mutated PBN.

Regarding classification of these PBNs, the Bayes error lower and upper bounds in (2.44) and (2.45) are depicted in Fig. 2.8 for $p=10^{-3}$ and $p=10^{-4}$. Computing the exact Bayes error using (2.41) is impossible due to an intractable computational cost. Even when $m=5$, there are $2^{50} \approx 10^{15}$ trajectories. Furthermore, in using the bounds in (2.44) and (2.45), we are assuming sufficiently small $p$. The bounds in Fig. 2.8 can be used to capture the behavior of the exact Bayes error for $p=10^{-3}$ and $p=10^{-4}$, the latter being tighter. Since the Bayes error is a decreasing function of $m$, for sufficiently large $m$ the wild-type and cancerous PBNs are classifiable with a desired low Bayes error.

Table 2.3: Definitions of Boolean functions for the wild-type mammalian cell-cycle PBN with 10 genes. Reprinted with permission from [1], (c) 2018 IEEE.
$\left.\begin{array}{|cll|}\hline \text { Order } & \text { Gene } & \text { Regulating function } \\ \hline x_{1} & C y c D & f_{1}=\text { Extracellular signals } \\ x_{2} & R b & \overline{f_{2}}=(\overline{C y c D} \wedge \overline{C y c E} \wedge \overline{C y c A} \wedge \overline{C y c B}) \vee(p 27 \wedge \overline{C y c D} \wedge \\ x_{3} & p 27 & \left.\overline{f_{3}=(\overline{C y c D}} \wedge \overline{C y c E} \wedge \overline{C y c A} \wedge \overline{C y c B}\right) \vee(p 27 \wedge \\ & & (C y c E \wedge C y c A) \\ \hline C y c \bar{D} \\ \hline C y c \bar{B}\end{array}\right)$


Figure 2.8: Lower and upper bounds of the Bayes error versus $m$. The two classes are the wild-type and mutated (with p27 $=0$ ) mammalian cell-cycle PBNs. Reprinted with permission from [1], © 2018 IEEE.

### 2.1.6 Conclusion

This section characterized the classification of trajectories observed in $m$ successive states in the steady-state to an original (wild-type) or mutated GRN using the PBN and BNp frameworks, in particular deriving the Bayes classifier and the Bayes error. To circumvent computational complexity, we proposed an effective and reduced trajectory space when the gene perturbation probability
$p$ is small and found lower and upper bounds for the Bayes error, which are acceptably tight when $p$ is sufficiently small. The procedure was applied to classify trajectories for both synthetic and real BNps and PBNs , including computing the Bayes errors.

### 2.2 Classification of Single-Cell Gene Expression Trajectories

### 2.2.1 Overview

In this section, we study the classification of gene-expression trajectories coming from two classes, healthy and mutated (cancerous) using Boolean networks with perturbation ( BNps ) to model the dynamics of each class at the state level. Each class has its own BNp , which is partially known based on gene pathways. We employ a Gaussian model at the observation level to show the expression values of the genes given the hidden binary states at each time point. We use expectation maximization (EM) to learn the BNps and the unknown model parameters, derive closed-form updates for the parameters, and propose a learning algorithm. After learning, a plug-in Bayes classifier is used to classify unlabeled trajectories, which can have missing data. Measuring gene expressions at different times yields trajectories only when measurements come from a single cell. In multiple-cell scenarios, the expression values are averages over many cells with possibly different states. Via the central-limit theorem, we propose another model for expression data in multiple-cell scenarios. Simulations demonstrate that single-cell trajectory data can outperform multiple-cell average expression data relative to classification error, especially in high-noise situations. We also consider data generated via a mammalian cell-cycle network, both the wild-type and with a common mutation affecting the gene p 27 .

### 2.2.2 Introduction

In the previous section we characterized the Bayes classifier and Bayes error for classification of steady-state trajectories observed in successive states in an original (wild-type) or mutated gene regulatory network (GRN) modeled via probabilistic Boolean networks (PBNs) [1]. In the present section we consider classification when the networks are only partially known and the training data consist of labeled trajectories from an original and mutated network modeled as Boolean networks with perturbation ( BNp ), which is a special case of a PBN, observed indirectly through noise [2,40]. The overall model is called a partially-observed Boolean dynamical system (POBDS) [41].

Owing to heterogeneity across samples and patients, it has long been recognized that it can be
beneficial to use groups of genes as features. This can help avoid redundant information contained in selected genes, for instance, several genes in a pathway regulated by a single master gene [21]. The approach is to jointly analyze the expression levels of genes related by functionality, which can be obtained via transcriptome analysis [22-24], GO annotations [25], or other sources. Several methods have been proposed to measure the activity of a particular pathway: mean or median [26], first principle component [24], using a subset of genes in the pathway [27], and combining log-likelihood ratios of genes in the pathway [28]. Although these methods utilize multiple-gene features, they still rely on single measurements and do not take advantage of regulatory information in trajectory data.

Single-cell gene expression has recently become popular, as it is able to reveal the expressions of genes in many different cells in parallel in a single experiment, instead of bulk gene expression methods like conventional RNA-Seq in which the reported expression level of a gene is actually an average over cells with different states and possibly different types [42]. As a result, it has been utilized and proven to be a very effective alternative of bulk expression methods in various research studies. For instance, [43] demonstrated single-cell RNA-Seq (scRNA-Seq) as an effective strategy for classification of sensory neuron types. [44] used scRNA-Seq data to classify low quality cells. A massively parallel single-cell RNA profiling was used in [45] to classify retinal bipolar cells, where 15 previously known and two novel types were identified. Authors in [46] proposed a nonnegative matrix factorization (NMF) method as a robust unsupervised learning of cell subtypes from single-cell gene expression data. [47] proposed a method for unsupervised clustering of single-cell epigenetic data using single-cell ATAC-seq data.

Single-cell expression measurements have enabled generating and using time-series data and discovering the regulatory information of genes, since bulk expression measurements, like RNASeq or microarrays, destroy crucial information by averaging signals from individual cells together [42]. However, lower amounts of mRNA in individual cells cause experimental issues which lead to dropout events [48], such that expressions of some genes are missed in some cells. Accordingly, in this section, we also consider missing values of genes in order to better reflect the real data. [49]
proposed a differential expression method using single-cell RNA-Seq time-series data for recovery of potential cell types from complex mixtures of multiple cell types. BNP-Seq, proposed in [50], is a Bayesian nonparametric differential expression analysis of count data, which might be beneficial if applied to single-cell RNA-Seq data to discover differentially expressed genes. Furthermore, [51] presented a probabilistic model with a Bayesian inference scheme to analyze single-cell timeseries data, which was used for pseudotime estimation. Single-cell gene expression time-series measurements have also been employed to infer gene regulatory networks; for instance, single-cell expression measurements at four time points of blood development were used in [52] to synthesize a Boolean network model for 20 related transcription factors.

In this section, gene regulation is modeled via BNps , in which states are binary vectors, and 1 and 0 represent On and Off, respectively (Binary representation is chosen because it models switch-like gene behavior and because it makes computation tractable, but the theory is directly extendable to any number of expression levels.) We consider a Gaussian observation model, in which the expression level of each gene given its state (hidden) follows a normal density with some unknown mean and variance. We observe the Gaussian expression values of $n$ genes in $m$ consecutive time points; however, to take account of missing data, at each time point there is a probability, $p_{\text {miss }}$, of not observing the expression of a gene. After observation of such trajectories, we estimate the unknown network parameters as well as the unknown network connections, which are partially known. For maximum likelihood estimation and inference, we use the Expectation Maximization (EM) approach to estimate the continuous parameters of the networks. We then plug in the estimated parameters and the inferred networks to the Bayes classifier. We study the effects of the different parameters on the average classification error over many random networks using trajectory data of different length and missing probability.

When gene-expression values are measured from tissues containing many cells, with genes not synchronized, a gene may be in different states at any time across the cell sample. Expression data derived from a multiple-cell scenario is approximated by average expression values across all states. To treat multiple-cell averaging, we consider averaged expression data and use a static
model that does not take into account the dynamics of the networks. We compare the classification errors using trajectory data (single-cell) and averaged data (multiple-cell) in the simulation part and show that trajectories outperform averaged data if the trajectory length is sufficient, even with missing data.

### 2.2.3 Preliminaries

For a Boolean network (BN) on $n$ genes, a truth table gives the functional relationships between the genes [38]. Each gene value $x_{i} \in\{0,1\}$, for $i=1, \cdots, n$, at time $k+1$ is determined by the values of some predictor genes at time $k$ via a Boolean function $f_{i}:\{0,1\}^{n} \rightarrow\{0,1\}$ in the truth table. In practice, $f_{i}$ is a function of a small number of genes, $K_{i}$, called the in-degree of the gene $x_{i}$ in the network. The in-degree of the network is the maximum of $K_{i}$ 's, that is, $K=\max _{i=1, \cdots, n} K_{i}$. A gene network can be represented as a graph with vertices representing genes and edges representing regulations. There is a state diagram of $2^{n}$ states corresponding to the truth table of the BN, representing the dynamics of the network. Given an initial state, a BN will eventually reach a set of states, called an attractor cycle, through which it will cycle endlessly. Each initial state corresponds to a unique attractor cycle, and the set of initial states leading to a specific attractor cycle is known as the basin of attraction (BOA) of the attractor cycle.

### 2.2.3.1 State Model

We allow stochasticity in our state model by using BNps instead of deterministic BNs. For BNps, perturbation is introduced with a probability $p$ by which the state of the network can be randomly changed at any time. Implicitly, we assume that there is an independent identically distributed (i.i.d.) random perturbation vector at each time $k$, denoted by $\mathbf{n}_{k} \in\{0,1\}^{n}$, such that the $i$-th gene flips at time $k$ if the $i$-th component of $\mathbf{n}_{k}$ is equal to 1 . Therefore, the dynamical model of the states can be expressed as

$$
\begin{equation*}
\mathbf{X}_{k+1}=\mathbf{f}\left(\mathbf{X}_{k}\right) \oplus \mathbf{n}_{k+1}, \quad k=0,1,2, \cdots \tag{2.56}
\end{equation*}
$$

where $\mathbf{X}_{k}=\left[x_{1}(k), x_{2}(k), \cdots, x_{n}(k)\right]^{T}$ is a binary state vector, called a gene activity profile (GAP), at time $k$, in which $x_{i}(k)$ indicates the expression level of the $i$-th gene at time $k$ (either 0 or 1$) ; \mathbf{f}=\left[f_{1}, f_{2}, \cdots, f_{n}\right]^{T}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is the vector of the network functions, in which $f_{i}$ shows the expression level of the $i$-th gene at time $k+1$ when the system lies in the state $\mathbf{X}_{k}$ at time $k ; \mathbf{n}_{k}=\left[n_{1}(k), n_{2}(k), \cdots, n_{n}(k)\right]^{T}$ is the perturbation vector at time $k$, in which $n_{1}(k), n_{2}(k), \cdots, n_{n}(k)$ are i.i.d. Bernoulli random variables for every $k$ with the parameter $p=$ $P\left(n_{i}(k)=1\right)$ for every $i=1, \cdots, n$; and $\oplus$ is component-wise modulo 2 addition.

The existence of perturbation makes the corresponding Markov chain of a BNp irreducible. Hence, the network possesses a steady-state distribution $\pi$ describing its long-run behavior. A BNp inherits the attractor structure from the original BN without perturbation, the difference being that a random perturbation can cause a BNp to jump out of an attractor cycle, perhaps then transitioning to a different attractor cycle. If $p$ is sufficiently small, $\pi$ will reflect the attractor structure within the original network. We can derive the transition probability matrix (TPM) if we know the truth table and the perturbation probability of a BNp. As a result, the steady-state distribution $\pi$ can be computed as well.

We assume that the networks are partially known, perhaps from biological pathway knowledge or previous partial inference, and the missing model parameters are estimated from the new trajectory data. One could, in principle, assume that nothing is known about the BNs except the genes and depend entirely on the data, but we are generally interested in using prior knowledge to facilitate classifier design.

Since we do a supervised classification between two classes, healthy and a specific mutated phenotype, the mutated genes of that mutated phenotype determine the desired BN. For example, we have considered a specific phenotype in which the gene p27 is mutated. As a result, we are required to use a pathway and a BN which involves the gene p 27 ; one such BN is the known cell-cycle BN which we have utilized as our healthy class and its mutated version of knocked out p27 as the mutated class. In general, if we are interested in a supervised classification between a healthy class and a mutated class in which some genes are mutated, we need to use a BN which
involves those mutated genes.

### 2.2.3.2 Observation Model

Our model for gene expression is the partially-observed Boolean dynamical system (POBDS) [41], which is a special case of a hidden Markov model (HMM). Having defined the state transition model as a BNp, we now define the observation model given the hidden states by assuming that the expression level of each gene at any time comes from a Gaussian distribution whose mean value is specified by that gene's binary state value, which is hidden. In other words, depending on whether a gene is active or not, its expression value comes from two Gaussian distributions with two different means. The observation model for the $j$-th gene at time $k$ is

$$
\begin{equation*}
p\left(y_{j}(k) \mid x_{j}(k)\right) \sim \mathcal{N}\left(\lambda+\delta_{j} x_{j}(k), \sigma^{2}\right), \quad j=1,2, \cdots, n \tag{2.57}
\end{equation*}
$$

where $x_{j}(k)$ is the hidden binary state ( 0 or 1 ) of the $j$-th gene at time $k$, and $y_{j}(k)$ is the observed expression value of the $j$-th gene at time $k$. The variance $\sigma^{2}$ is constant, but the mean varies over time, as the value of $x_{j}(k)$ is changing according to the state dynamics (2.56). This shows that when the $j$-th gene is off (suppressed) and on (expressed), its observed expression values come from Gaussian distributions with the means of $\lambda$ and $\lambda+\delta_{j}$, respectively, and with the same variance $\sigma^{2}$. In (2.57), $\lambda$ is the baseline expression level of the genes, which depends on the sequencing technology, and $\delta_{j}$ is the activation coefficient of the $j$-th gene, which determines the level of the expression for the $j$-th gene when it is on. Although we can proceed with arbitrary values of $\delta_{j}$ for different genes, for the sake of simplicity we assume the same activation coefficient for all the genes, that is, $\delta_{j}=\delta$ for $j=1, \cdots, n$.

We denote the expression values of all $n$ genes at time $k$ by the vector $\mathbf{Y}_{k}=\left[y_{1}(k), \cdots, y_{n}(k)\right]^{T}$. If we assume that, at any time point $k$, the expression value of each gene given its binary state is independent of the expressions of other genes given their corresponding binary states, we can write,

$$
\begin{equation*}
\mathbf{Y}_{k}=\lambda \mathbf{1}_{n}+\delta \mathbf{X}_{k}+\epsilon, \quad k=1,2, \cdots, \tag{2.58}
\end{equation*}
$$

where $\mathbf{1}_{n}$ is an $n \times 1$ all-one vector and $\epsilon \sim \mathcal{N}\left(0, \sigma^{2} I_{n}\right)$ is a $n \times 1$ multivariate Gaussian random variable of zero mean and diagonal covariance matrix ( $I_{n}$ is $n \times n$ identity matrix) showing the variability across the samples. The state vector $\mathbf{X}_{k}$ in (2.58) is hidden (not observed), and the conditional distribution of $\mathbf{Y}_{k}$ given $\mathbf{X}_{k}$ is

$$
\begin{equation*}
p\left(\mathbf{Y}_{k} \mid \mathbf{X}_{k}\right) \sim \mathcal{N}\left(\lambda \mathbf{1}_{n}+\delta \mathbf{X}_{k}, \sigma^{2} I_{n}\right), \quad k=1,2, \cdots \tag{2.59}
\end{equation*}
$$

Note that there are two types of variability: intra-subject and inter-subject. Intra-subject variability is sometimes called within-subject variability and refers to the variability of the samples in one subject, for example, the variability seen in the expression values of the genes in one individual at different times. Subject in this context means either cell, organism, or individual. Inter-subject variability is sometimes called between-subject variability and represents the variability among the samples of different subjects. For example, the variability seen in the expression values of the genes in different individuals refers to inter-subject variability. For avoiding confusion, we use the term "inter-cell variability" to refer to the variability across different cells of an individual, which will be used in Section 4 for the analysis of the multiple-cell scenario. In this section, we do single-cell analysis and do not deal with inter-cell variability, since each individual has a single cell to be used for expression measurements. We should note that in (2.58), $\epsilon$ accounts for both the inter- and intra-subject variability.

### 2.2.4 Classification of Trajectories with Missing Data in Single-cell Scenarios

Assume there are two BNps corresponding to the healthy and mutated (cancerous) classes, each having $n$ genes, and we partially know the networks but do not know the model parameters $p, \lambda, \delta$, and $\sigma^{2}$. The healthy and mutated networks may have distinct model parameter values. Using $D$ observed trajectories, $\mathbb{Y}=\left\{\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \cdots, \mathcal{Y}^{(D)}\right\}$, we infer the unknown parameters and connections of each network. $\mathbb{Y}$ may be incomplete, meaning that there may be missing data. Without missing data, each trajectory $\mathcal{Y}^{(d)}$, for $d=1, \cdots, D$, has the expression values of the $n$ genes in $m$ consecutive time points. However, if each gene at each time point has the probability
$p_{\text {miss }}$ of being missed, then each observed trajectory has the form $\mathcal{Y}^{(d)}=\left[\mathbf{Y}_{i_{1}}^{(d)}, \cdots, \mathbf{Y}_{i_{m(d)}}^{(d)}\right]$, where $T_{o b s}^{(d)}=\left\{i_{1}, \cdots, i_{m(d)}\right\}$ is the set of time points at which at least one gene is observed.

For the maximum likelihood (ML) problem, the search space consists of both discrete and continuous parts. The space of network functions is discrete and that of the parameters is continuous. Suppose $\mathbf{F}=\left\{\mathbf{f}^{1}, \mathbf{f}^{2}, \cdots, \mathbf{f}^{M}\right\}$ is the uncertainty set of $M$ network functions containing the unknown true network function in (2.56). We wish to infer the true network function using the observation data. In each class, healthy or mutated, we assume an uncertainty set of network functions F. Although there are many biologically confirmed gene pathways from which Boolean networks can be constructed, we are likely to be uncertain about some regulations and interactions between some genes. In such cases, we can form an uncertainty class $\mathbf{F}$ of network functions, each being a possible network function which would be inferred from the observed data. For instance, assume we know that the gene $A$ regulates the gene $B$ but are not sure about the type of regulation, that is, activator or suppressor. As such, in our uncertainty class of network functions we let $\mathbf{f}^{1}$ and $\mathbf{f}^{2}$ be the network functions for the cases that regulator $A$ to $B$ is activator and suppressor, respectively. In a similar way, we can consider any kind of uncertainty in the network structure, and the true network is inferred from the observed trajectories.

Suppose the model parameters are defined as the vector $\theta=\left[p, \lambda, \delta, \sigma^{2}\right]^{T}$. For any given network function $\mathbf{f}^{i}, i=1, \cdots, M$, we employ the EM algorithm to find the optimal parameters $\theta$ by

$$
\begin{equation*}
\hat{\theta}_{i}=\underset{\theta}{\operatorname{argmax}} p\left(\mathbb{Y} \mid \mathbf{f}^{i}, \theta\right) \tag{2.60}
\end{equation*}
$$

where $p\left(\mathbb{Y} \mid \mathbf{f}^{i}, \theta\right)$ is the likelihood of the observation trajectory set $\mathbb{Y}$ given that the network function is $\mathbf{f}^{i}$ and the parameter is $\theta$. The ML inferred network function and estimated parameters are then derived as

$$
\begin{equation*}
(\hat{\mathbf{f}}, \hat{\theta})=\underset{(\mathbf{f}, \theta) \in\left\{\left(\mathbf{f}^{1}, \hat{\theta}_{1}\right), \cdots,\left(\mathbf{f}^{M}, \hat{\theta}_{M}\right)\right\}}{ } p(\mathbb{Y} \mid \mathbf{f}, \theta) . \tag{2.61}
\end{equation*}
$$

### 2.2.4.1 EM algorithm for finding $\theta$

In (2.60), the network function is given, and we are supposed to find the ML estimation for $\theta$. To ease notation, suppose the network function in (2.60) is denoted by $f$. As there are hidden states in the model, we employ the EM algorithm to estimate the parameters. The EM algorithm can be described simply as repeating the following steps until convergence:

1- E-step: $Q\left(\theta, \theta^{(s)}\right)=\sum_{\mathbb{X}} \log [p(\mathbb{X}, \mathbb{Y} \mid \theta)] P\left(\mathbb{X} \mid \mathbb{Y}, \theta^{(s)}\right)$,
2- M-step: $\theta^{(s+1)}=\operatorname{argmax}_{\theta} Q\left(\theta, \theta^{(s)}\right)$,
where $\mathbb{X}=\left\{\mathcal{X}^{(1)}, \cdots, \mathcal{X}^{(D)}\right\}$ contains the hidden state trajectories corresponding to $D$ observed trajectories, such that $\mathcal{X}^{(d)}=\left[\mathbf{X}_{1}^{(d)}, \cdots, \mathbf{X}_{m}^{(d)}\right]$ are the hidden states of the $d$-th trajectory from time 1 to $m$.

- E-step:

Since the $D$ trajectory observations are i.i.d., we can write the joint log-likelihood of $\mathbb{X}$ and $\mathbb{Y}$
as

$$
\begin{equation*}
\log [p(\mathbb{X}, \mathbb{Y} \mid \theta)]=\sum_{d=1}^{D} \log \left[p\left(\mathcal{X}^{(d)}, \mathcal{Y}^{(d)} \mid \theta\right)\right] \tag{2.62}
\end{equation*}
$$

The joint likelihood of each $d$-th observed trajectory $\mathcal{Y}^{(d)}$ and its corresponding hidden trajectory $\mathcal{X}^{(d)}$ can be factored as

$$
\begin{equation*}
p\left(\mathcal{X}^{(d)}, \mathcal{Y}^{(d)} \mid \theta\right)=P\left(\mathbf{X}_{1}^{(d)}\right) \prod_{k=1}^{m-1} P\left(\mathbf{X}_{k+1}^{(d)} \mid \mathbf{X}_{k}^{(d)}\right) \prod_{k \in T_{\text {obs }}^{(d)}} p\left(\mathbf{Y}_{k}^{(d)} \mid \mathbf{X}_{k}^{(d)}\right) \tag{2.63}
\end{equation*}
$$

where, under the usual biological assumption of steady-state observations, $P\left(\mathbf{X}_{1}^{(d)}\right)$ is the steadystate probability of state $\mathbf{X}_{1}^{(d)}$. Let $\mathbf{x}^{i}$ denote the $n \times 1$ binary vector of the state $i$, for $i=1, \cdots, 2^{n}$. For example, if $n=4$, then $\mathbf{x}^{1}=[0,0,0,0]^{T}$ and $\mathbf{x}^{10}=[1,0,1,1]^{T}$. Denote the steady-state distribution by the $1 \times 2^{n}$ vector $\pi=\left[\pi_{1}, \cdots, \pi_{2^{n}}\right]$, where $\pi_{i}$ is the steady-state probability of being in the $i$-th state. Then $P\left(\mathbf{X}_{1}^{(d)}=\mathbf{x}^{i}\right)=\pi_{i}$ for any $d=1, \cdots, D$ and $i=1, \cdots, 2^{n}$. Should we drop the steady-state assumption, then $P\left(\mathbf{X}_{1}^{(d)}\right)$ is an arbitrary distribution to be estimated from the observed data. The second term in (2.63) is the probability of transitioning from state $\mathbf{X}_{k}^{(d)}$ at
time $k$ to state $\mathbf{X}_{k+1}^{(d)}$ at time $k+1$, which using (2.56) can be written as

$$
\begin{equation*}
P\left(\mathbf{X}_{k+1}^{(d)} \mid \mathbf{X}_{k}^{(d)}\right)=p^{\mathbf{d}\left(\mathbf{X}_{k+1}^{(d)}, \mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)\right)}(1-p)^{n-\mathbf{d}\left(\mathbf{X}_{k+1}^{(d)}, \mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)\right)}, \tag{2.64}
\end{equation*}
$$

where $\mathbf{d}\left(\mathbf{X}_{k+1}^{(d)}, \mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)\right)$ denotes the Hamming distance between the two binary vectors $\mathbf{X}_{k+1}^{(d)}$ and $\mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)$. The probabilities in (2.64) are the entries in the transition probability matrix. The third term in (2.63), $p\left(\mathbf{Y}_{k}^{(d)} \mid \mathbf{X}_{k}^{(d)}\right)$, is the likelihood of the gene-expression vector $\mathbf{Y}_{k}^{(d)}$ at time $k$ given its corresponding hidden state vector $\mathbf{X}_{k}^{(d)}$. In the absence of missing data, $\mathbf{Y}_{k}^{(d)}$ contains the expression values of all $n$ genes, but with missing data some expression values may not appear in $\mathbf{Y}_{k}^{(d)}$. Let $G_{k}^{(d)}$ denote the set of genes whose expressions have been observed at time $k$ of the $d$-th trajectory. Then from (2.59), we have,

$$
\begin{equation*}
p\left(\mathbf{Y}_{k}^{(d)} \mid \mathbf{X}_{k}^{(d)}\right)=\prod_{j \in G_{k}^{(d)}}\left(2 \pi \sigma^{2}\right)^{-\frac{1}{2}} \exp \left[\frac{-\left(y_{j}^{(d)}(k)-\lambda-\delta x_{j}^{(d)}(k)\right)^{2}}{2 \sigma^{2}}\right] \tag{2.65}
\end{equation*}
$$

Using (2.62)-(2.65), the joint log-likelihood can be written as in (2.66).

$$
\begin{align*}
& \log [p(\mathbb{X}, \mathbb{Y} \mid \theta)]= \\
& \sum_{d=1}^{D}\left\{\log P\left(\mathbf{X}_{1}^{(d)}\right)+\sum_{k=1}^{m-1}\left[\mathbf{d}\left(\mathbf{X}_{k+1}^{(d)}, \mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)\right) \log p+\left[n-\mathbf{d}\left(\mathbf{X}_{k+1}^{(d)}, \mathbf{f}\left(\mathbf{X}_{k}^{(d)}\right)\right)\right] \log (1-p)\right]\right. \\
& \left.+\sum_{k \in T_{\text {obs }}^{(d)}} \sum_{j \in G_{k}^{(d)}}\left[-\frac{1}{2} \log 2 \pi \sigma^{2}-\frac{\left(y_{j}^{(d)}(k)-\lambda-\delta x_{j}^{(d)}(k)\right)^{2}}{2 \sigma^{2}}\right]\right\} \tag{2.66}
\end{align*}
$$

Now we can compute $Q\left(\theta, \theta^{s}\right)$. After some straightforward simplifications and dropping the con-
stant parts, $Q\left(\theta, \theta^{s}\right)$ can be derived as in (2.67),

$$
\begin{align*}
& Q\left(\theta, \theta^{(s)}\right)=\sum_{d=1}^{D} \sum_{i=1}^{2^{n}} \log \left(\pi_{i}\right) \boldsymbol{\Pi}_{i}^{(d, s)}(1) \\
& +\sum_{d=1}^{D} \sum_{k=1}^{m-1} \sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}}\left[\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right) \log p+\left[n-\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right)\right] \log (1-p)\right] \boldsymbol{\Xi}_{i, j}^{(d, s)}(k) \\
& +\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}}\left[-\frac{1}{2} \log \sigma^{2}-\frac{\left(y_{j}^{(d)}(k)-\lambda-\delta \mathbf{x}_{j}^{i}\right)^{2}}{2 \sigma^{2}}\right] \boldsymbol{\Pi}_{i}^{(d, s)}(k), \tag{2.67}
\end{align*}
$$

where,

$$
\begin{equation*}
\boldsymbol{\Pi}_{i}^{(d, s)}(k)=P\left(\mathbf{X}_{k}^{(d)}=\mathbf{x}^{i} \mid \mathcal{Y}^{(d)}, \theta^{(s)}\right), \tag{2.68}
\end{equation*}
$$

for any $i=1, \cdots, 2^{n}, k=1, \cdots, m$, and $d=1, \cdots, D$, is the posterior probability of the state $i$ at time $k$ after the observation of the $d$-th trajectory, and given the parameter vector $\theta^{(s)}$. Furthermore, in (2.67),

$$
\begin{equation*}
\boldsymbol{\Xi}_{i, j}^{(d, s)}(k)=P\left(\mathbf{X}_{k}^{(d)}=\mathbf{x}^{i}, \mathbf{X}_{k+1}^{(d)}=\mathbf{x}^{j} \mid \mathcal{Y}^{(d)}, \theta^{(s)}\right) \tag{2.69}
\end{equation*}
$$

for any $i, j=1, \cdots, 2^{n}, k=1, \cdots, m-1$, and $d=1, \cdots, D$, is the posterior probability of two consecutive states being $i$ and $j$, respectively, at times $k$ and $k+1$ after the observation of the $d$-th trajectory and given the parameter vector $\theta^{(s)}$.

## - M-step:

Having derived $Q\left(\theta, \theta^{(s)}\right)$, we address the second step of the EM method, which is the maximization of $Q\left(\theta, \theta^{(s)}\right)$. We take the derivative of $Q\left(\theta, \theta^{(s)}\right)$ with respect to $\theta$. The derivatives of $Q\left(\theta, \theta^{(s)}\right)$ with respect to $p, \lambda, \delta$, and $\sigma^{2}$ are

$$
\begin{gather*}
\frac{\partial Q}{\partial p}=\sum_{d=1}^{D} \sum_{\mathbf{i}=1}^{2^{n}} \frac{\pi_{i}^{\prime}}{\pi_{i}} \boldsymbol{\Pi}_{i}^{(d, s)}(1)+\sum_{d=1}^{D} \sum_{k=1}^{m-1} \sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}}\left[\frac{\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right)}{p(1-p)}-\frac{n}{1-p}\right] \boldsymbol{\Xi}_{i, j}^{(d, s)}(k),  \tag{2.70}\\
\frac{\partial Q}{\partial \lambda}=\frac{1}{\sigma^{2}} \sum_{d=1}^{D} \sum_{k \in T_{o b s}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}}\left(y_{j}^{(d)}(k)-\lambda-\delta \mathbf{x}_{j}^{i}\right) \boldsymbol{\Pi}_{i}^{(d, s)}(k), \tag{2.71}
\end{gather*}
$$

$$
\begin{gather*}
\frac{\partial Q}{\partial \delta}=\frac{1}{\sigma^{2}} \sum_{d=1}^{D} \sum_{k \in T_{o b s}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}} \mathbf{x}_{j}^{i}\left(y_{j}^{(d)}(k)-\lambda-\delta \mathbf{x}_{j}^{i}\right) \boldsymbol{\Pi}_{i}^{(d, s)}(k),  \tag{2.72}\\
\frac{\partial Q}{\partial \sigma^{2}}=\frac{-1}{2 \sigma^{2}} \sum_{d=1}^{D} \sum_{k \in T_{o b s}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}}\left[1-\frac{\left(y_{j}^{(d)}(k)-\lambda-\delta \mathbf{x}_{j}^{i}\right)^{2}}{\sigma^{2}}\right] \boldsymbol{\Pi}_{i}^{(d, s)}(k), \tag{2.73}
\end{gather*}
$$

respectively. $\pi_{i}^{\prime}$ in (2.70) is the derivative of the steady-state distribution of the state $i$ with respect to $p$, that is, $\pi_{i}^{\prime}=\frac{\partial \pi_{i}}{\partial p}$. To find $\pi^{\prime}$, we start with the fact that the steady-state distribution $\pi=$ $\left[\pi_{1}, \pi_{2}, \cdots, \pi_{2^{n}}\right]$ satisfies

$$
\begin{align*}
\pi & =\pi A  \tag{2.74}\\
\sum_{i=1}^{2^{n}} \pi_{i} & =1 \tag{2.75}
\end{align*}
$$

where $A$ is the TPM with the corresponding entries (2.64),

$$
\begin{equation*}
A_{i, j}=p^{\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right)}(1-p)^{n-\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right)} \tag{2.76}
\end{equation*}
$$

Taking the derivative of both sides in (2.74) and (2.75) with respect to $p$ yields

$$
\begin{align*}
\pi^{\prime}(I-A) & =\pi A^{\prime}  \tag{2.77}\\
\sum_{i=1}^{2^{n}} \pi_{i}^{\prime} & =0 \tag{2.78}
\end{align*}
$$

where $A^{\prime}$ is the derivative of the TPM with respect to $p$ and, using (2.76), can be written in terms of $A$ as

$$
\begin{equation*}
A_{i, j}^{\prime}=\left(\frac{\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right)-n p}{p(1-p)}\right) A_{i, j} \tag{2.79}
\end{equation*}
$$

$\pi^{\prime}$ is easily found from the linear equations (2.77) and (2.78).
Given the derivatives in (2.71), (2.72), and (2.73), thanks to the specific form of the Gaussian
distribution, we can derive closed-formed solutions for $\lambda, \delta$, and $\sigma^{2}$ by setting the derivatives equal to zero. Such closed-form solutions considerably reduce the complexity of the EM algorithm because they eliminate the iterative computations required for the algorithms like gradient descent in every M-step. Define $\rho_{1}$ and $\rho_{2}$ by

$$
\begin{gather*}
\rho_{1}=\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}} y_{j}^{(d)}(k) \Pi_{i}^{(d, s)}(k) \\
=\sum_{d=1}^{D} \sum_{k \in T_{o b s}^{(d)}} \sum_{j \in G_{k}^{(d)}} y_{j}^{(d)}(k)  \tag{2.80}\\
\rho_{2}=\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}} \Pi_{i}^{(d, s)}(k)=\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{j \in G_{k}^{(d)}} 1, \tag{2.81}
\end{gather*}
$$

where we have used the fact that the summation of the posterior probabilities of the states is one, $\sum_{i=1}^{2^{n}} \Pi_{i}^{d, s}(k)=1$, for any $d$ and $k$ and $s$. Define $\rho_{3}$ and $\rho_{4}$ by

$$
\begin{gather*}
\rho_{3}=\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}} \mathbf{x}_{j}^{i} \boldsymbol{\Pi}_{i}^{(d, s)}(k),  \tag{2.82}\\
\rho_{4}=\sum_{d=1}^{D} \sum_{k \in T_{\text {obs }}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}} \mathbf{x}_{j}^{i} y_{j}^{(d)}(k) \boldsymbol{\Pi}_{i}^{(d, s)}(k) . \tag{2.83}
\end{gather*}
$$

Setting the derivatives in (2.71) and (2.72) equal to zero yields two linear equations for $\lambda$ and $\delta$ :

$$
\begin{equation*}
\rho_{2} \lambda+\rho_{3} \delta=\rho_{1}, \quad \rho_{3} \lambda+\rho_{3} \delta=\rho_{4} . \tag{2.84}
\end{equation*}
$$

If $\rho_{3} \neq 0$, then

$$
\begin{gather*}
\lambda^{(s+1)}=\frac{\rho_{1}-\rho_{4}}{\rho_{2}-\rho_{3}},  \tag{2.85}\\
\delta^{(s+1)}=\frac{\rho_{2} \rho_{4}-\rho_{1} \rho_{3}}{\rho_{2} \rho_{3}-\rho_{3}^{2}} . \tag{2.86}
\end{gather*}
$$

If $\rho_{3}=0$, then $\rho_{4}=0, \lambda^{(s+1)}=\frac{\rho_{1}}{\rho_{2}}$, but $\delta$ cannot be found. In this case, we define $\delta^{(s+1)}=\delta^{(s)}$.

Now define $\rho_{5}$ by

$$
\begin{equation*}
\rho_{5}=\sum_{d=1}^{D} \sum_{k \in T_{o b s}^{(d)}} \sum_{i=1}^{2^{n}} \sum_{j \in G_{k}^{(d)}}\left(y_{j}^{(d)}(k)-\lambda^{(s+1)}-\delta^{(s+1)} \mathbf{x}_{j}^{i}\right)^{2} \boldsymbol{\Pi}_{i}^{(d, s)}(k) \tag{2.87}
\end{equation*}
$$

Setting the derivative in (2.73) equal to zero gives the following solution for $\sigma^{2}$ :

$$
\begin{equation*}
\sigma^{2^{(s+1)}}=\frac{\rho_{5}}{\rho_{2}} \tag{2.88}
\end{equation*}
$$

To find a closed-form solution for $p$ note that the derivative of $Q$ with respect to $p$ in (2.70) consists of two terms. In the first term, $\pi$ and $\pi^{\prime}$ are not explicit functions of $p$, which means that we are unable to derive a closed-form solution for $p$ by setting the derivative equal to zero. From simulations, we found that the second term in (2.70) plays a much more important role than the first term, that is, has a much larger value. Hence, a good approximation results from omitting the first term in (2.70) and setting the second to zero, which gives the following approximate closed-form solution for $p$ (we tested its accuracy and it can correctly estimate the real $p$ ):

$$
\begin{equation*}
p^{(s+1)}=\frac{\rho_{6}}{n D(m-1)}, \tag{2.89}
\end{equation*}
$$

where $\rho_{6}$ is defined as

$$
\begin{equation*}
\rho_{6}=\sum_{d=1}^{D} \sum_{k=1}^{m-1} \sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}\left(\mathbf{x}^{i}\right)\right) \boldsymbol{\Xi}_{i, j}^{(d, s)}(k) \tag{2.90}
\end{equation*}
$$

Note that in deriving (2.89) we have used the fact that $\sum_{i=1}^{2^{n}} \sum_{j=1}^{2^{n}} \boldsymbol{\Xi}_{i, j}^{(d, s)}(k)=1$ for any $k, d$, and $s$, since $\boldsymbol{\Xi}_{i, j}^{(d, s)}(k)$ is the posterior probability of two consecutive states being $i$ and $j$ at times $k$ and $k+1$, respectively.

- Computing the posterior probabilities of the states:

As our model is an HMM, the posterior probabilities in (2.68) and (2.69) can be efficiently computed using the forward-backward algorithm, whose complexity is linear in $m$. From Bayes rule, we know that the posterior probabilities of states such as those in (2.68) and (2.69) can be


Figure 2.9: Factor graph of the HMM. Reprinted with permission from [2], © 2019 IEEE.
computed using the joint distribution of the states $\mathcal{X}$ and observation trajectories $\mathcal{Y}$, which are factored as in (2.63). A joint distribution (2.63) for an HMM can be represented by a factor graph as in Fig. 2.9 [53]. In this figure, the circles show the state variable from time 1 to $m$; the factor nodes (black) between the state nodes denote the transition probabilities between two consecutive states; the factor nodes under the state nodes represent the likelihood of each observation given its corresponding state. The rightmost factor node is an all-one vector and the leftmost factor node is the initial distribution of the states, which based on our assumption is the steady-state distribution. The message-passing is done through the graph by defining so-called forward, $\Gamma$, and backward parameters, $\Delta$. It can be shown that the posteriors in (2.68) and (2.69) can be derived as [53]

$$
\begin{gather*}
\Pi_{i}^{(d, s)}(k)=\frac{\Gamma_{i}^{(d, s)}(k) \Delta_{i}^{(d, s)}(k)}{\sum_{r=1}^{2^{n}} \Gamma_{r}^{(d, s)}(k) \Delta_{r}^{(d, s)}(k)},  \tag{2.91}\\
\boldsymbol{\Xi}_{i, j}^{(d, s)}(k)=\frac{\Gamma_{i}^{(d, s)}(k) A_{i, j}^{(s)} \Delta_{j}^{(d, s)}(k+1) \Phi_{j}^{(d, s)}(k+1)}{\sum_{r=1}^{2^{n}} \Gamma_{r}^{(d, s)}(m)}, \tag{2.92}
\end{gather*}
$$

where $A_{i, j}^{(s)}=P\left(\mathbf{X}_{k+1}=\mathbf{x}^{j} \mid \mathbf{X}_{k}=\mathbf{x}^{i}, \theta=\theta^{(s)}\right)$ is the transition matrix defined in (2.76), and $\Phi^{(d, s)}(k)$ is a $2^{n} \times 1$ vector at time $k$, whose $j$-th entry is defined as $\Phi_{j}^{(d, s)}(k)=p\left(\mathbf{Y}_{k}^{(d)} \mid \mathbf{X}_{k}^{(d)}=\right.$ $\left.\mathbf{x}^{j}, \theta=\theta^{(s)}\right)$, which can be computed using (2.65). Furthermore, $\Gamma_{i}^{(d, s)}(k)$ and $\Delta_{i}^{(d, s)}(k)$ are re-
spectively the forward and backward parameters, defined and recursively computed by

$$
\begin{align*}
\Gamma_{i}^{(d, s)}(k) & =p\left(\mathbf{Y}_{1}^{(d)}, \cdots, \mathbf{Y}_{k}^{(d)}, \mathbf{X}_{k}^{(d)}=\mathbf{x}^{i} \mid \theta^{(s)}\right), \\
\Gamma_{i}^{(d, s)}(1) & =\pi_{i}^{(s)} \Phi_{i}^{(d, s)}(1), \\
\Gamma_{j}^{(d, s)}(k+1) & =\Phi_{j}^{(d, s)}(k+1) \sum_{i=1}^{2^{n}} \Gamma_{i}^{(d, s)}(k) A_{i, j}^{(s)}, \tag{2.93}
\end{align*}
$$

and

$$
\begin{align*}
\Delta_{i}^{(d, s)}(k) & =p\left(\mathbf{Y}_{k+1}^{(d)}, \cdots, \mathbf{Y}_{m}^{(d)} \mid \mathbf{X}_{k}^{(d)}=\mathbf{x}^{i}, \theta^{(s)}\right) \\
\Delta_{i}^{(d, s)}(m) & =1, \\
\Delta_{i}^{(d, s)}(k) & =\sum_{j=1}^{2^{n}} \Delta_{j}^{(d, s)}(k+1) A_{i, j}^{(s)} \Phi_{j}^{(d, s)}(k+1), \tag{2.94}
\end{align*}
$$

for any $k=1, \cdots, m-1$.
Define the vectors $\Gamma^{(d, s)}(k)=\left[\Gamma_{1}^{(d, s)}(k), \cdots, \Gamma_{2^{n}}^{(d, s)}(k)\right]^{T}$ and $\Delta^{(d, s)}(k)=\left[\Delta_{1}^{(d, s)}(k), \cdots, \Delta_{2^{n}}^{(d, s)}(k)\right]^{T}$. From (2.93) and (2.94), we have the following recursions in vector-matrix form:

$$
\begin{align*}
\Gamma^{(d, s)}(1) & =\pi^{(s)^{T}} \circ \Phi^{(d, s)}(1), \\
\Gamma^{(d, s)}(k+1) & =\left[A^{(s)^{T}} \Gamma^{(d, s)}(k)\right] \circ \Phi^{(d, s)}(k+1), \tag{2.95}
\end{align*}
$$

and

$$
\begin{align*}
\Delta^{(d, s)}(m) & =\mathbf{1}_{2^{n}} \\
\Delta^{(d, s)}(k) & =A^{(s)}\left[\Delta^{(d, s)}(k+1) \circ \Phi^{(d, s)}(k+1)\right] \tag{2.96}
\end{align*}
$$

where $1_{2^{n}}$ is the all-one column vector of length $2^{n}$ and $\circ$ denotes the Hadamard product (or component-wise product). The superscript $T$ denotes transpose. Now suppose that $\Pi^{(d, s)}(k)$ and $\boldsymbol{\Xi}^{(d, s)}(k)$ are respectively a $2^{n} \times 1$ vector and $2^{n} \times 2^{n}$ matrix whose entries are given in (2.91) and
(2.92). Then,

$$
\begin{gather*}
\boldsymbol{\Pi}^{(d, s)}(k)=\frac{\Gamma^{(d, s)}(k) \circ \Delta^{(d, s)}(k)}{\left\|\Gamma^{(d, s)}(k) \circ \Delta^{(d, s)}(k)\right\|_{1}}, \quad k=1, \cdots, m  \tag{2.97}\\
\boldsymbol{\Xi}^{(d, s)}(k)=\frac{\left[\Gamma^{(d, s)}(k) \Delta^{(d, s)}(k+1)^{T}\right] \circ A^{(s)} \circ \boldsymbol{\Phi}^{(d, s)}(k+1)}{\left\|\Gamma^{(d, s)}(m)\right\|_{1}}, \tag{2.98}
\end{gather*}
$$

$k=1, \cdots, m-1$, where $\boldsymbol{\Phi}^{(d, s)}(k)$ is the $2^{n} \times 2^{n}$ matrix

$$
\begin{equation*}
\boldsymbol{\Phi}^{(d, s)}(k)=\left[\Phi^{(d, s)}(k), \cdots, \Phi^{(d, s)}(k)\right]^{T} . \tag{2.99}
\end{equation*}
$$

In the case of missing data, if there is a time point $k$ at which no expression of the $n$ genes is observed $\left(k \notin T_{\text {obs }}\right)$, then $p\left(\mathbf{Y}_{k} \mid \mathbf{X}_{k}=\mathbf{x}^{i}\right)=1$ for any $i=1, \cdots, 2^{n}$, and $\Phi(k)=\mathbf{1}_{2^{n}}$ in Fig. 2.9, as well as in all the equations (2.91)-(2.99); however, if at least one gene expression is observed at time $k\left(k \in T_{o b s}\right)$, then $p\left(\mathbf{Y}_{k} \mid \mathbf{X}_{k}\right)$, and thus $\Phi_{j}(k)=p\left(\mathbf{Y}_{k} \mid \mathbf{X}_{k}=\mathbf{x}^{j}\right)$, is computed from (2.65).

### 2.2.4.2 Learning Algorithm

In the previous subsection, we demonstrated that, given the network function, we can estimate the parameters by the EM method. Let $\hat{\theta}_{i}$ denote the estimated parameter vector, defined in (2.60) and derived via the EM algorithm when $\mathbf{f}=\mathbf{f}^{i}$ for $i=1, \cdots, M$. The final estimates for both the network function, $\hat{\mathbf{f}}$, and the parameter vector, $\hat{\theta}$, can be determined from (2.61). Let $l(\mathbb{Y} \mid \mathbf{f}, \theta)=\log p(\mathbb{Y} \mid \mathbf{f}, \theta)$ be the $\log$-likelihood of the observed trajectories. Since all $D$ observations are independent,

$$
\begin{equation*}
l(\mathbb{Y} \mid \mathbf{f}, \theta)=\sum_{d=1}^{D} \log p\left(\mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right) \tag{2.100}
\end{equation*}
$$

For $d=1, \cdots, D, p\left(\mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right)$ is derived by marginalizing the joint distribution of the states and observations over the states as

$$
\begin{equation*}
p\left(\mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right)=\sum_{\mathcal{X}^{(d)}} p\left(\mathcal{X}^{(d)}, \mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right), \tag{2.101}
\end{equation*}
$$

where $p\left(\mathcal{X}^{(d)}, \mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right)$ is given by (2.63) with the factor-graph shown in Fig. 2.9. Computing $p\left(\mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right)$ only requires the forward parameter $\Gamma$ and recursions up to time $m$. In fact, the desired likelihood for the $d$-th trajectory is the summation of the entries of $\Gamma^{(d)}(m)$, that is,

$$
\begin{equation*}
p\left(\mathcal{Y}^{(d)} \mid \mathbf{f}, \theta\right)=\left\|\Gamma^{(d)}(m)\right\|_{1}, \tag{2.102}
\end{equation*}
$$

where $\Gamma^{(d)}(m)$ can be computed in the same way as in (2.95), assuming the parameter vector $\theta$ and the network function f. From (2.100) and (2.102), we can write

$$
\begin{equation*}
l(\mathbb{Y} \mid \mathbf{f}, \theta)=\sum_{d=1}^{D} \log \left\|\Gamma^{(d)}(m)\right\|_{1} . \tag{2.103}
\end{equation*}
$$

Then, according to (2.61), the final estimate for the network function and parameters is given by

$$
\begin{equation*}
(\hat{\mathbf{f}}, \hat{\theta})=\arg \max _{(\mathbf{f}, \theta) \in\left\{\left(\mathbf{f}^{1}, \hat{\theta}_{1}\right), \cdots,\left(\mathbf{f}^{M}, \hat{\theta}_{M}\right)\right\}} l(\mathbb{Y} \mid \mathbf{f}, \theta) \tag{2.104}
\end{equation*}
$$

We summarize the algorithm for learning the network function and model parameters in Algorithm 2.

### 2.2.4.3 Plug-In Bayes Classifier

Let labels 0 and 1 refer to the healthy and mutated classes, respectively, let $\mathbb{Y}_{0}$ and $\mathbb{Y}_{1}$ denote the respective training trajectory sets, and let $\mathbf{F}_{0}$ and $\mathbf{F}_{1}$ denote the respective uncertain network function sets for the two classes. We apply Algorithm 2 to both classes, with corresponding $\mathbb{Y}$ and $\mathbf{F}$, to derive the learned network functions $\hat{\mathbf{f}}_{0}$ and $\hat{\mathbf{f}}_{1}$, and the estimated parameters $\hat{\theta}_{0}$ and $\hat{\theta}_{1}$, for the healthy and mutated classes, respectively. These are plugged into the Bayes classifier. For any new trajectory $\mathcal{Y}=\left[\mathbf{Y}_{1}, \cdots, \mathbf{Y}_{m}\right]$ of $n$ genes with any arbitrary length $m$ and possibly missing data, the classifier is defined by

$$
\psi_{D}(\mathcal{Y})= \begin{cases}1, & \hat{c}_{1} p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{1}, \hat{\theta}_{1}\right) \geq \hat{c}_{0} p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{0}, \hat{\theta}_{0}\right)  \tag{2.105}\\ 0, & \hat{c}_{1} p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{1}, \hat{\theta}_{1}\right)<\hat{c}_{0} p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{0}, \hat{\theta}_{0}\right)\end{cases}
$$

```
Algorithm 2 Learning Algorithm
    Inputs: the number of genes \(n\), the length of trajectories \(m\), the set of \(D\) observations
    \(\mathbb{Y}=\left\{\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \cdots, \mathcal{Y}^{(D)}\right\}\), the set of uncertain network functions \(\mathbf{F}=\left\{\mathbf{f}^{1}, \cdots, \mathbf{f}^{M}\right\}\),
    and a convergence threshold, \(\tau\), for the EM.
    Outputs: \(\hat{\mathbf{f}}\) and \(\hat{\theta}\), the estimated network function and model parameters \(\theta=\left[p, \lambda, \delta, \sigma^{2}\right]^{T}\).
    procedure
        for \(i=1\) to \(M\) do
            - \(s=0\)
            - \(\mathbf{f}=\mathbf{f}^{i}\)
            - Initialize \(\theta^{(0)}=0\)
            - Randomly initialize \(\theta^{(1)}\)
            while \(\left\|\theta^{(s+1)}-\theta^{(s)}\right\|>\tau\) do
                    - \(s=s+1\)
                    E-step:
                            - Compute \(\Pi^{(d, s)}(k)\) for any \(k=1, \cdots, m\),
                and \(d=1, \cdots, D\) via (2.97).
                    - Compute \(\boldsymbol{\Xi}^{(d, s)}(k)\) for any \(k=1, \cdots, m-1\),
                and \(d=1, \cdots, D\) via (2.98).
            M-step:
                    - Compute \(\rho_{j}\) for \(j=1, \cdots, 6\), via (2.80),
                (2.81), (2.82), (2.83), (2.87), and (2.90).
                    - Compute \(\lambda^{(s+1)}\) via (2.85).
                    - Compute \(\delta^{(s+1)}\) via (2.86).
                    - Compute \(\sigma^{2(s+1)}\) via (2.88).
                    - Compute \(p^{(s+1)}\) via (2.89).
                    - \(\theta^{(s+1)}=\left[p^{(s+1)}, \lambda^{(s+1)}, \delta^{(s+1)}, \sigma^{2^{(s+1)}}\right]^{T}\)
            end while
            - \(\hat{\theta}_{i}=\theta^{(s+1)}\)
        end for
        - Get \(\hat{\mathbf{f}}\) and \(\hat{\theta}\) via (2.103) and (2.104).
    end procedure
```

where $\hat{c}_{0}$ and $\hat{c}_{1}$ are the estimated values of the prior probabilities of the healthy and mutated classes, respectively. These can be estimated by the number of training trajectories for each class divided by the total number of training trajectories $D$; however, this estimate is unreliable for small samples [54]. Often there are substantial data regarding the proportions of healthy and pathological phenotypes - for instance, false negative rates resulting from preliminary testing such as mammography and needle biopsies, so that excellent estimates of $\hat{c}_{0}$ and $\hat{c}_{1}$ are available for
genomic classification following prelimineary testing. We assume the equiprobable case, $\hat{c}_{0}=$ $\hat{c}_{1}=\frac{1}{2}$, which makes classification most challenging.

In the simulations we generate an equal number of training trajectories for each class, $\left|\mathbb{Y}_{0}\right|=$ $\left|\mathbb{Y}_{1}\right|=\frac{D}{2}$. The likelihoods $p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{0}, \hat{\theta}_{0}\right)$ and $p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{1}, \hat{\theta}_{1}\right)$ in (2.105) can be computed, as in (2.102), by

$$
\begin{equation*}
p\left(\mathcal{Y} \mid \hat{\mathbf{f}}_{i}, \hat{\theta}_{i}\right)=\left\|\Gamma^{(i)}(m)\right\|_{1}, \quad i=0,1 \tag{2.106}
\end{equation*}
$$

where $\Gamma^{(i)}(m)$ can be computed by forward computations, as in (2.95), by

$$
\begin{align*}
\Gamma^{(i)}(1) & =\pi^{(i)^{T}} \circ \Phi^{(i)}(1), \\
\Gamma^{(i)}(k+1) & =\left[A^{(i)^{T}} \Gamma^{(i)}(k)\right] \circ \Phi^{(i)}(k+1), \tag{2.107}
\end{align*}
$$

where $\pi^{(i)}, A^{(i)}$, and $\Phi^{(i)}$ are computed for the class $i=0,1$, assuming $\mathbf{f}=\hat{\mathbf{f}}_{i}$ and $\theta=\hat{\theta}_{i}$.

### 2.2.5 Classification of Averaged Steady-State Expression Data in Multiple-Cell Scenarios

In the absence of single-cell technology, when measuring expressions in a nonsynchronized multiple-cell setting, at each time point the measured expression value of each gene is an average over $2^{n}$ different states. The underlying state model for the evolution of the genes in each cell is the same BNp model (2.56); however, since the observations are static expression data in the steady-state and not trajectories, we use the state model (2.56) only for calculating the steady-state distribution $\pi$.

### 2.2.5.1 Observation Model

Suppose that the expression values of the genes in every individual are measured from a tissue consisting of $N$ cells. As mentioned previously, the variability existing in the different cells of an individual is inter-cell variability. According to (2.59), in every cell $c$ of an individual, the expression values of the $n$ genes, $\mathbf{Y}^{(c)}=\left[y_{1}^{(c)}, \cdots, y_{n}^{(c)}\right]^{T}$, given the state $\mathbf{X}=\left[x_{1}, \cdots, x_{n}\right]^{T}$ in
the steady-state, follow a Gaussian model:

$$
\begin{equation*}
p\left(\mathbf{Y}^{(c)} \mid \mathbf{X}\right) \sim \mathcal{N}\left(\lambda \mathbf{1}_{n}+\delta \mathbf{X}, \sigma_{i c}^{2} I_{n}\right), \quad c=1, \cdots, N \tag{2.108}
\end{equation*}
$$

where $\sigma_{i c}^{2}$ denotes the inter-cell variability across the different cells of an individual. In the multiple-cell scenario we do not observe expression values of the genes in every single cell but only observe the expression averaged over $N$ cells, namely,

$$
\begin{equation*}
S_{N}=\frac{\sum_{c=1}^{N} \mathbf{Y}^{(c)}}{N} \tag{2.109}
\end{equation*}
$$

We can obtain the distribution of $\mathbf{Y}^{(c)}$ from (2.108) by marginalizing over the states $\mathbf{X}$, which have the steady-state distribution $\pi$. Doing so, the distribution of $\mathbf{Y}^{(c)}$ for any $c$ is

$$
\begin{equation*}
p\left(\mathbf{Y}^{(c)}\right)=\sum_{i=1}^{2^{n}} p\left(\mathbf{Y}^{(c)} \mid \mathbf{X}=\mathbf{x}^{i}\right) \pi_{i} \tag{2.110}
\end{equation*}
$$

which is a Gaussian mixture distribution with $2^{n}$ components. Since the $\mathbf{Y}^{(c)}$ 's are independent for different cells and have the same mean and covariance matrix, we can use the central-limit theorem to approximate the distribution of $S_{N}$. The mean and covariance matrix of $\mathbf{Y}^{(c)}$ are given by

$$
\begin{gather*}
\mu=\mathrm{E}\left[\mathbf{Y}^{(c)}\right]=\mathrm{E}\left[\mathrm{E}\left[\mathbf{Y}^{(c)} \mid \mathbf{X}\right]\right]= \\
\mathrm{E}\left[\lambda 1_{n}+\delta \mathbf{X}\right]=\lambda \mathbf{1}_{n}+\delta \sum_{i=1}^{2^{n}} \mathrm{x}^{i} \pi_{i},  \tag{2.111}\\
\Sigma_{\mathbf{Y}}=\operatorname{cov}\left(\mathbf{Y}^{(c)}\right)=\operatorname{cov}\left(\mathrm{E}\left(\mathbf{Y}^{(c)} \mid \mathbf{X}\right)\right)+\mathrm{E}\left(\operatorname{cov}\left(\mathbf{Y}^{(c)} \mid \mathbf{X}\right)\right) \\
=\operatorname{cov}\left(\lambda \mathbf{1}_{n}+\delta \mathbf{X}\right)+\mathrm{E}\left(\sigma_{i c}^{2} I_{n}\right)=\delta^{2} \Sigma_{\mathbf{X}}+\sigma_{i c}^{2} I_{n}, \tag{2.112}
\end{gather*}
$$

where $\Sigma_{\mathbf{X}}$ is the covariance matrix of the states in the steady-state,

$$
\begin{array}{r}
\Sigma_{\mathbf{X}}=\operatorname{cov}(\mathbf{X})=\mathrm{E}\left(\mathbf{X} \mathbf{X}^{T}\right)-\mathrm{E}(\mathbf{X}) \mathrm{E}(\mathbf{X})^{T}= \\
\sum_{i=1}^{2^{n}} \mathbf{x}^{i} \mathbf{x}^{i^{T}} \pi_{i}-\left(\sum_{i=1}^{2^{n}} \mathbf{x}^{i} \pi_{i}\right)\left(\sum_{i=1}^{2^{n}} \mathbf{x}^{i} \pi_{i}\right)^{T} . \tag{2.113}
\end{array}
$$

According to the central-limit theorem, when $N$ is large (having many cells), the distribution of $S_{N}$ converges to the multivariate normal

$$
\begin{equation*}
S_{N} \sim \mathcal{N}\left(\mu, \frac{\Sigma_{\mathbf{Y}}}{N}\right) \tag{2.114}
\end{equation*}
$$

where $\mu$ and $\Sigma_{\mathbf{Y}}$ are given in (2.111) and (2.112).
Since $S_{N}$ is the averaged expression values of the genes over many cells in only one individual and our samples come from different individuals, we should also take into account the inter-subject variability between different individuals. As a result, in the multiple-cell scenario, the expression values of the $n$ genes, denoted by the vector $\mathbf{Z}=\left[z_{1}, \cdots, z_{n}\right]^{T}$, can be modeled by

$$
\begin{equation*}
\mathbf{Z}=S_{N}+\epsilon \tag{2.115}
\end{equation*}
$$

where $\epsilon$ provides the inter-subject variability. Since in the single-cell scenario we assumed that $\epsilon \sim$ $N\left(0, \sigma^{2} I_{n}\right)$, we assume the same here. Since $S_{N}$ and $\epsilon$ are multivariate Gaussian and independent of each other, $\mathbf{Z}$ has a multivariate Gaussian distribution,

$$
\begin{equation*}
p(\mathbf{Z}) \sim \mathcal{N}\left(\mu, \frac{\Sigma_{\mathbf{Y}}}{N}+\sigma^{2} I_{n}\right) \tag{2.116}
\end{equation*}
$$

Usually there are many cells (large $N$ ) in the tissues from which the expressions are measured. $N$ is typically large in practice, for instance, according to [55], there are millions of cells in bulk RNASeq experiments. Hence, the first part of the covariance matrix of $\mathbf{Z}$, that is, $\frac{\Sigma_{\mathbf{Y}}}{N}$, has negligible
entries, and we can well approximate the distribution of $\mathbf{Z}$ by

$$
\begin{equation*}
p\left(\mathbf{Z} \mid \mu, \sigma^{2}\right) \sim \mathcal{N}\left(\mu=\lambda \mathbf{1}_{n}+\delta \sum_{i=1}^{2^{n}} \mathbf{x}^{i} \pi_{i}, \sigma^{2} I_{n}\right) \tag{2.117}
\end{equation*}
$$

### 2.2.5.2 Plug-In Bayes Classifier

To use the Bayes plug-in classifier, we need to estimate the parameters using the training data, but since the class-conditional densities in (2.117) are Gaussian and $\sigma^{2}$ may be different in the two classes, the Bayes plug-in classifier is quadratic discriminant analysis (QDA). Hence, we need only estimate $\mu$ and $\sigma^{2}$ in (2.117), not $\lambda, \delta$, and $\pi$. This reduces the complexity because we skip the cumbersome optimization problem of finding $p$ (for estimating $\pi$ ), which would have been done for each of $M$ possible network functions $\mathbf{f}^{(i)}$, for $i=1, \cdots, M$, for each class. Moreover, we do not even need to partially know the network functions in the classifier, which is beneficial when we have no knowledge of network structures. In other words, although $\mu$ in (2.117) is a function of $\lambda, \delta, p$, and $\mathbf{f}$ (two last determine $\pi$ ), we do not need to estimate them to estimate $\mu$, which we can directly estimate from the observed data.

The ML estimates of $\mu$ and $\sigma^{2}$ in (2.117) from observed data $\mathbb{Z}=\left[\mathbf{Z}^{(1)}, \cdots, \mathbf{Z}^{(D)}\right]$ are

$$
\begin{gather*}
\hat{\mu}=\frac{\sum_{d=1}^{D} \mathbf{Z}^{(d)}}{D}  \tag{2.118}\\
\hat{\sigma}^{2}=\frac{\sum_{d=1}^{D}\left\|\mathbf{Z}^{(d)}-\hat{\mu}\right\|_{2}^{2}}{n D} \tag{2.119}
\end{gather*}
$$

respectively. The log-likelihood (after dropping the constant parts) of any expression vector $\mathbf{Z}$ from (2.117) is

$$
\begin{equation*}
l\left(\mathbf{Z} \mid \mu, \sigma^{2}\right)=-\frac{n}{2} \log \sigma^{2}-\frac{\|\mathbf{Z}-\mu\|_{2}^{2}}{2 \sigma^{2}} \tag{2.120}
\end{equation*}
$$

Let $\mathbb{Z}_{0}$ and $\mathbb{Z}_{1}$ denote the training data sets of the healthy and mutated classes, respectively, the total number of data points being $D$. Suppose $\hat{\mu}_{i}$ and $\hat{\sigma}_{i}^{2}$ are the estimated values (using (2.118) and (2.119)) for the class $i=0,1$ using $\mathbb{Z}_{i}$. We assume $\hat{c}_{0}=\hat{c}_{1}=\frac{1}{2}$ and $\left|\mathbb{Z}_{0}\right|=\left|\mathbb{Z}_{1}\right|=\frac{D}{2}$. The

Bayes plug-in classifier (QDA) for $\mathbf{Z}=\left[z_{1}, \cdots, z_{n}\right]^{T}$ is

$$
\psi_{D}(\mathbf{Z})= \begin{cases}1, & l\left(\mathbf{Z} \mid \hat{\mu}_{1}, \hat{\sigma}_{1}^{2}\right) \geq l\left(\mathbf{Z} \mid \hat{\mu}_{0}, \hat{\sigma}_{0}^{2}\right)  \tag{2.121}\\ 0, & l\left(\mathbf{Z} \mid \hat{\mu}_{1}, \hat{\sigma}_{1}^{2}\right)<l\left(\mathbf{Z} \mid \hat{\mu}_{0}, \hat{\sigma}_{0}^{2}\right)\end{cases}
$$

where $l\left(\mathbf{Z} \mid \hat{\mu}_{i}, \hat{\sigma}_{i}^{2}\right)$ can be computed from (2.120) for each class $i=0,1$.

### 2.2.5.3 Classification Difficulty

We wish to quantify classification difficulty relative to attractor structure. From (2.117), the expression values of the $n$ genes in classes 0 and 1 are modeled as

$$
\begin{equation*}
p\left(\mathbf{Z}^{(j)}\right) \sim \mathcal{N}\left(\mu_{j}, \sigma_{j}^{2} I_{n}\right), \quad j=0,1 \tag{2.122}
\end{equation*}
$$

If we assume that $\lambda$ and $\delta$ are the same in the two classes, then

$$
\begin{equation*}
\mu_{j}=\lambda 1_{n}+\delta \sum_{i=1}^{2^{n}} \mathbf{x}^{i} \pi_{i}^{(j)}=\lambda 1_{n}+\delta X \pi^{(j)^{T}}, \quad j=0,1 \tag{2.123}
\end{equation*}
$$

where $X=\left[\mathbf{x}^{1}, \cdots, \mathbf{x}^{2^{n}}\right]$ is the $n \times 2^{n}$ binary matrix representing the binary states, its $i$-th column being the $i$-th binary state.

In the Gaussian settings, the means and covariance matrices affect classification error. We focus on the distance

$$
\begin{align*}
\xi= & \left(\mu_{0}-\mu_{1}\right)^{T}\left(\mu_{0}-\mu_{1}\right)= \\
& \delta^{2}\left(\pi^{(0)}-\pi^{(1)}\right) X^{T} X\left(\pi^{(0)}-\pi^{(1)}\right)^{T} \tag{2.124}
\end{align*}
$$

between the means because this distance is directly relatable to the attractors. If the perturbation probability $p$ is very small and each class has only one attractor cycle, then the steady-state
distributions are accurately approximated by

$$
\begin{equation*}
\pi_{i}^{(j)}=\frac{1}{\left|\mathcal{A}_{j}\right|} 1\left(i \in \mathcal{A}_{j}\right), \quad j=0,1, \quad i=1, \cdots, 2^{n} \tag{2.125}
\end{equation*}
$$

where $\mathcal{A}_{j}$ is the set of the attractor states of class $j, 1($.$) is the indicator function (equals to 1$ if its argument is true and equals to 0 otherwise), and $\left|\mathcal{A}_{j}\right| \in\left\{1, \cdots, 2^{n}\right\}$ is the attractor length for class $j$ [37].

For any attractor lengths we find networks having minimum ( $\xi=0$ ) and maximum distances, where a network is identified with its attractor states because according to the preceding equation $\xi$ depends only on these. Letting $\Sigma\left(\mathcal{A}_{j}\right)$ denote the sum of the values in $\mathcal{A}_{j}$, if $\left|\mathcal{A}_{0}\right|=\left|\mathcal{A}_{1}\right|$ and $\Sigma\left(\mathcal{A}_{0}\right)=\Sigma\left(\mathcal{A}_{1}\right)$, then $\xi=0$. We represent minimum $\xi$ and maximum $\xi$ cases by $\left(\mathcal{A}_{0}^{f}, \mathcal{A}_{1}^{f}\right)(f$ for failure) and $\left(\mathcal{A}_{0}^{o}, \mathcal{A}_{1}^{o}\right)$ (o for optimal), respectively, where

$$
\begin{gather*}
\left(\mathcal{A}_{0}^{f}, \mathcal{A}_{1}^{f}\right)=\left\{\mathcal{A}_{0}, \mathcal{A}_{1}:\left(\pi^{(0)}-\pi^{(1)}\right) X^{T} X\left(\pi^{(0)}-\pi^{(1)}\right)^{T}=0\right\},  \tag{2.126}\\
\left(\mathcal{A}_{0}^{o}, \mathcal{A}_{1}^{o}\right)=\arg \max _{\mathcal{A}_{0}, \mathcal{A}_{1}}\left(\pi^{(0)}-\pi^{(1)}\right) X^{T} X\left(\pi^{(0)}-\pi^{(1)}\right)^{T} . \tag{2.127}
\end{gather*}
$$

Letting $l_{0}=\left|\mathcal{A}_{0}\right|$ and $l_{1}=\left|\mathcal{A}_{1}\right|$ denote the lengths, the numbers of sets $\mathcal{A}_{0}$ and $\mathcal{A}_{1}$ are $\binom{2^{n}}{l_{0}}$ and $\binom{2^{n}}{l_{1}}$, respectively. Note that there are $\left(l_{0}-1\right)$ ! and $\left(l_{1}-1\right)$ ! cyclic permutations of each set, which lead to different attarctors, but we do not consider them since they all have the same average and thus are equivalent in the current sense. Hence, the size of the search space for solving (2.126) and (2.127) is $\binom{2^{n}}{l_{0}}\binom{2^{n}}{l_{1}}$. In general, the solutions are not unique.

### 2.2.6 Simulation Results and Discussion

As this is the first work which studies supervised classification of single-cell gene expression trajectories under the framework of Boolean networks with perturbations, there is not a similar
trajectory-based method to compare it with. However, we compare the performance of our proposed trajectory-based classifier, using single-cell gene expression trajectories as its input, with that of a multiple-cell averaging classifier which uses bulk gene expression data, like RNA-Seq or microarray, as its input. We have set the model parameters to do a fair comparison between these two methods. The comparisons show a clear advantage of the first method, especially in high-noise scenarios.

### 2.2.6.1 Some Specific Networks

Let $\mathcal{A}=\left\{a_{1}, a_{2}, \cdots, a_{l}\right\}$ be the set of attractor states with the length $l$, in which order matters, such that the attractor cycle is $a_{1} \rightarrow a_{2} \rightarrow \cdots \rightarrow a_{l} \rightarrow a_{1}$. We consider three specific cases as examples and compare the two methods of classification, single-cell trajectories and multiple-cell averaging. In all the cases, we assume $n=4, p=0.001, p_{\text {miss }}=0, \lambda=10$, and $\delta=30$.

Case 1: Suppose the failure case with $l_{0}=5$ and $l_{1}=5$. We choose $\mathcal{A}_{0}=\{1,6,11,15,7\}$ and $\mathcal{A}_{1}=\{1,16,15,5,3\}$. Since $\left|\mathcal{A}_{0}\right|=\left|\mathcal{A}_{1}\right|$ and $\Sigma\left(\mathcal{A}_{0}\right)=\Sigma\left(\mathcal{A}_{1}\right), \xi=0$. Hence, we expect that averaging cannot perform well. Figure 2.10a represents the classification error of the two methods, single-cell trajectories and multiple-cell averaging, for $\sigma=5$ and $\sigma=20$. It can be seen that for any value of $\sigma$, averaging has the maximum classification error 0.5 . However, the single-cell trajectory method has the error 0 (perfect classification for all $m$ ) for $\sigma=5$, and a decreasing error as a function of $m$ for $\sigma=20$.

Case 2: Figures 2.10b, 2.10c, 2.10d, and 2.10e, which show results for optimal attractor sets derived from (2.127), relate to $l_{0}=l_{1}=1$ (single attractors), $l_{0}=l_{1}=3, l_{0}=l_{1}=5$, and $l_{0}=2, l_{1}=3$, respectively. There are many solutions to (2.127). We only select the first solution to show the results, the selected optimal attractor sets $\mathcal{A}_{0}$ and $\mathcal{A}_{1}$ being written at the top of each figure. For example, in Fig. 2.10b $\left(l_{0}=l_{1}=1\right), \mathcal{A}_{0}=\{1\}$ and $\mathcal{A}_{1}=\{16\}$, meaning that the attractor cycles in class 0 and class 1 are $[0,0,0,0]^{T} \rightarrow[0,0,0,0]^{T}$ and $[1,1,1,1]^{T} \rightarrow[1,1,1,1]^{T}$, respectively. For the low noise levels ( $\sigma=5$ ), both methods yield zero classification error. For $\sigma=10$, the trajectory method still has zero error for every $m$, but averaging has nonzero error, even though its difference with zero is slight. For $\sigma=20$, the trajectory method has nonzero error
for small $m$, but it is still much less than the error of the averaging method. No matter the size of $\sigma$, the error of the trajectory method will converge to 0 for sufficiently large $m$. In sum, the trajectory method is more robust realtive to the noise level than the averaging method.

Case 3: The only scenario in which averaging can work better than the trajectory method is when there are similar trajectories in the attractor cycles of the two classes. In such situations, the trajectory method may make a mistake in classifying short trajectories, while the averaging method may be able to classify better. For example, consider $l_{0}=l_{1}=5$ with $\mathcal{A}_{0}=\{9,5,3,2,1\}$ and $\mathcal{A}_{1}=\{9,5,3,2,16\}$. The trajectory $9 \rightarrow 5 \rightarrow 3 \rightarrow 2$ exists in the both attractor cycles. As a result, we expect that for short observed trajectories, the trajectory method will perform poorly. Figure 2.10 f shows the results in this case for $\sigma=2,5,20$. For $\sigma=2$, the averaging method yields zero error but the trajectory method has nonzero error for $m \leq 4$. For $\sigma=5$, the averaging method still has better performance than the trajectory method with $m \leq 3$, but for $\sigma=20$, the trajectory method outperforms averaging for any $m$. This again shows that the averaging method cannot work in high noise regimes, whereas the trajectory method can result in a very low error if the observed trajectories are long enough.

### 2.2.6.2 Random Synthetic Networks

To evaluate performance on random synthetic networks, we randomly generate 500 Boolean networks for each case of $n=4,6,8$ genes and consider a maximum in-degree of $K=2$, meaning that each gene has 1 or 2 randomly assigned predictors. If the $i$-th gene has in-degree $K_{i}$, its $2^{K_{i}}$ outputs are selected from a Bernoulli distribution with parameter $p_{\text {bias }}=0.5$. A single-bit mutation is applied to all healthy networks to obtain the corresponding 500 mutated networks. Specifically, we randomly pick a gene, say gene $i$, and randomly flip the value of one of its $2^{K_{i}}$ outputs, $0 \rightarrow 1$ and $1 \rightarrow 0$. This mutation changes the output of $2^{n-K_{i}}$ states in the truth table of the healthy BN. We restrict the generated healthy and mutated BNs to have a single attractor cycle, with the minimum length of the two attractor cycles being $L$. The simulations will demonstrate that $L$ is an important parameter in determining the sufficient trajectory length in low-noise scenarios. In all simulations, we use the same parameter values, $p, \lambda, \delta, \sigma^{2}$, for both the healthy and mutated


Figure 2.10: Classification error of single-cell trajectory method versus $m$. The classification error of the multiplecell averaging method is also included in the plots for comparison. Reprinted with permission from [2], © 2019 IEEE.
networks: $\lambda=10, \delta=30$, and $M=2$. We use three different values for the observation noise level: $\sigma=5$ (low noise), $\sigma=10$ (medium noise), and $\sigma=20$ (high noise).

Figure 2.11, in which $\sigma=10$, shows average classification error versus $D$, the total number of training trajectories for both the healthy and mutated BNs, for different numbers of genes $n$, trajectory length $m$, minimum attractor length $L$, gene perturbation probability $p$, and gene missing probability $p_{\text {miss }}$. As expected, missing observations deteriorate classifier performance in all cases. Average error decreases with more training trajectories and converges to a fixed value when $D$ becomes large enough. The value of $D$ required for a converged error rate depends on $n, m$, and $p_{\text {miss }}$. For a given network size, having larger $m$ and lower $p_{\text {miss }}$ can speed up estimation of the network parameters, so that smaller $D$ is required to achieve the converged error. Furthermore, for larger networks, the required value of $D$ increases. Note that we have assumed that we partially know the networks, so that the search space is limited to $M$ functions. Hence, the error curves have fairly fast convergence realtive to $D$. In the absence of network knowledge, more training data would be required to correctly learn the networks and convergence would be slower.

Figure 2.12 demonstrates the behavior of the average classification error versus $m$, where based on the results in Fig. 2.11, we assume $D=40$ training trajectories to achieve the converged error. We set $p_{\text {miss }}=0$ in Fig. 2.12. Figures 2.12a and 2.12b show the error for $n=4$ gene networks when $p=0.001$ and $p=0.01$, respectively, assuming different values of $L=2,4$ and $\sigma=5,20$. Figures 2.12c and 2.12d present the error for $n=6$ gene networks when $p=0.001$ and $p=0.02$, respectively, assuming different values of $L=4,6$ and $\sigma=5,20$. In all figures for every value of $m$ and $L$, the error increases with increasing $\sigma$. Moreover, the error curves are always monotonically decreasing in terms of $m$. There is a special case in which the error gets fixed after some $m$. This is when $p$ is close to 0 and $\sigma$ is small. In such conditions, the sufficient $m$ to achieve the least possible error is $L+1$ because when $p \approx 0$ the BNps tend to BNs , which are deterministic, meaning that the observations occur only in the attractor states and circulate inside the attractor cycles. In such a case, the maximum length of a trajectory that can help distinguish the two networks is $L+1$, where $L$ is the minimum length of the attractor cycles in the two networks. When $p$ is considerable, there


Figure 2.11: Average classification error of the trajectory classifier over 500 synthetic BNs versus $D$ with $K=2$ and $p_{\text {bias }}=0.5$. Parameter values are $p=0.01, \lambda=10, \delta=30, \sigma=10$, (a) $n=4, L=3, m=4$, (b) $n=4$, $L=5, m=6$, (c) $n=6, L=3, m=4$, (d) $n=6, L=5, m=6$, (e) $n=8, L=3, m=4$. Reprinted with permission from [2], © 2019 IEEE.


Figure 2.12: Average classification error of the trajectory classifier over 500 synthetic BNs versus $m$ with $K=2$ and $p_{\text {bias }}=0.5$. Parameter values are $p_{\text {miss }}=0, \lambda=10, \delta=30, D=40$, (a) $n=4, p=0.001$, (b) $n=4$, $p=0.01$, (c) $n=6, p=0.001$, (d) $n=6, p=0.02$. Reprinted with permission from [2], (C) 2019 IEEE.
is a nonnegligible probability of jumping states, so that longer trajectories can help. In Figs. 2.12a and 2.12c, where $p=0.001$, when $\sigma=5$, the error curves flatten out after $m=L+1=3,5,7$, corresponding to $L=2,4,6$, respectively. In Figs. 2.12a and 2.12c, in which observation noise is high, $\sigma=20$, the error curves still converge to a constant value, but the convergence is much slower and longer trajectories are required $(>L+1)$. In Figs. 2.12b and 2.12d, where $p=0.01,0.02$, respectively, the error curves are permanently decreasing with increasing $m$ and do not converge to a fixed value, even in the low-noise cases.

Figure 2.13 depicts the average errors versus $D$ in multiple-cell scenarios, where there is no


Figure 2.13: Average classification error of the multiple-cell classifier over 500 synthetic BNs versus $D$ with $K=2$ and $p_{\text {bias }}=0.5$. Parameter values are $\lambda=10, \delta=30$, (a) $n=4, p=0.001$, (b) $n=4, p=0.01$, (c) $n=6$, $p=0.001$, (d) $n=6, p=0.02$. Reprinted with permission from [2], (C) 2019 IEEE.
trajectory data but only averaged expression data. Figures 2.13 a and 2.13 b show the error curves in 4-gene networks for $p=0.001$ and $p=0.01$, respectively, and different values of $L=2,4$ and $\sigma=5,20$. Figures 2.13c and 2.13 d show similar results in 6 -gene networks for $p=0.001$ and $p=0.02$, respectively, and different values of $L=4,6$ and $\sigma=5,20$. The error is higher in high-noise cases and it decreases to converge to a fixed value. The convergence rate depends on $\sigma$. When $\sigma$ is low (high), the convergence is fast (slow).

Figure 2.14 shows average classification error versus $m$ for different values of $p_{\text {miss }}=0$ (no missing), $p_{\text {miss }}=0.2$ (low missing probability), and $p_{\text {miss }}=0.5$ (high missing probability). For


Figure 2.14: Average classification error of the trajectory classifier and multiple-cell classifier over 500 synthetic BNs versus $m$ with $K=2$ and $p_{\text {bias }}=0.5$. Parameter values are $\lambda=10, \delta=30, D=40$, (a) $n=4, L=4$, $p=0.001, \sigma=5$, (b) $n=6, L=6, p=0.01, \sigma=10$. Reprinted with permission from [2], (c)2019 IEEE.
the sake of comparison, we have also included in Fig. 2.14 the error of the multiple-cell scenarios for the same parameter values. Figure 2.14a shows the results for 4-gene networks when $L=4$, $p=0.001, \sigma=5$, and $D=40$. In this figure, smaller $p_{\text {miss }}$ always yields a lower error rate for every value of $m$, but the differences decrease as $m$ grows. The salient point of Fig. 2.14a is that one can always get a lower error rate by using the single-cell trajectory data, even with missing data, than by using the multiple-cell averaged data. In the case of Fig. 2.14a, the trajectory data with $p_{\text {miss }}=0,0.2,0.5$ has lower error than multiple-cell data when $m \geq 3, m \geq 3, m \geq 5$, respectively. We previously mentioned that when $p \approx 0$ and $\sigma$ is small, the error curves flatten out after $m=L+1$; Fig. 2.14a shows that that is true when there are no missing data ( $p_{\text {miss }}=0$ ). With missing data, convergence is slow and longer trajectories are required to reach the converged error. Figure 2.14b shows similar results for 6-gene networks when $L=6, p=0.01, \sigma=10$, and $D=40$. Again, classification using trajectory data, even with high probability of missing data, can considerably lower the error rate as opposed to using multiple-cell averaged data.

### 2.2.6.3 Real Network: Mammalian Cell-Cycle BN

For an illustration using a real network, we use the wild-type mammalian cell-cycle BN, whose GRN [56] is shown in Fig. 2.15. This GRN has ten genes. The regulating functions are defined in Table 2.4 [56]. According to [56], one mutated situation is that the gene p27 is always off and cannot be activated. As a result, we derive the healthy BN from Table 2.4 and for the mutated/cancerous BN we put the value of p27 in Table 2.4 to zero, that is, $f_{3}=0$. This means that in the cancerous scenario the value of p27 does not obey the regulating functions and is always zero. The gene CycD is determined by extracellular signals. As we do not know the value of CycD, we have $M=2$ candidate network functions for each of the healthy and mutated networks, which are corresponding to $f_{1}=0$ and $f_{1}=1$ in Table 2.4. If $f_{1}=0$, then the healthy and mutated networks have the singleton attractor cycles $\mathcal{A}_{0}=\{389\}$ and $\mathcal{A}_{1}=\{261\}$, respectively. If $f_{1}=1$, both the healthy and mutated networks have the same attractor cycle $\mathcal{A}_{0}=\mathcal{A}_{1}=\{516,524,527,583,613,629,561\}$. Consequently, the multiple-cell averaging method cannot classify the two networks when $f_{1}=1$. In the simulations, we assume that the trajectory expression data are generated from the networks with $f_{1}=0$ in both the healthy and mutated networks.

Figures 2.16 a and 2.16 b show the classification error of the trajectories of length $m=6$ with $p=0.05$ and two values of $p_{\text {miss }}=0,0.2$ versus $D$ for low-noise ( $\sigma=5$ ) and high-noise ( $\sigma=20$ ) scenarios, respectively. A higher probability of missing data deteriorates classifier performance, as does higher observation noise $\sigma$. Convergence of the error curves is faster for lower $\sigma$. The classification error of the healthy and mutated mammalian cell-cycle networks when using averaged expression data in the multiple-cell scenario is shown in Figs. 2.16c and 2.16d for $\sigma=5,10,20$, when $p=0.01$ and $p=0.05$, respectively. In Figs. 2.16c and 2.16d, the classifier based on the multiple-cell expression data can only work well in the low-noise scenarios and is very susceptible to observation noise. Convergence of the error curves versus $D$ gets slower as $\sigma$ increases. For a given $\sigma$, the error of the multiple-cell classifier decreases with decreasing $p$, the reason being that larger $p$ makes the steady-state distributions of the healthy and mutated cell-cycle BNs similar to


Figure 2.15: Mammalian cell-cycle gene regulatory network. Reprinted with permission from [2], ©2019 IEEE.

Table 2.4: Definitions of Boolean functions for the wild-type mammalian cell-cycle BN with 10 genes. Reprinted with permission from [2], (c) 2019 IEEE.

| Order | Gene | Regulating function |
| :---: | :--- | :--- |
| $x_{1}$ | $C y c D$ | $f_{1}=$ Extracellular signals |
| $x_{2}$ | $R b$ | $\overline{f_{2}}=(\overline{C y c D} \wedge \overline{C y c E} \wedge \overline{C y c A} \wedge \overline{C y c B}) \vee(p 27 \wedge \overline{C y c D} \wedge$ |
| $x_{3}$ | $p 27$ | $\left.\overline{f_{3}=(\overline{C y c D})} \wedge \overline{C y c E} \wedge \overline{C y c A} \wedge \overline{C y c B}\right) \vee(p 27 \wedge$ |
| $x_{4}$ | $E 2 F$ | $f_{4}=(\overline{R b} \wedge \overline{C y c A} \wedge \overline{C y c B}) \vee(p 27 \wedge \overline{R b} \wedge \overline{C y c B})$ |
| $x_{5}$ | $C y c E$ | $f_{5}=(E 2 F \wedge \overline{R b})$ |
| $x_{6}$ | $C y c A$ | $\left.\frac{f_{6}=(E 2 F \wedge \overline{R b} \wedge \overline{C d c 20} \wedge \overline{(C d h 1} \wedge U b c H 10)}{}\right) \vee(C y c A \wedge$ |
| $x_{7}$ | $C d c 20$ | $\left.f_{7}=\overline{C d c 20} \wedge \overline{(C d h 1 \wedge U b c H 10)}\right)$ |
| $x_{8}$ | $C d h 1$ | $f_{8}=(\overline{C y c A} \wedge \overline{C y c B}) \vee C d c 20 \vee(p 27 \wedge \overline{C y c B})$ |
| $x_{9}$ | $U b c H 10$ | $f_{9}=\overline{C d h 1} \vee(C d h 1 \wedge U b c H 10 \wedge(C d c 20 \vee C y c A \vee C y c B))$ |
| $x_{10}$ | $C y c B$ | $f_{10}=(\overline{C d c 20} \wedge \overline{C d h 1})$ |

each other, so that the means of two normal distributions for the two classes get closer to each other, leading to a larger error.

Figures 2.16 e and 2.16 f present the error versus $m$ in the mammalian cell-cycle networks for


Figure 2.16: Classification errors of the trajectory and multiple-cell classifiers in the mammalian cell-cycle BN. The fixed parameters are $n=10, \lambda=10, \delta=30$. (a) Classification error of the trajectory classifier versus $D$. The parameters are $m=6, p=0.05, \sigma=5$, (b) Classification error of the trajectory classifier versus $D$. The parameters are $m=6, p=0.05, \sigma=20$, (c) Classification error of the multiple-cell classifier versus $D$. The parameter is $p=0.01$, (d) Classification error of the multiple-cell classifier versus $D$. The parameter is $p=0.05$, (e) Classification error of the trajectory and multiple-cell classifiers versus $m$. The parameters are $D=40, p=0.05, \sigma=5$, (f) Classification error of the trajectory and multiple-cell classifiers versus $m$. The parameters are $D=40, p=0.05$, $\sigma=20$. Reprinted with permission from [2], © 2019 IEEE.
$p=0.05, D=40$ and different values of $p_{\text {miss }}=0,0.2,0.5$ when $\sigma=5$ and $\sigma=20$, respectively. Similar to the synthetic networks, the error curves have a decreasing trend as $m$ increases. In Figs.
2.16e and 2.16f, the error of the multiple-cell classifier is shown for the same parameter values. In the low-noise scenario of Fig. 2.16e, the error of the multiple-cell classifier is better than that of the trajectory classifier when $m$ is small, the extent depending on the probability of missing data in the trajectory data; however, for longer trajectories (larger $m$ ), the error of the trajectory classifier is less. We observe in Fig. 2.16f that the performance of the multiple-cell classifier is very bad in the high-noise scenario, the error of the multiple-cell classifier being much greater than that of the trajectory classifier for every value of $m$ and even for high $p_{\text {miss }}$.

### 2.2.7 Conclusion

This section studied classification of gene-expression trajectories coming from two classes, healthy and mutated (cancerous) using Boolean networks with perturbation ( BNps ) to model the dynamics of each class at the state level, meaning that each class has its own BNp , which we partially know based on gene pathways. We employed a Gaussian model at the observation level to show the expression values of the genes given the hidden states at each time point. We used the expectation maximization (EM) methodology to learn the BNps and the unknown model parameters, derived closed-form updates for the parameters, and proposed a learning algorithm. After learning, a plug-in Bayes classifier was used to classify the unlabeled trajectories. The effect of missing data was also considered.

From the biological perspective, measuring gene expressions at different times yields trajectories only when the measurements come from a single cell. In multiple-cell scenarios, the expression values of the genes are averages over many cells with possibly different states. Using the central-limit theorem, we proposed another model for expression data in multiple-cell scenarios. Using simulations, it was demonstrated that single-cell trajectory data can outperform multiple-cell average expression data in terms of the classification error, especially in high-noise situations.

### 2.3 Intrinsically Robust Bayesian Classification of Gene Expression Trajectories

### 2.3.1 Overview

In this section we assume a partially known Gaussian observation model belonging to an uncertainty class of models. We derive the intrinsically Bayesian robust classifier to discriminate between wild-type and mutated networks based on expression trajectories. The classifier minimizes the expected error across the uncertainty class relative to the prior distribution. We test it using a mammalian cell-cycle model, discriminating between the normal network and one in which gene p 27 is mutated, thereby producing a cancerous phenotype. Tests examine all model aspects, including trajectory length, perturbation probability, and the hyperparameters governing the prior distribution over the uncertainty class.

### 2.3.2 Introduction

Genes have interactions with each other, which can determine how they are behaving over time and define the dynamics of gene regulatory networks (GRNs). One way of showing the dynamics of GRNs over discrete time points is Boolean networks with perturbation (BNp) [33]. A BNp is a Markov chain, in which the state of a gene ( 0 for off and 1 for on) at the current time is a function of the states of its predictor genes at the previous time plus a small random Boolean noise.

Suppose we have single-cell measurements sampled with a sufficient rate to detect regulatory timing. In effect, this would mean that classification would be done on data reflecting an underlying gene regulatory network. In section 2.1 we proposed a classifier to classify the state trajectories of the two classes: wild-type and mutated, each having its own BNp. We derived the Bayes classifier and computed the Bayes error. We analyzed the effects of the length of the trajectories, perturbation probability, and different mutations on the Bayes error.

In section 2.2 we assumed an observation model on the state dynamics of the BNps, from which the expression values of the genes are obtained. As the parameters of the model were all unknown and the network functions were partially known, we proposed an expectation-maximization (EM)based algorithm to estimate these parameters and functions, and then plugged them into the Bayes
classifier. In 2.2 we assumed that the expression trajectory data come from single-cell measurements and compared that with a multiple-cell scenario, in which instead of trajectories we have the averaged expressions of all genes over all cells, which translates to an average over all states.

In this section, we extend the single-cell trajectory classification to the Bayesian framework. We propose the intrinsically Bayesian robust (IBR) classifier for the trajectorires [3]. The IBR classifier is a specific type of the obtimal Bayesian classifier (OBC), first introduced in [57,58] for the classification of static data. In fact, the difference between the OBC and IBR classifiers is that in the OBC the expectation of the class-conditional densities is taken over the posteriors of the parameters to obtain the effective class-conditional densities, whereas in the IBR classifier the expectation is taken over the priors. The IBR/OBC concept has been applied to linear and morphological filtering [59, 60], and IBR Kalman filtering [61]. Regarding the prior distributions, prior construction methods using the pathway knowledge have been studied in the literature, such as $[62,63]$.

Here we apply the IBR classifier to the classification of trajectories. As opposed to section 2.2, where we estimated the parameters, here we assume that the parameters belong to an uncertainty class governed by a prior distribution. We assume that there are two classes: wild-type $(S=0)$ and mutated ( $S=1$ ). We introduce a Bayesian version of the partially observed Boolean dynamical system (POBDS), proposed in [41], as the observation model. We use a beta prior distribution for the prior probability of the class $S=0$ and also for the gene perturbation probability. Since the observation model given the states is Gaussian, we employ the normal-gamma distribution as the prior distribution of the mean and precision (inverse of variance) of the Gaussian model.

In the simulation part, we employ a mammalian cell-cycle gene regulatory network [56] consisting of 10 genes as the BNp for the class $S=0$ and its mutated version as the BNp for the class $S=1$. We analyze the effects of all the hyperparameters of the model and the length of the observed trajectories on the classification error. The proposed classifier is computationally efficient because we use the sum-product method to reduce the complexity to $m \times 2^{n}$, where $m$ is the length of the observed trajectory and $n$ is the number of genes in the network. Being linearly dependent
on time points, $m$, makes the classifier very fast even for longer trajectories.

### 2.3.3 Methods

In a Boolean network (BN) for $n$ genes, each gene value $x_{i} \in\{0,1\}$, for $i=1, \cdots, n$, at time $k+1$ is determined by the values of some predictor genes at time $k$ via a Boolean function $f_{i}:\{0,1\}^{n} \rightarrow\{0,1\}$. In practice, $f_{i}$ is a function of a small number of genes, $K_{i}$, called the indegree of the gene $x_{i}$ in the network. The in-degree of the network is $K=\max _{i=1, \cdots, n} K_{i}$. A gene network can be represented as a graph with vertices representing genes and edges representing regulations. There is a state diagram of $2^{n}$ states corresponding to the truth table of the BN, representing the dynamics of the network. Given an initial state, a BN will eventually reach a set of states, called an attractor cycle, through which it will cycle endlessly. Each initial state corresponds to a unique attractor cycle, and the set of initial states leading to a specific attractor cycle is known as the basin of attraction (BOA) of the attractor cycle.

### 2.3.3.1 State Model

We allow stochasticity in our state model by using Boolean networks with perturbation (BNps) instead of deterministic BNs. For BNps , perturbation is introduced with a probability $p_{k}$ by which the state of a gene in the network can be randomly flipped at time $k$. We assume that there is an independent identically distributed (i.i.d.) random perturbation vector at each time $k$, denoted by $\mathbf{n}_{k} \in\{0,1\}^{n}$, such that the $i$-th gene flips at time $k$ if the $i$-th component of $\mathbf{n}_{k}$ is equal to 1 . Therefore, the dynamical model can be expressed as

$$
\begin{equation*}
\mathbf{X}_{k+1}=\mathbf{f}\left(\mathbf{X}_{k}\right) \oplus \mathbf{n}_{k+1}, \quad k=0,1,2, \cdots, \tag{2.128}
\end{equation*}
$$

where $\mathbf{X}_{k}=\left[x_{1}(k), x_{2}(k), \cdots, x_{n}(k)\right]^{T}$ is a binary state vector, called a gene activity profile (GAP), at time $k$, in which $x_{i}(k)$ indicates the expression level of the $i$-th gene at time $k$ (either 0 or 1$) ; \mathbf{f}=\left[f_{1}, f_{2}, \cdots, f_{n}\right]^{T}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is the vector of the network functions, in which $f_{i}$ shows the expression level of the $i$-th gene at time $k+1$ when the system lies in the state $\mathbf{X}_{k}$ at time $k ; \mathbf{n}_{k}=\left[n_{1}(k), n_{2}(k), \cdots, n_{n}(k)\right]^{T}$ is the perturbation vector at time $k$, in which
$n_{1}(k), n_{2}(k), \cdots, n_{n}(k)$ are i.i.d. Bernoulli random variables for every $k$ with the parameter $p_{k}=$ $P\left(n_{i}(k)=1\right)$ for $i=1, \cdots, n$; and $\oplus$ is component-wise modulo 2 addition.

The existence of perturbation makes the corresponding Markov chain of a BNp irreducible. Hence, the network possesses a steady-state distribution $\pi$ describing its long-run behavior. If $p_{k}$ is sufficiently small, $\pi$ will reflect the attractor structure within the original network. We can derive the transition probability matrix (TPM) if we know the truth table and the perturbation probability of a BNp. As a result, the steady-state distribution $\pi$ can be computed as well.

- Prior for state parameter: We assume that we know the underlying Boolean networks for both the wild-type and mutated classes, and the only uncertain parameter at the state level is the perturbation probability $p_{k}$. Since $0<p_{k}<1$, we can employ the beta prior for $p_{k}$, for all $k=1,2, \cdots$, as

$$
\begin{equation*}
g\left(p_{k}\right) \sim \operatorname{Beta}(a, b)=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} p_{k}^{a-1}\left(1-p_{k}\right)^{b-1} \tag{2.129}
\end{equation*}
$$

where $a$ and $b$ are known parameters. Since in reality $p_{k}$ is close to zero, we can choose $a$ and $b$ in such a way that this fact is satisfied. To this end, we can use the mean and variance of $p_{k}$ :

$$
\begin{equation*}
\mathrm{E}\left[p_{k}\right]=\frac{a}{a+b}, \quad \operatorname{Var}\left[p_{k}\right]=\frac{a b}{(a+b)^{2}(a+b+1)} \tag{2.130}
\end{equation*}
$$

### 2.3.3.2 Observation Model

We define a Bayesian partially-observed Boolean dynamical system (BPOBDS) as the model for the gene expression data. In this model, we assume that the gene expressions come from Gaussian distributions whose parameters are governed by prior distributions whose parameters (the hyperparameters of the observations) are a function of the hidden Boolean states. If $y_{j}(k)$ is the expression value of the $j$-th gene at time $k$, then the observation model is

$$
\begin{equation*}
p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right) \sim \mathcal{N}\left(\theta_{j}(k), \lambda_{j}(k)^{-1}\right), \tag{2.131}
\end{equation*}
$$

for $j=1,2, \cdots, n$ and $k=1,2, \cdots$, where $\theta_{j}(k)$ and $\lambda_{j}(k)$ denote the mean and precision, respectively, of the Gaussian distribution.

- Priors for observation parameters:

We employ the well-known normal-gamma prior distribution for $\theta_{j}(k)$ and $\lambda_{j}(k)$ :

$$
\begin{align*}
p\left(\lambda_{j}(k)\right) & \sim \operatorname{Gamma}\left(\alpha_{0}, \beta_{0}\right), \\
p\left(\theta_{j}(k) \mid \lambda_{j}(k), x_{j}(k)\right) & \sim \mathcal{N}\left(\mu_{j}(k),\left(\kappa_{0} \lambda_{j}(k)\right)^{-1}\right), \\
\text { where } \mu_{j}(k) & =\mu_{0}+\delta_{0} x_{j}(k), \tag{2.132}
\end{align*}
$$

where $\alpha_{0}, \beta_{0}, \kappa_{0}, \mu_{0}$, and $\delta_{0}$ are known positive hyperparameters, and $x_{j}(k)$ is the hidden Boolean state of gene $j$ at time $k$. The intuition behind the prior (2.132) is that when gene $j$ at time $k$ is on or off, that is, $x_{j}(k)=1$ or 0 , the hyper-mean of the expression for that gene is $\mu_{j}(k)=\mu_{0}+\delta_{0}$ or $\mu_{j}(k)=\mu_{0}$, respectively, at time $k$. In (2.132), $\mu_{0}$ is the baseline expression level and $\delta_{0}$ is the expression coefficient. The hyperparameters $\alpha_{0}, \beta_{0}$, and $\kappa_{0}$ determine the level of uncertainty, by which we can control the variance of the outputs. We assume the same values of hyperparameters for all genes at all times.

### 2.3.3.3 IBR Classifier

If one knows the feature-label distribution, then the error of any classifier can be found and an optimal (Bayes) classifier minimizes classifier error. If the feature-label distribution is unknown but belongs to an uncertainty class $\Theta$ of feature-label distributions, then we desire a classifier to minimize the expected error over the uncertainty class. Given a classifier $\psi$, from the perspective of mean-square error (MSE), the best error estimate minimizes the MSE between its true error (a function of parameter $\theta$ ) and an error estimate. This Bayesian minimum-mean-square-error (MMSE) estimate is given by the expected true error, $\widehat{\varepsilon}(\psi)=\mathrm{E}_{\theta}[\varepsilon(\psi, \theta)]$, where $\varepsilon(\psi, \theta)$ is the error of $\psi$ on the feature-label distribution parameterized by $\theta$ and the expectation is taken relative to the prior distribution $\pi(\theta)$ [64].

An IBR classifier minimizes the Bayesian MMSE estimate. If $\psi(\mathbf{x})=0$ if $\mathbf{x} \in R_{0}$ and
$\psi(\mathbf{x})=1$ if $\mathbf{x} \in R_{1}$, where $\mathbf{x}$ is a multidimensional vector of data, and $R_{0}$ and $R_{1}$ partition the sample space, then [57]

$$
\widehat{\varepsilon}(\psi)=\mathrm{E}_{\pi}[c] \int_{R_{1}} f_{\Theta}(\mathbf{x} \mid 0) d \mathbf{x}+\left(1-\mathrm{E}_{\pi}[c]\right) \int_{R_{0}} f_{\Theta}(\mathbf{x} \mid 1) d \mathbf{x}
$$

where

$$
f_{\Theta}(\mathbf{x} \mid y)=\int_{\boldsymbol{\Theta}_{y}} f_{\theta_{y}}(\mathbf{x} \mid y) \pi\left(\theta_{y}\right) d \theta_{y}
$$

is the effective class-conditional density for class $y, \boldsymbol{\Theta}_{y}$ being the space for $\theta_{y}, f_{\theta_{y}}(\mathbf{x} \mid y)$ is the class-conditional density, and $c$ is the prior probability of the class 0 . The IBR classifier is given by [57]

$$
\psi_{\mathrm{IBR}}(\mathbf{x})=\left\{\begin{array}{lll}
0 & \text { if } \quad & \mathrm{E}_{\pi}[c] f_{\Theta}(\mathbf{x} \mid 0) \geq  \tag{2.133}\\
& \left(1-\mathrm{E}_{\pi}[c]\right) f_{\Theta}(\mathbf{x} \mid 1) \\
1 & \text { otherwise }
\end{array}\right.
$$

### 2.3.3.4 Trajectory-based IBR Classifier

Let $\Theta_{s}=\left[p_{2: m}, \theta_{1: n}(1: m), \lambda_{1: n}(1: m)\right]$ denote the parameters of the class $S=s$, for $s=0,1$, where $p_{2: m}$ means the parameters $p_{2}, p_{3}, \cdots, p_{m}$, and similarly for $\theta_{1: n}(1: m)$ and $\lambda_{1: n}(1: m)$. Furthermore, let $\mathbf{f}_{s}$ denote the Boolean network function of the class $S=s$ and $\mathcal{X}=\left[\mathbf{X}_{1}, \mathbf{X}_{2}, \cdots, \mathbf{X}_{m}\right]$ denote the Boolean state trajectory at $m$ consecutive times points at which $\mathcal{Y}$ has been observed. The $n \times 1$ Boolean vector $\mathbf{X}_{k}=\left[x_{1}(k), x_{2}(k), \cdots, x_{n}(k)\right]^{T}$ has the states of the $n$ genes at time $k$, which are hidden and not observed.

Suppose that we obtain the expressions of $n$ genes at $m$ consecutive time points. Let $\mathbf{Y}_{k}=$ $\left[y_{1}(k), \cdots, y_{n}(k)\right]^{T}$ denote the $n \times 1$ expression vector of $n$ genes at time $k$, and $\mathcal{Y}=\left[\mathbf{Y}_{1}, \cdots, \mathbf{Y}_{m}\right]$ denote a time trajectory of length $m$, containing the expression vectors at the $m$ consecutive times. The problem is to optimally classify this observed trajectory $\mathcal{Y}$ to the class 0 (wild-type) or class 1 (mutated). Let $c$ and $1-c$ be the prior probabilities of the class $S=0$ and class $S=1$, respectively.

Since we are uncertain about $c$, we use a beta prior

$$
\begin{equation*}
g(c) \sim \operatorname{Beta}\left(a_{c}, b_{c}\right)=\frac{\Gamma\left(a_{c}+b_{c}\right)}{\Gamma\left(a_{c}\right) \Gamma\left(b_{c}\right)} c^{a_{c}-1}(1-c)^{b_{c}-1}, \tag{2.134}
\end{equation*}
$$

with mean

$$
\begin{equation*}
\mathrm{E}[c]=\frac{a_{c}}{a_{c}+b_{c}}, \tag{2.135}
\end{equation*}
$$

where $a_{c}$ and $b_{c}$ are known parameters.
According to (2.133), the IBR classifier for the trajectories is

$$
\psi_{\mathrm{IBR}}(\mathcal{Y})=\left\{\begin{array}{rll}
\begin{array}{ll}
0 & \text { if } \\
& \mathrm{E}[c] p(\mathcal{Y} \mid S=0) \geq \\
& (1-\mathrm{E}[c]) p(\mathcal{Y} \mid S=1) \\
1 & \text { otherwise }
\end{array} \tag{2.136}
\end{array}\right.
$$

where $p(\mathcal{Y} \mid S=s)$ is the effective class-conditional density of the trajectory $\mathcal{Y}$ in the class $S=s$ for $s=0,1$.

- Effective Class-Conditional Densities of Trajectories: The joint distribution of $\mathcal{Y}, \mathcal{X}$, and $\Theta_{s}$ given the class $S=s$ can be factorized as

$$
\begin{align*}
p\left(\mathcal{Y}, \mathcal{X}, \Theta_{s} \mid S=\right. & s)=g\left(p_{2: m}\right) P\left(\mathcal{X} \mid p_{2: m}, S=s\right) \\
& \times p\left(\mathcal{Y} \mid \theta_{1: n}(1: m), \lambda_{1: n}(1: m)\right) \\
& \times p\left(\theta_{1: n}(1: m), \lambda_{1: n}(1: m) \mid \mathcal{X}\right) \tag{2.137}
\end{align*}
$$

In deriving (2.137), it is assumed that the state parameters $\left\{p_{2: m}\right\}$ are independent of the observation parameters $\left\{\theta_{1: n}(1: m), \lambda_{1: n}(1: m)\right\}$. Due to the independence assumption in the priors,

$$
\begin{align*}
g\left(p_{2: m}\right) & =\prod_{k=1}^{m-1} g\left(p_{k+1}\right)  \tag{2.138}\\
& =\prod_{k=1}^{m-1} \frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} p_{k+1}^{a-1}\left(1-p_{k+1}\right)^{b-1}
\end{align*}
$$

$$
\begin{align*}
& p\left(\theta_{1: n}(1: m), \lambda_{1: n}(1: m) \mid \mathcal{X}\right)  \tag{2.139}\\
& =\prod_{k=1}^{m} \prod_{j=1}^{n} p\left(\theta_{j}(k) \mid \lambda_{j}(k), x_{j}(k)\right) p\left(\lambda_{j}(k)\right) \\
& =\prod_{k=1}^{m} \prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi\left(\kappa_{0} \lambda_{j}(k)\right)^{-1}}} \frac{\beta_{0}^{\alpha_{0}}}{\Gamma\left(\alpha_{0}\right)} \\
& \times \exp \left(-\frac{\left(\theta_{j}(k)-\mu_{j}(k)\right)^{2}}{2\left(\kappa_{0} \lambda_{j}(k)\right)^{-1}}\right) \lambda_{j}(k)^{\alpha_{0}-1} \exp \left(-\beta_{0} \lambda_{j}(k)\right) .
\end{align*}
$$

If we assume that the conditional expressions, given the parameters, of the $n$ genes at $m$ time points are independent, the likelihood of $\mathcal{Y}$ given the parameters in (2.137) can be written as

$$
\begin{align*}
& p\left(\mathcal{Y} \mid \theta_{1: n}(1: m), \lambda_{1: n}(1: m)\right)  \tag{2.140}\\
& =\prod_{k=1}^{m} \prod_{j=1}^{n} p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right) \\
& =\prod_{k=1}^{m} \prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi \lambda_{j}(k)^{-1}}} \exp \left(-\frac{\left(y_{j}(k)-\theta_{j}(k)\right)^{2}}{2 \lambda_{j}(k)^{-1}}\right) .
\end{align*}
$$

We should note that the independency assumption in (2.140) is only for the observations, whereas the genes have interactions at the state level, following the underlying Boolean network, so that they cannot be considered independent. Due to the Markov property in (2.128), $p\left(\mathcal{X} \mid p_{2: m}, S=s\right)$ in (2.137) can be factored as

$$
\begin{align*}
& P\left(\mathcal{X} \mid p_{2: m}, S=s\right)=  \tag{2.141}\\
& P\left(\mathbf{X}_{1} \mid S=s\right) \prod_{k=1}^{m-1} P\left(\mathbf{X}_{k+1} \mid \mathbf{X}_{k}, p_{k+1}, S=s\right),
\end{align*}
$$

where $P\left(\mathbf{X}_{k+1} \mid \mathbf{X}_{k}, p_{k+1}, S=s\right)$ is the probability of transitioning from state $\mathbf{X}_{k}$ at time $k$ to state $\mathbf{X}_{k+1}$ at time $k+1$, given the perturbation probability $p_{k+1}$, in the class $S=s$, and $P\left(\mathbf{X}_{1} \mid S=s\right)$ is the probability of the first state $\mathbf{X}_{1}$ in the class $S=s$. Let $\mathbf{x}^{i}$ denote the $n \times 1$ Boolean vector of the state $i$, for $i=1,2, \cdots, 2^{n}$. Given the perturbation probability $p_{k+1}$, the conditional transition probability matrix (TPM) at time $k+1$, which is a $2^{n} \times 2^{n}$ matrix, in the class $S=s$ can be derived
from (2.128) as

$$
\begin{array}{r}
\mathbf{A}_{i, j}^{(s)}(k+1)=P\left(\mathbf{X}_{k+1}=\mathbf{x}^{j} \mid \mathbf{X}_{k}=\mathbf{x}^{i}, p_{k+1}, S=s\right) \\
=p_{k+1}^{\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)}\left(1-p_{k+1}\right)^{n-\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)} \tag{2.142}
\end{array}
$$

where $\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)$ is the Hamming distance between the two Boolean vectors $\mathbf{x}^{j}$ and $\mathbf{f}_{s}\left(\mathbf{x}^{i}\right)$.
For obtaining $p(\mathcal{Y} \mid S=s)$, we need to integrate out the joint distribution $p\left(\mathcal{Y}, \mathcal{X}, \Theta_{s} \mid S=s\right)$ in (2.137) with respect to $\Theta_{s}$ and $\mathcal{X}$ :

$$
\begin{align*}
& p(\mathcal{Y} \mid S=s)=\sum_{\mathcal{X}} \int_{\Theta_{s}} p\left(\mathcal{Y}, \mathcal{X}, \Theta_{s} \mid S=s\right)  \tag{2.143}\\
& =\sum_{\mathcal{X}}\left\{P\left(\mathbf{X}_{1} \mid S=s\right) \prod_{k=1}^{m-1} \int_{p_{k+1}} g\left(p_{k+1}\right) p_{k+1}^{\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{x}_{k}\right)\right)}\right. \\
& \quad \times\left(1-p_{k+1}\right)^{n-\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)} d p_{k+1} \\
& \times \prod_{k=1}^{m} \prod_{j=1}^{n} \int_{\theta_{j}(k)} \int_{\lambda_{j}(k)} p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right) \\
& \left.\quad \times p\left(\theta_{j}(k) \mid \lambda_{j}(k), x_{j}(k)\right) p\left(\lambda_{j}(k)\right) d \theta_{j}(k) d \lambda_{j}(k)\right\}
\end{align*}
$$

Fortunately, as the priors are conjugate, we can analytically solve the integrals in (2.143). We will use the following lemmas to do so.

Lemma 1. Let $\mathbf{P}=(01)$ be the domain of $p_{k+1}$. The following equation holds:

$$
\begin{align*}
& K_{1} \triangleq \int_{\mathbf{P}} g\left(p_{k+1}\right) p_{k+1}^{\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)}  \tag{2.144}\\
& \times\left(1-p_{k+1}\right)^{n-\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)} d p_{k+1} \\
& =\frac{\Gamma\left(\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+a\right) \Gamma\left(n-\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+b\right)}{\Gamma(a) \Gamma(b) \Gamma(a+b+n) \Gamma(a+b)^{-1}} .
\end{align*}
$$

Proof. See Appendix A.1.

We assume that the observations $\mathcal{Y}$ occur in the steady state. As a result, in (2.143), $P\left(\mathbf{X}_{1} \mid S=\right.$ $s)$ is the steady-state probability of the state $\mathbf{X}_{1}$ in the class $S=s$, for $s=0,1$. The following
lemma gives the steady-state distribution.
Lemma 2. Let $\pi_{i}^{(s)}=P\left(\mathbf{X}_{1}=\mathbf{x}^{i} \mid S=s\right)$ denote the steady-state probability of the $i$-th state in the class $S=s$, and $\pi^{(s)}=\left[\pi_{1}^{(s)}, \cdots, \pi_{2^{n}}^{(s)}\right]$ be the $1 \times 2^{n}$ vector of the steady-state distribution. Then $\pi^{(s)}$ can be calculated from

$$
\begin{equation*}
\pi^{(s)}=\pi^{(s)} \mathbf{M}^{(s)}, \quad \sum_{i=1}^{2^{n}} \pi_{i}^{(s)}=1 \tag{2.145}
\end{equation*}
$$

where $\mathbf{M}^{(s)}$ is the transition probability matrix of the class $S=s$ with the entries

$$
\begin{equation*}
\mathbf{M}_{i, j}^{(s)}=\frac{\Gamma\left(\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)+a\right) \Gamma\left(n-\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)+b\right)}{\Gamma(a) \Gamma(b) \Gamma(a+b+n) \Gamma(a+b)^{-1}} . \tag{2.146}
\end{equation*}
$$

Proof. See Appendix A.2.

Lemma 3. Let $\boldsymbol{\Omega}=(-\infty \infty)$ and $\boldsymbol{\Lambda}=(0 \infty)$ be the domains of $\theta_{j}(k)$ and $\lambda_{j}(k)$, respectively, for $j=1, \cdots, n$, and $k=1, \cdots, m$. The following equation holds:

$$
\begin{align*}
& K_{2} \triangleq \int_{\Omega} \int_{\Lambda} p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right) \\
& \times p\left(\theta_{j}(k) \mid \lambda_{j}(k), x_{j}(k)\right) p\left(\lambda_{j}(k)\right) d \theta_{j}(k) d \lambda_{j}(k) \\
& =\frac{1}{(2 \pi)^{\frac{1}{2}}}\left(\frac{\kappa_{0}}{\kappa_{1}}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{1}\right)}{\Gamma\left(\alpha_{0}\right)} \frac{\beta_{0}^{\alpha_{0}}}{\beta_{1}^{\alpha_{1}}} \tag{2.147}
\end{align*}
$$

where

$$
\begin{align*}
\kappa_{1} & =\kappa_{0}+1 \\
\alpha_{1} & =\alpha_{0}+\frac{1}{2} \\
\beta_{1} & =\beta_{0}+\frac{\kappa_{0}\left(y_{j}(k)-\mu_{0}-\delta_{0} x_{j}(k)\right)^{2}}{2\left(\kappa_{0}+1\right)} . \tag{2.148}
\end{align*}
$$

Proof. See Appendix A.3.

- Summing out $\mathcal{X}$ :

Using (2.143), (1), (2.146), and (2.147), we have

$$
\begin{align*}
& p(\mathcal{Y} \mid S=s)=\sum_{\mathbf{X}_{1}} \cdots \sum_{\mathbf{X}_{m}}\left\{\pi_{\mathbf{X}_{1}}^{(s)}\right. \\
& \prod_{k=1}^{m-1} \frac{\Gamma\left(\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+a\right) \Gamma\left(n-\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+b\right)}{\Gamma(a) \Gamma(b) \Gamma(a+b+n) \Gamma(a+b)^{-1}} \\
& \left.\times \prod_{k=1}^{m} \prod_{j=1}^{n} \frac{1}{(2 \pi)^{\frac{1}{2}}}\left(\frac{\kappa_{0}}{\kappa_{1}}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{1}\right)}{\Gamma\left(\alpha_{0}\right)} \frac{\beta_{0}^{\alpha_{0}}}{\beta_{1}^{\alpha_{1}}}\right\} . \tag{2.149}
\end{align*}
$$

We use the sum-product algorithm [53] to efficiently compute the summation in (2.149). Define the $2^{n} \times 1$ vector $\Phi(k)$ by

$$
\begin{align*}
& \Phi_{i}(k)=\left(\frac{\beta_{0}^{\alpha_{0}}}{(2 \pi)^{\frac{1}{2}}}\left(\frac{\kappa_{0}}{\kappa_{0}+1}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{0}+\frac{1}{2}\right)}{\Gamma\left(\alpha_{0}\right)}\right)^{n} \\
& \times \prod_{j=1}^{n}\left[\beta_{0}+\frac{\kappa_{0}\left(y_{j}(k)-\mu_{0}-\delta_{0} \mathbf{x}_{j}^{i}\right)^{2}}{2\left(\kappa_{0}+1\right)}\right]^{-\left(\alpha_{0}+\frac{1}{2}\right)} \tag{2.150}
\end{align*}
$$

for $i=1, \cdots, 2^{n}$, where $\mathbf{x}_{j}^{i}$ is the $j$-th entry of the Boolean state $\mathbf{x}^{i}$. We define an auxiliary $2^{n} \times 1$ vector $\Pi^{(s)}(k)$ at the time $k$, for $k=1, \cdots, m$, which is initialized and updated as follows:

$$
\begin{align*}
\Pi^{(s)}(1) & =\left(\pi^{(s)}\right)^{T} \circ \Phi(1) \\
\Pi^{(s)}(k+1) & =\left[\mathbf{M}^{(s)^{T}} \Pi^{(s)}(k)\right] \circ \Phi(k+1), \tag{2.151}
\end{align*}
$$

for $k=1, \cdots, m-1$, where $T$ denotes the transpose, and $\circ$ is the Hadamard product. Once we have calculated $\Pi^{(s)}(m)$, the summation of (2.149) is equal to the $l_{1}$ norm $\left\|\Pi^{(s)}(m)\right\|_{1}$, which is the summation of the all $2^{n}$ entries of $\Pi^{(s)}(m)$. Therefore, (2.149) can be written as

$$
\begin{equation*}
p(\mathcal{Y} \mid S=s)=\left\|\Pi^{(s)}(m)\right\|_{1} . \tag{2.152}
\end{equation*}
$$

### 2.3.4 Results and Discussion

In this section, we consider a mammalian cell-cycle gene regulatory network [56], depicted in Figure 2.15, for evaluating our proposed trajectory-based IBR classifier. This GRN consists of $n=10$ genes, whose interactions are shown in Figure 2.15. The Boolean functions of the corresponding Boolean network for this GRN are given in Table 2.4 [56]. We define class $S=0$ as the wild-type class, whose network function $f_{0}$ is in Table 2.4. According to [56], one mutated case which leads to cancer is when the gene p27 in the network is shut down and cannot be activated by its regulating genes, that is, $f_{3}=0$. Therefore, we define class $S=1$ as the mutated class with the network function $\mathbf{f}_{1}$, which is the same as Table 2.4 with $f_{3}=0$. We analyze the effects of the hyperparameters and $m$ on the classification error in Figures 2.17-2.24. In the simulations, we have set $a_{c}=b_{c}=10$ and $\mu_{0}=10$. Therefore, the prior probability $c$ of the class $S=0$ will have the mean value $\mathrm{E}[c]=0.5$.

Figure 2.17 shows the classification error versus $m$ for $a=1,3,5$, when the values of the other hyperparameters are $b=100, \alpha_{0}=100, \beta_{0}=10^{4}, \delta_{0}=40$, and $\kappa_{0}=100$. We see that the classification error decreases by increasing $m$ and converges to zero. This means that for long enough trajectories we can have perfect classification. The value of the hyperparameter $a$ determines the amount of uncertainty for the gene perturbation probability $p_{k}$ at time $k$. From a biological perspective, we know that $p_{k}$ should be small. As a result, we have chosen $b=100$, and $a=1,3,5$, leading to the mean values of $p_{k}$, respectively, as $\mathrm{E}\left[p_{k}\right]=\frac{a}{a+b} \approx 0.01,0.03,0.05$. For a given $b$, the bigger value of $a$ allows a wider range of $p_{k}$, which results in higher classification error.

Figure 2.18 represents the classification error versus $m$ for different values of $\alpha_{0}$ and $\beta_{0}$, when $a=1, b=100, \delta_{0}=40$, and $\kappa=100$. As the precision (inverse of variance) has a $\operatorname{Gamma}\left(\alpha_{0}, \beta_{0}\right)$ distribution, its mean and variance are equal to $\mathrm{E}[\lambda]=\frac{\alpha_{0}}{\beta_{0}}$ and $\operatorname{Var}[\lambda]=\frac{\alpha_{0}}{\beta_{0}^{2}}=\frac{\mathrm{E}[\lambda]}{\beta_{0}}$. Figure 2.18 shows the error curves for the two cases $\frac{\alpha_{0}}{\beta_{0}}=10^{-3}$ and $2 \times 10^{-3}$, each having a different value of $\beta_{0}$, leading to a different variance of $\lambda$. As such, we can see the effects of both the mean and variance of the precision $\lambda$. Whenever $\frac{\alpha_{0}}{\beta_{0}}$ increases, there is lower variance in the outputs, which


Figure 2.17: Classifier error versus $m$ in cell-cycle network. Reprinted with permission from [3], © 2018 BMC.


Figure 2.18: Classifier error versus $m$ in cell-cycle network. Reprinted with permission from [3], ©2018 BMC.
results in lower errors. We also notice from Figure 2.18 that for a given value of $\frac{\alpha_{0}}{\beta_{0}}$, increasing $\beta_{0}$ decreases the error, the reason being that increased $\beta_{0}$ yields lower variance for the precision.

Figure 2.19 plots the error versus $\alpha_{0}$ for $a=1,3,5$, when $m=5, b=100, \delta_{0}=40, \kappa_{0}=100$, and $\beta_{0}=10^{5}$. For all values of $a$, the classification error is a decreasing function of $\alpha_{0}$. Similarly, Figure 2.20 gives the error versus $\beta_{0}$ for $a=1,3,5$, when $\alpha_{0}=10$ and the other hyperparameters


Figure 2.19: Classifier error versus $\alpha_{0}$ in cell-cycle network. Reprinted with permission from [3], ©2018 BMC.


Figure 2.20: Classifier error versus $\beta_{0}$ in cell-cycle network. Reprinted with permission from [3], ©2018 BMC.
are the same as in Figure 2.19. Figure 2.20 shows an increasing trend of classification error as $\beta_{0}$ grows.

Figure 2.21 shows the error as a function of $a$, when $m=5, b=100, \delta_{0}=40, \kappa_{0}=100$, $\alpha_{0}=100$, and $\beta_{0}=10^{5}$. When $a$ grows, the uncertainty of the perturbation probability grows as well. The error is an increasing function of $a$. Similarly, Figure 2.22 is for error versus $b$, when


Figure 2.21: Classifier error versus $a$ in cell-cycle network. Reprinted with permission from [3], © 2018 BMC.
$a=1$, and the others are the same as in Figure 2.21. In Figure 2.22 the classification error is decreasing as $b$ increases.

Figure 2.23 illustrates the error versus $\kappa_{0}$, for $m=5, a=1, b=100, \delta_{0}=40, \alpha_{0}=100$, and $\beta_{0}=10^{5}$. From (2.132), the hyperparameter $\kappa_{0}$ controls the variance of the mean parameters $\theta_{j}(k)$. When $\kappa_{0}$ increases, the uncertainty of $\theta_{j}(k)$ is reduced and its density peaks at $\mu_{0}$ and $\mu_{0}+\delta_{0}$ for the unexpressed and expressed states, respectively. Consequently, we expect better error rates for higher $\kappa_{0}$. Accordingly, in Figure 2.23 the classification error is a decreasing function of $\kappa_{0}$.

Figure 2.24 illustrates the error versus $\delta_{0}$, the expression coefficient, for $m=5, a=1, b=100$, $\kappa_{0}=100, \alpha_{0}=100$, and $\beta_{0}=10^{5}$. Having larger $\delta_{0}$ means that the mean values of data for each gene in the unexpressed and expressed cases are well separated, which leads to lower classification error. As expected, in Figure 2.24 the error is decreasing as $\delta_{0}$ gets larger.

### 2.3.5 Conclusion

In this section, we proposed a trajectory-based intrinsically Bayesian robust classifier for classification of single-cell gene-expression trajectories. We assumed that the expressions of the $n$ genes, whose interactions are known in terms of a Boolean network, are observed in $m$ consecu-


Figure 2.22: Classifier error versus $b$ in cell-cycle network. Reprinted with permission from [3], ©2018 BMC.


Figure 2.23: Classifier error versus $\kappa_{0}$ in cell-cycle network. Reprinted with permission from [3], © 2018 BMC.
tive time points, for both the wild-type class $(S=0)$ and mutated class $(S=1)$. As the parameters have uncertainty, we assigned priors for them. We assumed a beta distribution as a prior for both the probability of the class $S=0$ and the gene perturbation probabilities at each time. We assumed a normal-gamma distribution for the mean and precision of the expressions at each time and for each gene, given the underlying states. As such, we derived closed-form solutions for the effective


Figure 2.24: Classifier error versus $\delta_{0}$ in cell-cycle network. Reprinted with permission from [3], © 2018 BMC.
class-conditional densities of the trajectories in each class, by which we defined the IBR classifier. The performance of the IBR classifier was evaluated in a cell-cycle gene regulatory network with 10 genes, for which we know the Boolean networks of the two classes. We also analyzed the effects of $m$ and all the hyperparameters on the classification error.

## 3. BAYESIAN TRANSFER LEARNING AND REGRESSION*

### 3.1 Optimal Bayesian Transfer Learning

### 3.1.1 Overview

Transfer learning has recently attracted significant research attention, as it simultaneously learns from different source domains, which have plenty of labeled data, and transfers the relevant knowledge to the target domain with limited labeled data to improve the prediction performance. We propose a Bayesian transfer learning framework, in the homogeneous transfer learning scenario, where the source and target domains are related through the joint prior density of the model parameters. The modeling of joint prior densities enables better understanding of the transferability between domains. We define a joint Wishart distribution for the precision matrices of the Gaussian feature-label distributions in the source and target domains to act like a bridge that transfers the useful information of the source domain to help classification in the target domain by improving the target posteriors. Using several theorems from multivariate statistics, the posteriors and posterior predictive densities are derived in closed forms with hypergeometric functions of matrix argument, leading to our novel closed-form and fast Optimal Bayesian Transfer Learning (OBTL) classifier. Experimental results on both synthetic and real-world benchmark data confirm the superb performance of the OBTL compared to the other state-of-the-art transfer learning and domain adaptation methods.

### 3.1.2 Introduction

A basic assumption of traditional machine learning is that data in the training and test sets are independently sampled in one domain with the identical underlying distribution. However, with

[^1]the growing amount of heterogeneity in modern data, the assumption of having only one domain may not be reasonable. Transfer learning (TL) is a learning strategy that enables us to learn from a source domain with plenty of labeled data as well as a target domain with no or very few labeled data in order to design a better classifier in the target domain than the ones trained by target-only data for its generalization performance. This can reduce the effort of collecting labeled data for the target domain, which might be very costly, if not impossible. Due to its importance, there has been ongoing research on the topic of transfer learning and many surveys in the recent years covering transfer learning and domain adaptation methods from different perspectives [65-69].

If we train a model in one domain and directly apply it in another, the trained model may not generalize well, but if the domains are related, appropriate transfer learning and domain adaptation methods can borrow information from all the data across the domains to develop better generalizable models in the target domain. Transfer learning in medical genomics is desirable, since the number of labeled data samples is often very limited due to the difficulty of having disease samples and the prohibitive costs of human clinical trials. However, it is relatively easier to obtain gene-expression data for cell lines or other model species like mice or dogs. If these different life systems share the same underlying disease cellular mechanisms, we may utilize data in cell lines or model species as our source domain to develop transfer learning methods for more accurate human disease prognosis in the target domain $[70,71]$.

### 3.1.2.1 Related Works

Domain adaptation (DA) is a specific case of transfer learning where the source and target domains have the same classes or categories $[66,67,69]$. DA methods either adapt the model learned in the source domain to be applied in the target domain or adapt the source data so that the distribution can be close to the one of the target data. Depending on the availability of labeled target data, the DA methods are categorized as unsupervised and semi-supervised algorithms. Unsupervised DA problems applies to the cases where there are no labeled target data and the algorithm uses only unlabeled data in the target domain along with source labeled data [72]. Semi-supervised DA methods use both the unlabeled and a few labeled target data to learn a classifier in the target
domain with the help of source labeled data [9, 73-75].
Depending on whether the source and target domains have the same feature space with the same feature dimension, there are homogeneous and heterogeneous DA methods. The first direction in homogeneous DA is instance re-weighting, for which the most popular measure to re-weight the data is Maximum Mean Discrepancy (MMD) [76] between the two domains. Transfer Adaptive Boosting (TrAdaBoost) [77] is another method that adaptively sets the weights for the source and target samples during each iteration based on the relevance of source and target data to help train the target classifier. Another direction is model or parameter adaptation. There are several efforts to adapt the SVM classifier designed in the source domain for the target domain, for example, based on residual error [78,79]. Feature augmentation methods, such as Geodesic Flow Sampling (GFS) and Geodesic Flow Kernel (GFK) [72], derive intermediate subspaces using Geodesic flows, which interpolate between the source and target domains. Finding an invariant latent domain in which the distance between the empirical distributions of the source and target data is minimized is another direction to tackle the problem of domain adaptation, such as Invariant Latent Space (ILS) in [8]. Authors in [8] proposed to learn an invariant latent Hilbert space to address both the unsupervised and semi-supervised DA problems, where a notion of domain variance is simultaneously minimized while maximizing a measure of discriminatory power using Riemannian optimization techniques. Max-Margin Domain Transform (MMDT) [9] is a semi-supervised feature transformation DA method which uses a cost function based on the misclassification loss and jointly optimizes both the transformation and classifier parameters. Another domain-invariant representation method [80] matches the distributions in the source and target domains via a regularized optimal transportation model. Heterogeneous Feature Augmentation (HFA) [73] is a heterogeneous DA method which typically embeds the source and target data into a common latent space prior to data augmentation.

Domain adaption has been recently studied in deep learning frameworks like deep adaptation network (DAN) [81], residual transfer networks (RTN) [82], and models based on generative adversarial networks (GAN) such as domain adversarial neural network (DaNN) [83] and coupled

GAN (CoGAN) [84]. Although deep DA methods have shown promising results, they require a fairly large amount of labeled data.

### 3.1.2.2 Main Contributions

This section treats homogeneous transfer learning and domain adaptation from Bayesian perspectives, a key aim being better theoretical understanding when data in the source domain are transferrable to help learning in the target domain. When learning complex systems with limited data, Bayesian learning can integrate prior knowledge to compensate for the generalization performance loss due to the lack of data. Rooted in Optimal Bayesian Classifiers (OBC) [57, 58], which gives the classifiers having Bayesian minimum mean squared error (MMSE) over uncertainty classes of feature-label distributions, we propose a Bayesian transfer learning framework and the corresponding Optimal Bayesian Transfer Learning (OBTL) classifier to formulate the OBC in the target domain by taking advantage of both the available data and the joint prior knowledge in source and target domains. In this Bayesian learning framework, transfer learning from the source to target domain is through a joint prior probability density function for the model parameters of the feature-label distributions of the two domains. By explicitly modeling the dependency of the model parameters of the feature-label distribution, the posterior of the target model parameters can be updated via the joint prior probability distribution function in conjunction with the source and target data. Based on that, we derive the effective class-conditional densities of the target domain, by which the OBTL classifier is constructed.

Our problem definition is the same as the aforementioned domain adaptation methods, where there are plenty of labeled source data and few labeled target data. The source and target data follow different multivariate Gaussian distributions with arbitrary mean vectors and precision (inverse of covariance) matrices. For the OBTL, we define a joint Gaussian-Wishart prior distribution, where the two precision matrices in the two domains are jointly connected. This joint prior distribution for the two precision matrices of the two domains acts like a bridge through which the useful knowledge of the source domain can be transferred to the target domain, making the posterior of the target parameters tighter with less uncertainty.

With such a Bayesian transfer learning framework and several theorems from multivariate statistics, we define an appropriate joint prior for the precision matrices using hypergeometric functions of matrix argument, whose marginal distributions are Wishart as well. The corresponding closed-form posterior distributions for the target model parameters are derived by integrating out all the source model parameters. Having closed-form posteriors facilitates closed-form effective class-conditional densities. Hence, the OBTL classifier can be derived based on the corresponding hypergeometric functions and does not need iterative and costly techniques like MCMC sampling. Although the OBTL classifier has a closed form, computing these hypergeometric functions involves the computation of series of zonal polynomials, which is time-consuming and not scalable to high dimension. To resolve this issue, we use the Laplace approximations of these functions, which preserves the good prediction performance of the OBTL while making it efficient and scalable. The performance of the OBTL is tested on both synthetic data and real-world benchmark image datasets to show its superior performance over state-of-the-art domain adaption methods.

### 3.1.3 Bayesian Transfer Learning Framework

We consider a supervised transfer learning problem in which there are $L$ common classes (labels) in each domain. Let $\mathcal{D}_{s}$ and $\mathcal{D}_{t}$ denote the labeled datasets of the source and target domains with the sizes of $N_{s}$ and $N_{t}$, respectively, where $N_{t} \ll N_{s}$. Let $\mathcal{D}_{s}^{l}=\left\{\mathbf{x}_{s, 1}^{l}, \mathbf{x}_{s, 2}^{l}, \cdots, \mathbf{x}_{s, n_{s}^{l}}^{l}\right\}$, $l \in\{1, \cdots, L\}$, where $n_{s}^{l}$ denotes the size of data in the source domain for the label $l$. Similarly, let $\mathcal{D}_{t}^{l}=\left\{\mathbf{x}_{t, 1}^{l}, \mathbf{x}_{t, 2}^{l}, \cdots, \mathbf{x}_{t, n_{t}^{l}}^{l}\right\}, l \in\{1, \cdots, L\}$, where $n_{t}^{l}$ denotes the size of data in the target domain for the label $l$. There is no intersection between $\mathcal{D}_{t}^{i}$ and $\mathcal{D}_{t}^{j}$ and also between $\mathcal{D}_{s}^{i}$ and $\mathcal{D}_{s}^{j}$ for any $i, j \in\{1, \cdots, L\}$. Obviously, we have $\mathcal{D}_{s}=\cup_{l=1}^{L} \mathcal{D}_{s}^{l}, \mathcal{D}_{t}=\cup_{l=1}^{L} \mathcal{D}_{t}^{l}, N_{s}=\sum_{l=1}^{L} n_{s}^{l}$, and $N_{t}=\sum_{l=1}^{L} n_{t}^{l}$. Since we consider the homogeneous transfer learning scenario, where the feature spaces are the same in both the source and target domains, $\mathbf{x}_{s}^{l}$ and $\mathbf{x}_{t}^{l}$ are $d \times 1$ vectors for $d$ features of the source and target domains, respectively.

Letting $\mathbf{x}^{l}=\left[\mathbf{x}_{t}^{l^{\prime}}, \mathbf{x}_{s}^{l^{\prime}}\right]^{\prime}$ be a $2 d \times 1$ augmented feature vector, $\mathbf{A}^{\prime}$ denoting the transpose of
matrix A, a general joint sampling model would take the Gaussian form

$$
\begin{equation*}
\mathbf{x}^{l} \sim \mathcal{N}\left(\mu^{l},\left(\Lambda^{l}\right)^{-1}\right), \quad l \in\{1, \cdots, L\} \tag{3.1}
\end{equation*}
$$

with

$$
\mu^{l}=\left[\begin{array}{c}
\mu_{t}^{l}  \tag{3.2}\\
\mu_{s}^{l}
\end{array}\right], \quad \boldsymbol{\Lambda}^{l}=\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{t}^{l} & \boldsymbol{\Lambda}_{t s}^{l} \\
\boldsymbol{\Lambda}_{t s}^{l^{\prime}} & \boldsymbol{\Lambda}_{s}^{l}
\end{array}\right]
$$

where $\mu^{l}$ is the $2 d \times 1$ mean vector, and $\boldsymbol{\Lambda}^{l}$ is the $2 d \times 2 d$ precision matrix. In this model, $\boldsymbol{\Lambda}_{t}^{l}$ and $\Lambda_{s}^{l}$ account for the interactions of features within the source and target domains, respectively, and $\Lambda_{t s}^{l}$ accounts for the interactions of the features across the source and target domains, for any class $l \in\{1, \cdots, L\}$. In this Gaussian setting, it is common to use a Wishart distribution as a prior for the precision matrix $\Lambda^{l}$, since it is a conjugate prior.

In transfer learning, it is not realistic to assume joint sampling of the source and target domains. Therefore we cannot use the general joint sampling model. Instead, we assume that there are two datasets separately sampled from the source and target domains. Thus, we define a joint prior distribution for $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$ by marginalizing out the term $\Lambda_{t s}^{l}$. This joint prior distribution of the parameters of the source and target domains accounts for the dependency (or "relatedness") between the domains.

Given this adjustment to account for transfer learning, we utilize a Gaussian model for the feature-label distribution in each domain:

$$
\begin{equation*}
\mathbf{x}_{z}^{l} \sim \mathcal{N}\left(\mu_{z}^{l},\left(\Lambda_{z}^{l}\right)^{-1}\right), \quad l \in\{1, \cdots, L\} \tag{3.3}
\end{equation*}
$$

where subscript $z \in\{s, t\}$ denotes the source $s$ or target $t$ domain, $\mu_{s}^{l}$ and $\mu_{t}^{l}$ are $d \times 1$ mean vectors in the source and target domains for label $l$, respectively, $\boldsymbol{\Lambda}_{s}^{l}$ and $\boldsymbol{\Lambda}_{t}^{l}$ are the $d \times d$ precision matrices in the source and target domains for label $l$, respectively, and a joint Gaussian-Wishart distribution is employed as a prior for mean and precision matrices of the Gaussian models. Under
these assumptions, the joint prior distribution for $\mu_{s}^{l}, \mu_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}$, and $\boldsymbol{\Lambda}_{s}^{l}$ takes the form

$$
\begin{equation*}
p\left(\mu_{s}^{l}, \mu_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)=p\left(\mu_{s}^{l}, \mu_{t}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) . \tag{3.4}
\end{equation*}
$$

To facilitate conjugate priors, we assume that, for any class $l \in\{1, \cdots, L\}, \mu_{s}^{l}$ and $\mu_{t}^{l}$ are conditionally independent given $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$, so that

$$
\begin{equation*}
p\left(\mu_{s}^{l}, \mu_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)=p\left(\mu_{s}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}\right) p\left(\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right), \tag{3.5}
\end{equation*}
$$

and that both $p\left(\mu_{s}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}\right)$ and $p\left(\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}\right)$ are Gaussian,

$$
\begin{equation*}
\mu_{z}^{l} \mid \boldsymbol{\Lambda}_{z}^{l} \sim \mathcal{N}\left(\mathbf{m}_{z}^{l},\left(\kappa_{z}^{l} \boldsymbol{\Lambda}_{z}^{l}\right)^{-1}\right) \tag{3.6}
\end{equation*}
$$

where $\mathbf{m}_{z}^{l}$ is the $d \times 1$ mean vector of $\mu_{z}^{l}$, and $\kappa_{z}^{l}$ is a positive scalar hyperparameter. We need to define a joint distribution for $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$. In the case of a prior for either $\Lambda_{s}^{l}$ or $\Lambda_{t}^{l}$, we use a Wishart distribution as the conjugate prior. Here we desire a joint distribution for $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$, whose marginal distributions for both $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$ are Wishart.

We present some definitions and theorems that will be used in deriving the OBTL classifier.

Definition 1. A random $d \times d$ symmetric positive-definite matrix $\boldsymbol{\Lambda}$ has a nonsingular Wishart distribution with $\nu$ degrees of freedom, $W_{d}(\mathbf{M}, \nu)$, if $\nu \geq d$ and $\mathbf{M}$ is a $d \times d$ positive-definite matrix $(M>0)$ and the density is

$$
\begin{equation*}
p(\boldsymbol{\Lambda})=\left[2^{\frac{\nu d}{2}} \Gamma_{d}\left(\frac{\nu}{2}\right)|\mathbf{M}|^{\frac{\nu}{2}}\right]^{-1}|\boldsymbol{\Lambda}|^{\frac{\nu-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2} \mathbf{M}^{-1} \boldsymbol{\Lambda}\right) \tag{3.7}
\end{equation*}
$$

where $|\mathbf{A}|$ is the determinant of $\mathbf{A}, \operatorname{etr}(\mathbf{A})=\exp (\operatorname{tr}(\mathbf{A}))$ and $\Gamma_{d}(\alpha)$ is the multivariate gamma function given by

$$
\begin{equation*}
\Gamma_{d}(\alpha)=\pi^{\frac{d(d-1)}{4}} \prod_{i=1}^{d} \Gamma\left(\alpha-\frac{i-1}{2}\right) . \tag{3.8}
\end{equation*}
$$

Proposition 1. [85]: If $\boldsymbol{\Lambda} \sim W_{d}(\mathbf{M}, \nu)$, and $\mathbf{A}$ is an $r \times d$ matrix of rank $r$, where $r \leq d$, then
$\mathbf{A} \boldsymbol{\Lambda} \mathbf{A}^{\prime} \sim W_{r}\left(\mathbf{A M A}^{\prime}, \nu\right)$.
Corollary 1. If $\boldsymbol{\Lambda} \sim W_{d}(\mathbf{M}, \nu)$ and $\boldsymbol{\Lambda}=\left(\begin{array}{cc}\boldsymbol{\Lambda}_{11} & \boldsymbol{\Lambda}_{12} \\ \boldsymbol{\Lambda}_{12}^{\prime} & \boldsymbol{\Lambda}_{22}\end{array}\right)$, where $\boldsymbol{\Lambda}_{11}$ and $\boldsymbol{\Lambda}_{22}$ are $d_{1} \times d_{1}$ and $d_{2} \times d_{2}$ submatrices, respectively, and if $\mathbf{M}=\left(\begin{array}{ll}\mathbf{M}_{11} & \mathbf{M}_{12} \\ \mathbf{M}_{12}^{\prime} & \mathbf{M}_{22}\end{array}\right)$ is the corresponding partition of $\mathbf{M}$ with $\mathbf{M}_{11}$ and $\mathbf{M}_{22}$ being two $d_{1} \times d_{1}$ and $d_{2} \times d_{2}$ submatrices, respectively, then $\boldsymbol{\Lambda}_{11} \sim W_{d_{1}}\left(\mathbf{M}_{11}, \nu\right)$ and $\boldsymbol{\Lambda}_{22} \sim W_{d_{2}}\left(\mathbf{M}_{22}, \nu\right)$.

Using Corollary 1, we can ensure that using the Wishart distribution for the precision matrix $\Lambda^{l}$ (3.2) of the joint model in (3.1) will lead to the Wishart marginal distributions for $\Lambda_{s}^{l}$ and $\Lambda_{t}^{l}$ in the source and target domains separately, which is a desired property. Now we introduce a theorem, proposed in [86], which gives the form of the joint distribution of the two submatrices of a partitioned Wishart matrix.

Theorem 1. [86]: Let $\boldsymbol{\Lambda}=\left(\begin{array}{ll}\boldsymbol{\Lambda}_{11} & \boldsymbol{\Lambda}_{12} \\ \boldsymbol{\Lambda}_{12}^{\prime} & \boldsymbol{\Lambda}_{22}\end{array}\right)$ be a $\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)$ partitioned Wishart random matrix, where the diagonal partitions are of sizes $d_{1} \times d_{1}$ and $d_{2} \times d_{2}$, respectively. The Wishart distribution of $\boldsymbol{\Lambda}$ has $\nu \geq d_{1}+d_{2}$ degrees of freedom and positive-definite scale matrix $\mathbf{M}=$ $\left(\begin{array}{ll}\left.\begin{array}{ll}\mathbf{M}_{11} & \mathbf{M}_{12} \\ \mathbf{M}_{12}^{\prime} & \mathbf{M}_{22}\end{array}\right) \text { partitioned in the same way as } \boldsymbol{\Lambda} \text {. The joint distribution of the two diagonal partitions }\end{array}\right.$ $\Lambda_{11}$ and $\Lambda_{22}$ have the density function given by

$$
\begin{align*}
& p\left(\boldsymbol{\Lambda}_{11}, \boldsymbol{\Lambda}_{22}\right)= \\
& K \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{M}_{11}^{-1}+\mathbf{F}^{\prime} \mathbf{C}_{2} \mathbf{F}\right) \boldsymbol{\Lambda}_{11}\right) \operatorname{etr}\left(-\frac{1}{2} \mathbf{C}_{2}^{-1} \boldsymbol{\Lambda}_{22}\right)  \tag{3.9}\\
& \times\left|\boldsymbol{\Lambda}_{11}\right|^{\frac{\nu-d_{2}-1}{2}}\left|\boldsymbol{\Lambda}_{22}\right|^{\frac{\nu-d_{1}-1}{2}}{ }_{0} F_{1}\left(\frac{\nu}{2} ; \frac{1}{4} \mathbf{G}\right),
\end{align*}
$$

where $\mathbf{C}_{2}=\mathbf{M}_{22}-\mathbf{M}_{12}^{\prime} \mathbf{M}_{11}^{-1} \mathbf{M}_{12}, \mathbf{F}=\mathbf{C}_{2}^{-1} \mathbf{M}_{12}^{\prime} \mathbf{M}_{11}^{-1}, \mathbf{G}=\boldsymbol{\Lambda}_{22}^{\frac{1}{2}} \mathbf{F} \boldsymbol{\Lambda}_{11} \mathbf{F}^{\prime} \boldsymbol{\Lambda}_{22}^{\frac{1}{2}}$,
$K^{-1}=2^{\frac{\left(d_{1}+d_{2}\right) \nu}{2}} \Gamma_{d_{1}}\left(\frac{\nu}{2}\right) \Gamma_{d_{2}}\left(\frac{\nu}{2}\right)|\mathbf{M}|^{\frac{\nu}{2}}$, and ${ }_{0} F_{1}$ is the generalized matrix-variate hypergeometric function.

Definition 2. [87]: The generalized hypergeometric function of one matrix argument is defined
by

$$
\begin{align*}
&{ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; \mathbf{X}\right) \\
&=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{\left(a_{1}\right)_{\kappa} \cdots\left(a_{p}\right)_{\kappa}}{\left(b_{1}\right)_{\kappa} \cdots\left(b_{q}\right)_{\kappa}} \frac{C_{\kappa}(\mathbf{X})}{k!}, \tag{3.10}
\end{align*}
$$

where $a_{i}, i=1, \cdots, p$, and $b_{j}, j=1, \cdots, q$, are arbitrary complex (real in our case) numbers, $C_{\kappa}(\mathbf{X})$ is the zonal polynomial of $d \times d$ symmetric matrix $\mathbf{X}$ corresponding to the ordered partition $\kappa=\left(k_{1}, \cdots, k_{d}\right), k_{1} \geq \cdots \geq k_{d} \geq 0, k_{1}+\cdots k_{d}=k$ and $\sum_{\kappa \vdash k}$ denotes summation over all partitions $\kappa$ of $k$. The generalized hypergeometric coefficient $(a)_{\kappa}$ is defined by

$$
\begin{equation*}
(a)_{\kappa}=\prod_{i=1}^{d}\left(a-\frac{i-1}{2}\right)_{k_{i}} \tag{3.11}
\end{equation*}
$$

where $(a)_{r}=a(a+1) \cdots(a+r-1), r=1,2, \cdots$, with $(a)_{0}=1$.
Conditions for convergence of the series in (3.10) are available in the literature [88]. From (3.10) it follows

$$
\begin{align*}
& { }_{0} F_{0}(\mathbf{X})=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{C_{\kappa}(\mathbf{X})}{k!}=\sum_{k=0}^{\infty} \frac{(\operatorname{tr}(\mathbf{X}))^{k}}{k!}=\operatorname{etr}(\mathbf{X}), \\
& { }_{1} F_{0}(a ; \mathbf{X})=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{(a)_{\kappa} C_{\kappa}(\mathbf{X})}{k!}=\left|\mathbf{I}_{m}-\mathbf{X}\right|^{-a}, \quad\|\mathbf{X}\|<1, \\
& { }_{0} F_{1}(b ; \mathbf{X})=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{C_{\kappa}(\mathbf{X})}{(b)_{\kappa} k!},  \tag{3.12}\\
& { }_{1} F_{1}(a ; b ; \mathbf{X})=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{(a)_{\kappa}}{(b)_{\kappa}} \frac{C_{\kappa}(\mathbf{X})}{k!}, \\
& { }_{2} F_{1}(a, b ; c ; \mathbf{X})=\sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{(a)_{\kappa}(b)_{\kappa}}{(c)_{\kappa}} \frac{C_{\kappa}(\mathbf{X})}{k!}, \quad\|\mathbf{X}\|<1,
\end{align*}
$$

where $\|\mathbf{X}\|<1$ means that the maximum of the absolute values of the eigenvalues of $\mathbf{X}$ is less than 1. ${ }_{1} F_{1}(a ; b ; \mathbf{X})$ and ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ are respectively called Confluent and Gauss hypergeometric functions of matrix argument. See Appendix B. 1 for some useful theorems on zonal polynomials and generalized hypergeometric functions of matrix arguments. We use those theorems to derive
the posterior densities and posterior predictive densities of the target parameters in closed forms in terms of Confluent and Gauss hypergeometric functions of matrix argument in Sections 3.1.4 and 3.1.5, respectively.

Now, using Theorem 1, we define the joint prior distribution, $p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)$ in (3.5), of the precision matrices of the source and target domains for class $l \in\{1, \cdots, L\}$ as follows:

$$
\begin{align*}
& p\left(\boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)=K^{l} \operatorname{etr}\left(-\frac{1}{2}\left(\left(\mathbf{M}_{t}^{l}\right)^{-1}+\mathbf{F}^{l^{\prime}} \mathbf{C}^{l} \mathbf{F}^{l}\right) \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \times \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{C}^{l}\right)^{-1} \boldsymbol{\Lambda}_{s}^{l}\right)  \tag{3.13}\\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}-d-1}{2}}\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{\nu^{l}-d-1}{2}}{ }_{0} F_{1}\left(\frac{\nu^{l}}{2} ; \frac{1}{4} \mathbf{G}^{l}\right),
\end{align*}
$$

where $\mathbf{M}=\left(\begin{array}{cc}\mathbf{M}_{t}^{l} & \mathbf{M}_{t s}^{l} \\ \mathbf{M}_{t s}^{l} & \mathbf{M}_{s}^{l}\end{array}\right)$ is a $2 d \times 2 d$ positive definite scale matrix, $\nu^{l} \geq 2 d$ denotes degrees of freedom, and

$$
\begin{array}{rrr}
\mathbf{C}^{l}= & \mathbf{M}_{s}^{l}-\mathbf{M}_{t s}^{l}{ }^{\prime}\left(\mathbf{M}_{t}^{l}\right)^{-1} \mathbf{M}_{t s}^{l}, \\
\mathbf{F}^{l}= & \left(\mathbf{C}^{l}\right)^{-1} \mathbf{M}_{t s}^{l}{ }^{\prime}\left(\mathbf{M}_{t}^{l}\right)^{-1}, \\
\mathbf{G}^{l}= & \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}},  \tag{3.14}\\
\left(K^{l}\right)^{-1} & = & 2^{d \nu^{l}} \Gamma_{d}^{2}\left(\frac{\nu^{l}}{2}\right)\left|\mathbf{M}^{l}\right|^{\nu^{l}}
\end{array}
$$

Using Corollary $1, \Lambda_{t}^{l}$ and $\Lambda_{s}^{l}$ have the following Wishart marginal distributions:

$$
\begin{equation*}
\boldsymbol{\Lambda}_{z}^{l} \sim W_{d}\left(\mathbf{M}_{z}^{l}, \nu^{l}\right), \quad l \in\{1, \cdots, L\}, \quad z \in\{s, t\} \tag{3.15}
\end{equation*}
$$

### 3.1.4 Posteriors of Target Parameters

Having defined the prior distributions in the previous section, we aim to derive the posterior distribution of the parameters of the target domain upon observing the training source $\mathcal{D}_{s}$ and target $\mathcal{D}_{t}$ datasets. The likelihood of the datasets $\mathcal{D}_{t}$ and $\mathcal{D}_{s}$ is conditionally independent given the parameters of the target and source domains. The dependence between the two domains is due to the dependence of the prior distributions of the precision matrices, as shown in Fig 3.1.


Figure 3.1: Dependency of the source and target domains through their precision matrices for any class $l \in$ $\{1, \cdots, L\}$. Reprinted with permission from [4], (C)2018 IEEE.

Within each domain, source or target, the likelihoods of the different classes are also conditionally independent given the parameters of the classes. As such, the joint likelihood of the datasets $\mathcal{D}_{t}$ and $\mathcal{D}_{s}$ can be written as

$$
\begin{align*}
& p\left(\mathcal{D}_{t}, \mathcal{D}_{s} \mid \mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)=p\left(\mathcal{D}_{t} \mid \mu_{t}, \boldsymbol{\Lambda}_{t}\right) p\left(\mathcal{D}_{s} \mid \mu_{s}, \boldsymbol{\Lambda}_{s}\right) \\
&= p\left(\mathcal{D}_{t}^{1}, \cdots, \mathcal{D}_{t}^{L} \mid \mu_{t}^{1}, \cdots, \mu_{t}^{L}, \boldsymbol{\Lambda}_{t}^{1}, \cdots, \boldsymbol{\Lambda}_{t}^{L}\right) \\
& \times p\left(\mathcal{D}_{s}^{1}, \cdots, \mathcal{D}_{s}^{L} \mid \mu_{s}^{1}, \cdots, \mu_{s}^{L}, \boldsymbol{\Lambda}_{s}^{1}, \cdots, \boldsymbol{\Lambda}_{s}^{L}\right)  \tag{3.16}\\
&= \prod_{l=1}^{L} p\left(\mathcal{D}_{t}^{l} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) \prod_{l=1}^{L} p\left(\mathcal{D}_{s}^{l} \mid \mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)
\end{align*}
$$

The posterior of the parameters given $\mathcal{D}_{t}$ and $\mathcal{D}_{s}$ satisfies

$$
\begin{align*}
& p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s} \mid \mathcal{D}_{t}, \mathcal{D}_{s}\right) \\
& \propto p\left(\mathcal{D}_{t}, \mathcal{D}_{s} \mid \mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right) p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)  \tag{3.17}\\
& \propto \prod_{l=1}^{L} p\left(\mathcal{D}_{t}^{l} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) \prod_{l=1}^{L} p\left(\mathcal{D}_{s}^{l} \mid \mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right) \prod_{l=1}^{L} p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right),
\end{align*}
$$

where we assume that the priors of the parameters in different classes are independent, $p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)=$ $\prod_{l=1}^{L} p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)$. From (3.5) and (3.17),

$$
\begin{array}{r}
p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s} \mid \mathcal{D}_{t}, \mathcal{D}_{s}\right) \propto \prod_{l=1}^{L} p\left(\mathcal{D}_{t}^{l} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\mathcal{D}_{s}^{l} \mid \mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)  \tag{3.18}\\
\times p\left(\mu_{s}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}\right) p\left(\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) .
\end{array}
$$

We can see that the posterior of the parameters is equal to the product of the posteriors of the parameters of each class:

$$
\begin{equation*}
p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s} \mid \mathcal{D}_{t}, \mathcal{D}_{s}\right)=\prod_{l=1}^{L} p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) \tag{3.19}
\end{equation*}
$$

where

$$
\begin{align*}
p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) & \propto p\left(\mathcal{D}_{t}^{l} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\mathcal{D}_{s}^{l} \mid \mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right) \\
& \times p\left(\mu_{s}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}\right) p\left(\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) \tag{3.20}
\end{align*}
$$

Since we are interested in the posterior of the parameters of the target domain, we integrate out the parameters of the source domain in (3.19):

$$
\begin{aligned}
p\left(\mu_{t}, \boldsymbol{\Lambda}_{t} \mid\right. & \left.\mathcal{D}_{t}, \mathcal{D}_{s}\right)=\int_{\mu_{s}, \boldsymbol{\Lambda}_{s}} p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s} \mid \mathcal{D}_{t}, \mathcal{D}_{s}\right) d \mu_{s} d \boldsymbol{\Lambda}_{s} \\
& =\prod_{l=1}^{L} \int_{\mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}} p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) d \mu_{s}^{l} d \boldsymbol{\Lambda}_{s}^{l} \\
& =\prod_{l=1}^{L} p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right),
\end{aligned}
$$

where

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) \\
& =\int_{\mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}} p\left(\mu_{t}^{l}, \mu_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) d \mu_{s}^{l} d \boldsymbol{\Lambda}_{s}^{l}  \tag{3.21}\\
& \propto p\left(\mathcal{D}_{t}^{l} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) p\left(\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \times \int_{\mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}} p\left(\mathcal{D}_{s}^{l} \mid \mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right) p\left(\mu_{s}^{l} \mid \boldsymbol{\Lambda}_{s}^{l}\right) p\left(\boldsymbol{\Lambda}_{s}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) d \mu_{s}^{l} d \boldsymbol{\Lambda}_{s}^{l}
\end{align*}
$$

Theorem 2. Given the target $\mathcal{D}_{t}$ and source $\mathcal{D}_{s}$ data, the posterior distribution of target mean $\mu_{t}^{l}$ and target precision matrix $\Lambda_{t}^{l}$ for the class $l \in\{1, \cdots, L\}$ has Gaussian-hypergeometric-function
distribution

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)= \\
& A^{l}\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right)  \tag{3.22}\\
& \times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right),
\end{align*}
$$

where $A^{l}$ is the constant of proportionality

$$
\begin{gather*}
\left(A^{l}\right)^{-1}=\left(\frac{2 \pi}{\kappa_{t, n}^{l}}\right)^{\frac{d}{2}} 2^{\frac{d\left(\nu^{l}+n_{t}^{l}\right)}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}}{2}\right)\left|\mathbf{T}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}}{2}}  \tag{3.23}\\
\quad \times{ }_{2} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{t}^{l} \mathbf{F}^{l^{\prime}}\right)
\end{gather*}
$$

and

$$
\begin{align*}
\kappa_{t, n}^{l}= & \kappa_{t}^{l}+n_{t}^{l} \\
\mathbf{m}_{t, n}^{l}= & \frac{\kappa_{t}^{l} \mathbf{m}_{t}^{l}+n_{t}^{l} \overline{\mathbf{x}}_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}, \\
\left(\mathbf{T}_{t}^{l}\right)^{-1}= & \left(\mathbf{M}_{t}^{l}\right)^{-1}+\mathbf{F}^{l^{\prime}} \mathbf{C}^{l} \mathbf{F}^{l}+\mathbf{S}_{t}^{l}  \tag{3.24}\\
& \quad+\frac{\kappa_{t}^{l} n_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)^{\prime}, \\
& \\
\left(\mathbf{T}_{s}^{l}\right)^{-1}= & \left(\mathbf{C}^{l}\right)^{-1}+\mathbf{S}_{s}^{l}+\frac{\kappa_{s}^{l} n_{s}^{l}}{\kappa_{s}^{l}+n_{s}^{l}}\left(\mathbf{m}_{s}^{l}-\overline{\mathbf{x}}_{s}^{l}\right)\left(\mathbf{m}_{s}^{l}-\overline{\mathbf{x}}_{s}^{l}\right)^{\prime},
\end{align*}
$$

with sample means and covariances for $z \in\{s, t\}$ as

$$
\overline{\mathbf{x}}_{z}^{l}=\frac{1}{n_{z}^{l}} \sum_{i=1}^{n_{z}^{l}} \mathbf{x}_{z, i}^{l}, \quad \mathbf{S}_{z}^{l}=\sum_{i=1}^{n_{z}^{l}}\left(\mathbf{x}_{z, i}^{l}-\overline{\mathbf{x}}_{z}^{l}\right)\left(\mathbf{x}_{z, i}^{l}-\overline{\mathbf{x}}_{z}^{l}\right)^{\prime} .
$$

Proof. See Appendix B.2.

### 3.1.5 Effective Class-Conditional Densities

In classification, the feature-label distributions are written in terms of class-conditional densities and prior class probabilities, and the posterior probabilities of the classes upon observation
of data are proportional to the product of class-conditional densities and prior class probabilities, according to the Bayes rule. This also holds in the Bayesian setting except we use effective classconditional densities, as shown in [57, 58]. For optimal Bayesian classifier [57, 58], using the posterior predictive densities of the classes, called "effective class-conditional densities", leads to the optimal choices for classifiers in order to minimize the Bayesian error estimates of the classifiers. Similarly, we can derive the effective class-conditional densities for defining the OBTL classifier in the target domain, albeit with the posterior of the target parameters derived from both the target and source datasets.

Suppose that $\mathbf{x}$ denotes a $d \times 1$ new observed data point in the target domain that we aim to optimally classify into one of the classes $l \in\{1, \cdots, L\}$. In the context of the optimal Bayesian classifier, we need the effective class-conditional densities for the $L$ classes, defined as

$$
\begin{equation*}
p(\mathbf{x} \mid l)=\int_{\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}} p\left(\mathbf{x} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) \pi^{\star}\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right) d \mu_{t}^{l} d \boldsymbol{\Lambda}_{t}^{l} \tag{3.25}
\end{equation*}
$$

for $l \in\{1, \cdots, L\}$, where $\pi^{\star}\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)=p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)$ is the posterior of $\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)$ upon observation of $\mathcal{D}_{t}^{l}$ and $\mathcal{D}_{s}^{l}$.

Theorem 3. The effective class-conditional density, denoted by $p(\mathbf{x} \mid l)=O_{\mathrm{OBTL}}(\mathbf{x} \mid l)$, in the target domain is given by

$$
\begin{align*}
& O_{\mathrm{OBTL}}(\mathbf{x} \mid l)=\pi^{-\frac{d}{2}}\left(\frac{\kappa_{t, n}^{l}}{\kappa_{\mathbf{x}}^{l}}\right)^{\frac{d}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}+1}{2}\right) \\
& \times \Gamma_{d}^{-1}\left(\frac{\nu^{l}+n_{t}^{l}}{2}\right)\left|\mathbf{T}_{\mathbf{x}}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}+1}{2}}\left|\mathbf{T}_{t}^{l}\right|^{-\frac{\nu^{l}+n_{t}^{l}}{2}}  \tag{3.26}\\
& \times{ }_{2} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}+1}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{\mathbf{x}}^{l} \mathbf{F}^{l^{\prime}}\right) \\
& \times{ }_{2} F_{1}^{-1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{t}^{l} \mathbf{F}^{l^{\prime}}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{\mathbf{x}}^{l}=\kappa_{t, n}^{l}+1=\kappa_{t}^{l}+n_{t}^{l}+1 \\
& \left(\mathbf{T}_{\mathbf{x}}^{l}\right)^{-1}=\left(\mathbf{T}_{t}^{l}\right)^{-1}+\frac{\kappa_{t, n}^{l}}{\kappa_{t, n}^{l}+1}\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)^{\prime} \tag{3.27}
\end{align*}
$$

Proof. See Appendix B.3.

### 3.1.6 Optimal Bayesian Transfer Learning Classifier

Let $c_{t}^{l}$ be the prior probability that the target sample $\mathbf{x}$ belongs to the class $l \in\{1, \cdots, L\}$. Since $0<c_{t}^{l}<1$ and $\sum_{l=1}^{L} c_{t}^{l}=1$, a Dirichlet prior is assumed:

$$
\begin{equation*}
\left(c_{t}^{1}, \cdots, c_{t}^{L}\right) \sim \operatorname{Dir}\left(L, \xi_{t}\right) \tag{3.28}
\end{equation*}
$$

where $\xi_{t}=\left(\xi_{t}^{1}, \cdots, \xi_{t}^{L}\right)$ are the concentration parameters, and $\xi_{t}^{l}>0$ for $l \in\{1, \cdots, L\}$. As the Dirichlet distribution is a conjugate prior for the categorical distribution, upon observing $\mathbf{n}=$ $\left(n_{t}^{1}, \cdots, n_{t}^{L}\right)$ data for class $l$ in the target domain, the posterior has a Dirichlet distribution:

$$
\begin{align*}
\pi^{\star}=\left(c_{t}^{1}, \cdots, c_{t}^{L} \mid \mathbf{n}\right) & \sim \operatorname{Dir}\left(L, \xi_{t}+\mathbf{n}\right)  \tag{3.29}\\
& =\operatorname{Dir}\left(L, \xi_{t}^{1}+n_{t}^{1}, \cdots, \xi_{t}^{L}+n_{t}^{L}\right)
\end{align*}
$$

with the posterior mean of $c_{t}^{l}$ as

$$
\begin{equation*}
\mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right)=\frac{\xi_{t}^{l}+n_{t}^{l}}{N_{t}+\xi_{t}^{0}}, \tag{3.30}
\end{equation*}
$$

where $N_{t}=\sum_{l=1}^{L} n_{t}^{l}$ and $\xi_{t}^{0}=\sum_{l=1}^{L} \xi_{t}^{l}$. As such, the optimal Bayesian transfer learning (OBTL) classifier for any new unlabeled sample $\mathbf{x}$ in the target domain is defined as

$$
\begin{equation*}
\Psi_{\mathrm{OBTL}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} \mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right) O_{\mathrm{OBTL}}(\mathbf{x} \mid l) \tag{3.31}
\end{equation*}
$$

which minimizes the expected error of the classifier in the target domain, that is, $\mathrm{E}_{\pi^{\star}}\left[\varepsilon\left(\Theta_{t}, \Psi_{\mathrm{OBTL}}\right)\right] \leq$ $\mathrm{E}_{\pi^{\star}}\left[\varepsilon\left(\Theta_{t}, \Psi\right)\right]$, where $\varepsilon\left(\Theta_{t}, \Psi\right)$ is the error of any arbitrary classifier $\Psi$ assuming the parameters $\Theta_{t}=\left\{c_{t}^{l}, \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right\}_{l=1}^{L}$ of the feature-label distribution in the target domain, and the expectation is over the posterior $\pi^{\star}$ of $\Theta_{t}$ upon observation of data. If we do not have any prior knowledge for the selection of classes, we use the same concentration parameter for all the classes: $\xi_{t}=(\xi, \cdots, \xi)$. Hence, if the number of samples in each class is the same, $n_{t}^{1}=\cdots=n_{t}^{L}$, the first term $\mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right)$ is
the same for all the classes and (3.31) is reduced to:

$$
\begin{equation*}
\Psi_{\mathrm{OBTL}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} O_{\mathrm{OBTL}}(\mathbf{x} \mid l) . \tag{3.32}
\end{equation*}
$$

We have derived the effective class-conditional densities in closed forms (3.26). However, deriving the OBTL classifier (3.31) requires computing the Gauss hypergeometric function of matrix argument. Computing the exact values of hypergeometirc functions of matrix argument using the series of zonal polynomials, as in (3.12), is time-consuming and is not scalable to high dimension. To facilitate computation, we propose to use the Laplace approximation of this function, as in [89], which is computationally efficient and scalable. See Appendix B. 4 for the detailed description of the Laplace approximation of Gauss hypergeometric functions of matrix argument.

### 3.1.7 OBC in Target Domain

To see how the source data can help improve the performance, we compare the OBTL classifier with the OBC based on the training data only from the target domain. Using exactly the same modeling and parameters as the previous sections, the priors for $\mu_{t}^{l}$ and $\Lambda_{t}^{l}$, from (3.6) and (3.15), are given by

$$
\begin{align*}
\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l} & \sim \mathcal{N}\left(\mathbf{m}_{t}^{l},\left(\kappa_{t}^{l} \boldsymbol{\Lambda}_{t}^{l}\right)^{-1}\right), \\
\boldsymbol{\Lambda}_{t}^{l} & \sim W_{d}\left(\mathbf{M}_{t}^{l}, \nu^{l}\right)
\end{align*}
$$

Using Lemma 6 in Appendix B.2, upon observing the dataset $\mathcal{D}_{t}^{l}$, the posteriors of $\mu_{t}^{l}$ and $\Lambda_{t}^{l}$ will be

$$
\begin{align*}
\mu_{t}^{l} \mid \boldsymbol{\Lambda}_{t}^{l}, \mathcal{D}_{t}^{l} & \sim \mathcal{N}\left(\mathbf{m}_{t, n}^{l},\left(\kappa_{t, n}^{l} \boldsymbol{\Lambda}_{t}^{l}\right)^{-1}\right),  \tag{3.34}\\
\boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l} & \sim W_{d}\left(\mathbf{M}_{t, n}^{l}, \nu_{t, n}^{l}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{t, n}^{l}=\kappa_{t}^{l}+n_{t}^{l}, \quad \nu_{t, n}^{l}=\nu^{l}+n_{t}^{l}, \quad \mathbf{m}_{t, n}^{l}=\frac{\kappa_{t}^{l} \mathbf{m}_{t}^{l}+n_{t}^{l} \overline{\mathbf{x}}_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}, \\
& \left(\mathbf{M}_{t, n}^{l}\right)^{-1}=\left(\mathbf{M}_{t}^{l}\right)^{-1}+\mathbf{S}_{t}^{l}+\frac{\kappa_{t}^{l} n_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)^{\prime} \tag{3.35}
\end{align*}
$$

with the corresponding sample mean and covariance:

$$
\begin{equation*}
\overline{\mathbf{x}}_{t}^{l}=\frac{1}{n_{t}^{l}} \sum_{i=1}^{n_{t}^{l}} \mathbf{x}_{t, i}^{l}, \quad \mathbf{S}_{t}^{l}=\sum_{i=1}^{n_{t}^{l}}\left(\mathbf{x}_{t, i}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)\left(\mathbf{x}_{t, i}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)^{\prime} \tag{3.36}
\end{equation*}
$$

By (3.25) and similar integral steps, the effective class-conditional densities $p(\mathbf{x} \mid l)=O_{\mathrm{OBC}}(\mathbf{x} \mid l)$ for the OBC are derived as [57]

$$
\begin{align*}
& O_{\mathrm{OBC}}(\mathbf{x} \mid l)=\pi^{-\frac{d}{2}}\left(\frac{\kappa_{t, n}^{l}}{\kappa_{t, n}^{l}+1}\right)^{\frac{d}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}+1}{2}\right)  \tag{3.37}\\
& \quad \times \Gamma_{d}^{-1}\left(\frac{\nu^{l}+n_{t}^{l}}{2}\right)\left|\mathbf{M}_{\mathbf{x}}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}+1}{2}}\left|\mathbf{M}_{t, n}^{l}\right|^{-\frac{\nu^{l}+n_{t}^{l}}{2}},
\end{align*}
$$

where

$$
\begin{equation*}
\left(\mathbf{M}_{\mathbf{x}}^{l}\right)^{-1}=\left(\mathbf{M}_{t, n}^{l}\right)^{-1}+\frac{\kappa_{t, n}^{l}}{\kappa_{t, n}^{l}+1}\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)^{\prime} \tag{3.38}
\end{equation*}
$$

The multi-class OBC [90], under a zero-one loss function, can be defined as

$$
\begin{equation*}
\Psi_{\mathrm{OBC}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} \mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right) O_{\mathrm{OBC}}(\mathbf{x} \mid l) \tag{3.39}
\end{equation*}
$$

Similar to the OBTL, in the case of equal prior probabilities for the classes,

$$
\begin{equation*}
\Psi_{\mathrm{OBC}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} O_{\mathrm{OBC}}(\mathbf{x} \mid l) . \tag{3.40}
\end{equation*}
$$

For binary classification, the definition of the OBC in (3.39) is equivalent to the definition in [57], where it is defined to be the binary classifier possessing the minimum Bayesian mean square error estimate [64] relative to the posterior distribution.

Theorem 4. If $\mathbf{M}_{t s}^{l}=\mathbf{0}$ for all $l \in\{1, \cdots, L\}$, then

$$
\begin{equation*}
\Psi_{\mathrm{OBTL}}(\mathbf{x})=\Psi_{\mathrm{OBC}}(\mathbf{x}), \tag{3.41}
\end{equation*}
$$

meaning that if there is no interaction between the source and target domains in all the classes a
priori, then the OBTL classifier turns to the OBC classifier in the target domain.
Proof. If $\mathbf{M}_{t s}^{l}=\mathbf{0}$ for all $l \in\{1, \cdots, L\}$, then $\mathbf{F}^{l}=\mathbf{0}$. Since ${ }_{2} F_{1}(a, b ; c ; \mathbf{0})=1$ for any values of $a, b$, and $c$, the Gauss hypergeometric functions will disappear in (3.26). From (3.24) and (3.35), $\mathbf{T}_{t}^{l}=\mathbf{M}_{t, n}^{l}$. From (3.27) and (3.38), $\mathbf{T}_{\mathbf{x}}^{l}=\mathbf{M}_{\mathbf{x}}^{l}$. As a result, $O_{\mathrm{OBTL}}(\mathbf{x} \mid l)=O_{\mathrm{OBC}}(\mathbf{x} \mid l)$, and consequently, $\Psi_{\mathrm{OBTL}}(\mathrm{x})=\Psi_{\mathrm{OBC}}(\mathrm{x})$.

### 3.1.8 Experiments

### 3.1.8.1 Synthetic datasets

We have considered a simulation setup and evaluated the OBTL classifiers by the average classification error with different joint prior densities modeling the relatedness of the source and target domains. The setup is as follows. Unless mentioned, the feature dimension is $d=10$, the number of classes in each domain is $L=2$, the number of source training data per class is $n_{s}=n_{s}^{l}=200$, the number of target training data per class is $n_{t}=n_{t}^{l}=10, \nu=\nu^{l}=25$, $\kappa_{t}=\kappa_{t}^{l}=100, \kappa_{s}=\kappa_{s}^{l}=100$, for both the classes $l=1,2, \mathbf{m}_{t}^{1}=\mathbf{0}_{d}, \mathbf{m}_{t}^{2}=0.05 \times \mathbf{1}_{d}$, $\mathbf{m}_{s}^{1}=\mathbf{m}_{t}^{1}+\mathbf{1}_{d}$, and $\mathbf{m}_{s}^{2}=\mathbf{m}_{t}^{2}+\mathbf{1}_{d}$, where $\mathbf{0}_{d}$ and $\mathbf{1}_{d}$ are $d \times 1$ all-zero and all-one vectors, respectively. For the scale matrices, we choose $\mathbf{M}_{t}^{l}=k_{t} \mathbf{I}_{d}, \mathbf{M}_{s}^{l}=k_{s} \mathbf{I}_{d}$, and $\mathbf{M}_{t s}^{l}=k_{t s} \mathbf{I}_{d}$ for two classes $l=1,2$, where $\mathbf{I}_{d}$ is the $d \times d$ identity matrix. Note that choosing an identity matrix for $\mathbf{M}_{t s}^{l}$ makes sense when the order of the features in the two domains is the same. We have the constraint that the scale matrix $\mathbf{M}^{l}=\left(\begin{array}{cc}\mathbf{M}_{t,}^{l} & \mathbf{M}_{t s}^{l} \\ \mathbf{M}_{t s}^{l} & \mathbf{M}_{s}^{l}\end{array}\right)$ should be positive definite for any class $l$. It is easy to check the following corresponding constraints on $k_{t}, k_{s}$, and $k_{t s}: k_{t}>0, k_{s}>0$, and $\left|k_{t s}\right|<\sqrt{k_{t} k_{s}}$. We define $k_{t s}=\alpha \sqrt{k_{t} k_{s}}$, where $|\alpha|<1$. In this particular example, the value of $|\alpha|$ shows the amount of relatedness between the source and target domains. If $|\alpha|=0$, the two domains are not related and if $|\alpha|$ is close to one, we have greater relatedness. We set $k_{t}=k_{s}=1$ and plot the average classification error curves for different values of $|\alpha|$. All the simulations assume equal prior probabilities for the classes, so we use (3.32) and (3.40) for the OBTL classifier and OBC, respectively.

We evaluate the prediction performance according to the common evaluation procedure of Bayesian learning by average classification errors. To sample from the prior (3.5) we first sample
from a Wishart distribution $W_{2 d}\left(\mathbf{M}^{l}, \nu^{l}\right)$ to get a sample for $\boldsymbol{\Lambda}^{l}=\left(\begin{array}{cc}\boldsymbol{\Lambda}_{t}^{l} & \boldsymbol{\Lambda}_{t s}^{l} \\ \boldsymbol{\Lambda}_{t s}^{l} & \boldsymbol{\Lambda}_{s}^{l}\end{array}\right)$, for each class $l=1,2$, and then pick $\left(\boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)$, which is a joint sample from $p\left(\boldsymbol{\Lambda}_{t}^{l}, \boldsymbol{\Lambda}_{s}^{l}\right)$ in (3.13). Then given $\Lambda_{t}^{l}$ and $\Lambda_{s}^{l}$, we sample from (3.6) to get samples of $\mu_{t}^{l}$ and $\mu_{s}^{l}$ for $l=1,2$. Once we have $\mu_{t}^{l}$, $\mu_{s}^{l}, \Lambda_{t}^{l}$, and $\Lambda_{s}^{l}$, we generate 100 different training and test sets from (3.3). Training sets contain samples from both the target and source domains, but the test set contains only samples from the target domain. As the numbers of source and target training data per class are $n_{s}$ and $n_{t}$, there are $L n_{s}$ and $L n_{t}$ source and target training data in total, respectively. We assume the size of the test set per class is 1000 in the simulations, so 2000 in total. For each training and test set, we use the OBTL classifier and its target-only version, OBC, and calculate the error. Then we average all the errors for 100 different training and test sets. We further repeat this whole process 1000 times for different realizations of $\Lambda_{t}^{l}$ and $\Lambda_{s}^{l}, \mu_{t}^{l}$, and $\mu_{s}^{l}$ for $l=1,2$, and finally average all the errors and return the average classification error. Note that in all figures, the hyperparameters used in the OBTL classifier are the same as the ones used for simulating data, except for the figures showing the sensitivity of the performance with respect to different hyperparameters, in which case we assume that true values of the hyperparameters used for simulating data are unknown.

To examine how the source data improves the classifier in target domain, we compare the performance of the OBTL classifier with the OBC designed in the target domain alone. The average classification error versus $n_{t}$ is depicted in Fig. 3.2a for the OBC and OBTL with different values of $\alpha$. When $\alpha$ is close to one, the performance of the OBTL classifier is much better than that of the OBC, this due to the greater relatedness between the two domains and appropriate use of the source data. This performance improvement is especially noticeable when $n_{t}$ is small, which reflects the real-world scenario. In Fig. 3.2a, we also observe that the errors of the OBTL classifier and OBC are converging to a similar value when $n_{t}$ gets very large, meaning that the source data are redundant when there is a large amount of target data. When $\alpha$ is larger, the error curves converge faster to the optimal error, which is the average Bayes error of the target classifier. The corresponding Bayes error averaged over 1000 randomly generated distributions is equal to 0.122 in this simulation setup. Recall that when $\alpha=0$, the OBTL classifier reduces to the OBC. In this


Figure 3.2: (a) Average classification error versus the number of target training data per class, $n_{t}$, (b) Average classification error versus the number of source training data per class, $n_{s}$. Reprinted with permission from [4], (c) 2018 IEEE.
particular example, the sign of $\alpha$ does not matter in the performance of the OBTL, which can be verified by (3.26). Hence, we can use $|\alpha|$ in all the cases.

Figure 3.2b depicts average classification error versus $n_{s}$ for the OBC and OBTL with different values of $\alpha$. The error of the OBC is constant for all $n_{s}$ as it does not employ the source data. The error of the OBTL classifier equals that of the OBC when $n_{s}=0$ and starts to decrease as $n_{s}$ increases. In Fig. 3.2b when $\alpha$ is larger, the amount of improvement is greater since the two


Figure 3.3: Box plots of 1000 simulated classification errors for different $n_{t}$. Blue denotes the OBC and red denotes the OBTL with $\alpha=0.9$. Reprinted with permission from [4], (c)2018 IEEE.
domains are more related. Another important point in Fig. 3.2b is that having very large source data when the two domains are highly related can compensate the lack of target data and lead to a target classification error as small as the Bayes error in the target domain.

Figure 3.3 illustrates the box plots of the simulated classification errors corresponding to the 1000 distributions randomly drawn from the prior distributions for both the OBC and OBTL with $\alpha=0.9$, which show the variability for different numbers $n_{t}$ of target data per class.

We investigate the sensitivity of the OBTL with respect to the hyperparameters. Fig. 3.4 represents the average classification error of the OBTL with respect to $|\alpha|$, where we assume that we do not know the true value $\alpha_{\text {true }}$ of the amount of relatedness between source and target domains. In Figs. 3.4a-3.4d we plot the error curves when $\alpha_{\text {true }}=0.3,0.5,0.7,0.9$, respectively. We observe several important trends in these figures. First of all, the performance gain of the OBTL towards the OBC depends heavily on the relatedness (value of $\alpha_{\text {true }}$ ) of source and target and the value of $\alpha$ used in the classifier. Generally speaking, there exists an $\alpha_{\max }$ in $(0,1)$ such that for $|\alpha|<\alpha_{\text {max }}$, the OBTL has a performance gain towards the OBC, where the maximum gain is achieved at $|\alpha|=\alpha_{\text {true }}$ (it might not be exactly at $\alpha_{\text {true }}$ due to the Laplace approximation of the Gauss hypergeometric function). Second, the performance gain is higher when the two


Figure 3.4: Average classification error vs $|\alpha|$. Reprinted with permission from [4], ©(2018 IEEE.
domains are highly related (Fig. 3.4d). Third, when the two domains are very related, for example, $\alpha_{\text {true }}=0.9$ in Fig. 3.4d, $\alpha_{\max }=1$, meaning that for any $|\alpha|$, the OBTL has performance gain towards the target-only OBC. However, when the source and target domains are not related much, like Figs. 3.4a and 3.4b, $\alpha_{\max }<1$, and choosing $|\alpha|$ greater than $\alpha_{\max }$ leads to performance loss compared to the OBC. This means that exaggeration in the amount of relatedness between the two domains can hurt the transfer learning classifier when the two domains are not actually related, which refers to the concept of negative transfer.

Figure 3.5 shows the errors versus $\nu$, assuming unknown true value $\nu_{\text {true }}$, for different values of $\alpha$ ( 0.5 and 0.9 ) and $\nu_{\text {true }}$ ( 25 and 50 ). The salient point here is that the performance of the OBTL classifier is not so sensitive to $\nu$ if it is chosen in its allowable range, that is, $\nu \geq 2 d$. In Fig. 3.5, the error of the OBTL does not change much for $\nu \geq 2 d=20$. As a result, we can choose any


Figure 3.5: Average classification error vs $\nu$. Reprinted with permission from [4], ©2018 IEEE.
arbitrary $\nu \geq 2 d$ in real datasets without worrying about critical performance deterioration.
Figure 3.6 depicts average classification error versus $\kappa_{t}$ for two different values of $\alpha$ ( 0.5 and 0.9 ), where the true value of $\kappa_{t}$ is $\kappa_{\text {true }}=50$. Similar to $\nu$, if $\kappa_{t}$ is greater than a value ( 20 in Fig. 3.6), the performance does not change much. According to (3.24), it is better to choose $\kappa_{t}^{l}$ and $\kappa_{s}^{l}$ to be proportional to $n_{t}$ and $n_{s}$, respectively, since the values of updated means $\mathbf{m}_{t, n}^{l}$ and $\mathbf{m}_{s, n}^{l}$ are weighted averages of our prior knowledge about means, $\mathbf{m}_{t}^{l}$ and $\mathbf{m}_{s}^{l}$, and the sample means $\overline{\mathbf{x}}_{t}^{l}$ and $\overline{\mathbf{x}}_{s}^{l}$. Assuming that $\kappa_{t}=\beta_{t} n_{t}$ and $\kappa_{s}=\beta_{s} n_{s}$, for some $\beta_{t}, \beta_{s}>0$, if we have higher confidence on our priors on means, we pick higher $\beta_{t}$ and $\beta_{s}$ (as in Fig. 3.6); but for the untrustworthy priors, we choose lower values for $\beta_{t}$ and $\beta_{s}$.

Sensitivity results in Figs. 3.4, 3.5, and 3.6 reveal that in our simulation setup the performance improvement of the OBTL depends on the value of $\alpha$ and true relatedness ( $\alpha_{\text {true }}$ in this example)


Figure 3.6: Average classification error vs $\kappa_{t}$. Reprinted with permission from [4], ©2018 IEEE.
between the two domains and is not affected that much by the choices of other hyperparameters like $\nu, \kappa_{t}$, and $\kappa_{s}$. We could have a reasonable range of $\alpha$ to get improved performance but the correct estimates of relatedness or transferability are critical, which is an important future research direction.

### 3.1.8.2 Real-world benchmark datasets

We test the OBTL classifier on Office [91] and Caltech256 [92] image datasets, which have been adopted to help benchmark different transfer learning algorithms in the literature. We have used exactly the same evaluation setup and data splits of MMDT (Max-Margin Domain Transform) [9].

- Office dataset: This dataset has images in three different domains: amazon, webcam, and dslr. The dataset contains 31 classes including the office stuff like backpack, chair, keyboard, etc. The three domains amazon, webcam, and dslr contain images from Amazon's website, a webcam, and a digital single-lens reflex (dslr) camera, respectively, with different lighting and backgrounds. SURF [93] image features are used in all the domains, which are of dimension 800.
- Office + Caltech256 dataset: This dataset has $L=10$ common classes of both Office and Caltech256 datasets with the same feature dimension $d=800$. According to the data splits of [9], the numbers of training data per class in the source domain are $n_{s}=20$ for amazon and $n_{s}=8$ for
the other three domains, and in the target domain $n_{t}=3$ for all the four domains. For this fourdomain dataset, 20 random train-test splits have been created by [9]. We run the OBTL classifier on that 20 provided train-test splits and report the average accuracy. Note that the test data are solely from the target domains. Authors of MMDT [9] reduce the dimension to $d=20$ using PCA. We follow the same procedure for the OBTL classifier.

Following the comparison framework of [8], which used the same evaluation setup of [9], we compare the OBTL's performance in terms of accuracy (10-class) in Table 3.1 with two targetonly classifiers and four state-of-the-art semi-supervised transfer learning algorithms (including [8] itself). The evaluation setup is exactly the same for the OBTL and all the other six methods. As a result, we use the results of [8] for the first six methods in Table 3.1 and compare them with the OBTL classifier. The six methods are as follows.

- 1-NN-t and SVM-t: The Nearest Neighbor (1-NN) and linear SVM classifiers designed using only the target data.
- HFA [73]: This Heterogeneous Feature Augmentation (HFA) method learns a common latent space between source and target domains using the max-margin approach and designs a classifier in that common space.
- MMDT [9]: This Max-Margin Domain Transform (MMDT) method learns a transformation between the source and target domains and employs the weighted SVM for classification.
- CDLS [75]: This Cross-Domain Landmark Selection (CDLS) is a semi-supervised heterogeneous domain adaptation method, which derives a domain-invariant feature space for improved classification performance.
- ILS (1-NN) [8]: This is a recent method that learns an Invariant Latent Space (ILS) to reduce the discrepancy between the source and target domains and uses Riemannian optimization techniques to match statistical properties between samples projected into the latent space from different domains.

In Table 3.1, we have calculated the accuracy of the OBTL classifier in 12 distinct experiments, where the source-target pairs are different (source $\rightarrow$ target) in each experiment. We have marked

Table 3.1: Semi-supervised accuracy for different source and target domains in the Office + Caltech 256 dataset using SURF features. Domain names are denoted as a: amazon, w: webcam, d: dslr, c: Caltech256. The numbers in red show the best accuracy and the numbers in blue show the second best accuracy in each column. The results of the first six methods have been adopted from [8]. Similar to [8], we have also used the evaluation setup of [9] for the OBTL. Reprinted with permission from [4], © 2018 IEEE.

|  | $\mathrm{a} \rightarrow \mathrm{w}$ | $\mathrm{a} \rightarrow \mathrm{d}$ | $\mathrm{a} \rightarrow \mathrm{c}$ | $\mathrm{w} \rightarrow \mathrm{a}$ | $\mathrm{w} \rightarrow \mathrm{d}$ | $\mathrm{w} \rightarrow \mathrm{c} \rightarrow \mathrm{a}$ | $\mathrm{d} \rightarrow \mathrm{w}$ | $\mathrm{d} \rightarrow \mathrm{c} \rightarrow \mathrm{c} \rightarrow \mathrm{a} \rightarrow \mathrm{c} \rightarrow \mathrm{w}$ | $\mathrm{c} \rightarrow \mathrm{d}$ | Mean |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-NN-t | 34.5 | 33.6 | 19.7 | 29.5 | 35.9 | 18.9 | 27.1 | 33.4 | 18.6 | 29.2 | 33.5 | 34.1 | 29.0 |
| SVM-t | 63.7 | 57.2 | 32.2 | 46.0 | 56.5 | 29.7 | 45.3 | 62.1 | 32.0 | 45.1 | 60.2 | 56.3 | 48.9 |
| HFA [73] | 57.4 | 55.1 | 31.0 | $\mathbf{5 6 . 5}$ | 56.5 | 29.0 | 42.9 | 60.5 | 30.9 | 43.8 | 58.1 | 55.6 | 48.1 |
| MMDT [9] | 64.6 | 56.7 | 36.4 | 47.7 | 67.0 | 32.2 | 46.9 | 74.1 | 34.1 | 49.4 | 63.8 | 56.5 | 52.5 |
| CDLS [75] | $\mathbf{6 8 . 7}$ | $\mathbf{6 0 . 4}$ | 35.3 | 51.8 | 60.7 | 33.5 | 50.7 | 68.5 | 34.9 | 50.9 | $\mathbf{6 6 . 3}$ | $\mathbf{5 9 . 8}$ | 53.5 |
| ILS (1-NN) [8] | 59.7 | 49.8 | $\mathbf{4 3 . 6}$ | 54.3 | $\mathbf{7 0 . 8}$ | $\mathbf{3 8 . 6}$ | $\mathbf{5 5 . 0}$ | $\mathbf{8 0 . 1}$ | $\mathbf{4 1 . 0}$ | $\mathbf{5 5 . 1}$ | 62.9 | 56.2 | $\mathbf{5 5 . 6}$ |
| OBTL | $\mathbf{7 2 . 4}$ | $\mathbf{6 0 . 2}$ | $\mathbf{4 1 . 5}$ | $\mathbf{5 5 . 0}$ | $\mathbf{7 5 . 0}$ | $\mathbf{3 7 . 4}$ | $\mathbf{5 4 . 4}$ | $\mathbf{8 3 . 2}$ | $\mathbf{4 0 . 3}$ | $\mathbf{5 4 . 8}$ | $\mathbf{7 1 . 1}$ | $\mathbf{6 1 . 5}$ | $\mathbf{5 8 . 9}$ |

Table 3.2: The values of hyperparameter $\alpha$ of the OBTL used in each experiment. $n_{t}$ and $n_{s}$ are based on the data splits provided by [9]. Reprinted with permission from [4], © 2018 IEEE.

|  | $\mathrm{a} \rightarrow \mathrm{w}$ | $\mathrm{a} \rightarrow \mathrm{d}$ | $\mathrm{a} \rightarrow \mathrm{c}$ | $\mathrm{w} \rightarrow \mathrm{a}$ | $\mathrm{w} \rightarrow \mathrm{d}$ | $\mathrm{w} \rightarrow \mathrm{c}$ | $\mathrm{d} \rightarrow \mathrm{a}$ | $\mathrm{d} \rightarrow \mathrm{w}$ | $\mathrm{d} \rightarrow \mathrm{c}$ | $\mathrm{c} \rightarrow \mathrm{a}$ | $\mathrm{c} \rightarrow \mathrm{w}$ | $\mathrm{c} \rightarrow \mathrm{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{t}$ | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 |
| $n_{s}$ | 20 | 20 | 20 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 |
| $\alpha$ | 0.6 | 0.75 | 0.99 | 0.9 | 0.99 | 0.99 | 0.9 | 0.99 | 0.99 | 0.85 | 0.5 | 0.75 |

the best accuracy in each column with red and the second best accuracy with blue. We see that the OBTL classifier has either the best or second best accuracy in all the 12 experiments. We have written the mean accuracy of each method in the last column, which has been averaged over all the 12 different experiments. The OBTL classifier has the best mean accuracy and the ILS [8] has the second best accuracy among all the methods. We have assumed equal prior probabilities for all the classes and used (3.32) for the OBTL classifier.

- Hyperparameters of the OBTL: We assume the same values of hyperparameters for all the 10 classes in each domain, so we can drop the superscript $l$ denoting the class label. We set $\nu=10 d=200$ for all the experiments. We choose $\alpha$ separately in each experiment since the relatedness between distinct pairs of domains are different. For $\mathbf{m}_{t}$ and $\mathbf{m}_{s}$, we pool all the target and source data in all the 10 classes, respectively, and use the sample means of the datasets. We fix $\beta_{t}=\beta_{s}=1$ (meaning that $\kappa_{t}=n_{t}$ and $\kappa_{s}=n_{s}$ ) and $k_{t}=k_{s}=1 / \nu=1 / 200=0.005$. The mean


Figure 3.7: Accuracy in the Office + Caltech 256 dataset versus: (a) $k_{t}$ when $k_{s}=1 / 200$ and for two experiments $a \rightarrow w, \alpha=0.6$ and $w \rightarrow d, \alpha=0.99$, (b) $k_{s}$ when $k_{t}=1 / 200$ and for two experiments $a \rightarrow w, \alpha=0.6$ and $w \rightarrow d, \alpha=0.99$, (c) $\alpha$ when $k_{t}=k_{s}=1 / 200$ and for the experiment $a \rightarrow w$, (d) $\alpha$ when $k_{t}=k_{s}=1 / 200$ and for the experiment $w \rightarrow d$. Reprinted with permission from [4], © 2018 IEEE.
of the Wishart precision matrix $\boldsymbol{\Lambda}_{z}$, for $z \in\{s, t\}$, with scale matrix $\mathbf{M}_{z}$ and $\nu$ degrees of freedom is $\nu \mathbf{M}_{z}$. Consequently, $E\left(\boldsymbol{\Lambda}_{t}\right)=E\left(\boldsymbol{\Lambda}_{s}\right)=I_{d}$, which is a reasonable choice, since the provided datasets of [9] have been normally standardized. Therefore, the only hyperparameter and the most important one is $\alpha(\in(0,1))$, which shows the relatedness between the two domains. Figs. 3.7a and 3.7 b demonstrate that the accuracy is robust for $k_{t} \in(0.005,0.02)$ and $k_{s} \in(0.005,0.02)$, respectively. Figs. 3.7a and 3.7 b are corresponding to two experiments: $a \rightarrow w, \alpha=0.6$ and $w \rightarrow$ $d, \alpha=0.99$. Figs. 3.7c and 3.7d show interesting results. We have already seen similar behavior in the synthetic data as well. In the case of $a \rightarrow w$, accuracy grows smoothly by increasing $\alpha$, reaches the maximum at $\alpha=0.6$, and decreases afterwards. This verifies the fact that the source domain $a$ cannot help the target domain $w$ that much. On the contrary, accuracy increases monotonically in

Fig. 3.7d, in the case of $w \rightarrow d$, and the difference between accuracy for $\alpha=0.01$ and $\alpha=0.99$ is huge. This confirms that the source domain $w$ is very related to the target domain $d$ and helps it a lot. Interestingly, this coincides with the findings from the literature that the two domains $w$ and $d$ are highly related. We choose the values of $\alpha$ in each experiment which give the best accuracy. They are shown in Table 3.2. The values of $\alpha$ in Table 3.2 also reveal the amount of relatedness between any pairs of source and target domains. For example, both $w \rightarrow d$ and $d \rightarrow w$ have high relatedness with $\alpha=0.99$, which has already been verified by other papers as well [72].

### 3.1.9 Conclusion

We constructed a Bayesian transfer learning framework to tackle the supervised transfer learning problem. The proposed Optimal Bayesian Transfer Learning (OBTL) classifier can deal with the lack of labeled data in the target domain and is optimal in this new Bayesian framework since it minimizes the expected classification error. We obtained the closed-form posterior distribution of the target parameters and accordingly the closed-form effective class-conditional densities in the target domain to define the OBTL classifier. As the OBTL's objective function consists of hypergeometric functions of matrix argument, we used the Laplace approximations of those functions to derive a computationally efficient and scalable OBTL classifier, while preserving its superior performance. We compared the performance of the OBTL with its target-only version, OBC, to see how transferring from source to target domain can help. We tested the OBTL classifier with realworld benchmark image datasets and demonstrated its excellent performance compared to other state-of-the-art domain adaption methods.

### 3.2 Optimal Bayesian Transfer Regression

### 3.2.1 Overview

Transfer learning studies effective ways to derive better predictors for a system of interest in a target domain, where there is lack of data, by utilizing data from other related systems as source domain(s). In this section we define a Bayesian transfer learning framework for regression to integrate data between the domains through a joint prior distribution for the source and target parameters. We derive closed-form posteriors of the target parameters integrating both the source and target data, from which closed-form effective joint distributions in the target domain can be derived in terms of generalized hypergeometric functions of matrix argument to define the Optimal Bayesian Transfer Regression (OBTR) operator. We show that the OBTR improves the mean squared error (MSE) when the source and target domains are related on both synthetic and realworld data.

### 3.2.2 Introduction

Traditional machine learning methods assume that the training and test data follow the same probability distribution and work poorly when that assumption does not hold. Transfer learning and domain adaptation techniques attempt to address this issue and have been studied in recent years [65-68]. Suppose we have two domains with different distributions, target domain and source domain. The goal is to design an operator (for classification or regression) in the target domain, assuming that the target domain has a very small number of training data. On the other side, there are plenty of training data in the source domain. If the source data are somehow related to the target data, leveraging those data can benefit the operator design in the target domain. Transfer learning strives to transfer related data and knowledge from the source to the target domain.

The Optimal Bayesian Classifier (OBC) minimizes the expected classification error over an uncertainty class of feature-label distributions [57,58]. We followed the derivation of the OBC (which is for one domain) and developed a Bayesian framework for transfer learning in previous section, in which the relatedness between domains is defined via a joint prior distribution between
the model parameters of the two domains. The Optimal Bayesian Transfer Learning (OBTL) [4] classifier optimally transfers the data and knowledge from source to target domain and yields the minimum expected classification error. The Optimal Bayesian Regression (OBR) proposed in [60] minimizes the expected Mean Squared Error (MSE) over an uncertainty class of joint distributions and outperforms traditional Bayesian Linear Regression (BLR) [94, 95]. In this section we adopt the Bayesian transfer learning framework [4] and propose the Optimal Bayesian Transfer Regression (OBTR) for the target domain utilizing data across domains. We show that it outperforms the OBR in terms of MSE when the data across domains are related. Unlike distribution-free transfer learning methods $[10,70]$, here we are interested in finding optimal regression operators for an assumed class of distributions. We particularly consider Gaussian distributions, with the benefit of having closed-form posterior distributions.

### 3.2.3 Preliminaries

Suppose $\mathbf{x}$ is a $d \times 1$ feature vector and $y$ is the output. A joint process $F(y, \mathbf{x})$ governs the interactions of the output and the features. The goal is to find the optimal operator $\psi(\mathbf{x})$ for the observed point $\mathbf{x}$ which minimizes the $\operatorname{MSE} \operatorname{E}\left[(y-\psi(\mathbf{x}))^{2}\right]$ :

$$
\begin{equation*}
\psi(\mathbf{x})=\underset{\psi \in \mathcal{F}}{\operatorname{argmin}} \mathrm{E}_{F}\left[(y-\psi(\mathbf{x}))^{2}\right], \tag{3.42}
\end{equation*}
$$

where $\mathcal{F}$ denotes the class of all operators. It is well known that the optimal operator is the conditional expectation of $y$ given $\mathbf{x}, \psi(\mathbf{x})=\mathrm{E}_{F}[y \mid \mathbf{x}]$. If $\mathbf{x}$ and $y$ follow a joint Gaussian distribution, the optimal operator becomes linear $[60,94,95]$. Let $\mathbf{z}=\left[y, \mathbf{x}^{\prime}\right]^{\prime}$ be the joint $(d+1) \times 1$ vector which follows the multivariate Gaussian distribution $\mathbf{z} \sim \mathcal{N}(\mu, \boldsymbol{\Sigma})$, where $\mu=\left[\mu_{y}, \mu_{\mathbf{x}}^{\prime}\right]^{\prime}$ and $\boldsymbol{\Sigma}=$ $\left(\begin{array}{l}\boldsymbol{\Sigma}_{y y} \boldsymbol{\Sigma}_{y \mathrm{x}} \\ \boldsymbol{\Sigma}_{y \mathrm{x}}^{\prime} \\ \boldsymbol{\Sigma}_{\mathbf{x x}}\end{array}\right)$. In this case, the distribution of $y$ given $\mathbf{x}$ is another Gaussian: $y \mid \mathbf{x} \sim \mathcal{N}\left(\mu_{y \mid \mathbf{x}}, \Sigma_{y \mid \mathbf{x}}\right)$, where $\mu_{y \mid \mathbf{x}}=\mu_{y}+\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1}\left(\mathbf{x}-\mu_{\mathbf{x}}\right)$ and $\operatorname{Var}(y \mid \mathbf{x})=\boldsymbol{\Sigma}_{y y}-\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1} \boldsymbol{\Sigma}_{y \mathbf{x}}^{\prime}$. As a result, the optimal operator (which is linear) and the minimum mean squared error (MMSE) are given by

$$
\begin{align*}
& \psi(\mathbf{x})=\mu_{y}+\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1}\left(\mathbf{x}-\mu_{\mathbf{x}}\right),  \tag{3.43}\\
& \mathrm{E}_{F}\left[(y-\psi(\mathbf{x}))^{2}\right]=\boldsymbol{\Sigma}_{y y}-\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1} \boldsymbol{\Sigma}_{y \mathbf{x}}^{\prime} .
\end{align*}
$$

Although we know the optimal operator as in (3.43), the true parameters $\mu_{y}, \mu_{\mathbf{x}}, \boldsymbol{\Sigma}_{y y}, \boldsymbol{\Sigma}_{y \mathbf{x}}$, and $\Sigma_{\mathbf{x x}}$ are unknown and need to be estimated from the training data. Let $\hat{\theta}$ denote the estimate of $\theta$ and $\psi_{n}($.$) be the optimal operator with the estimated parameters from n$ training data. In this case,

$$
\begin{equation*}
\psi_{n}(\mathbf{x})=\hat{\mu}_{y}+\hat{\boldsymbol{\Sigma}}_{y \mathbf{x}} \hat{\boldsymbol{\Sigma}}_{\mathbf{x} \mathbf{x}}^{-1}\left(\mathbf{x}-\hat{\mu}_{\mathbf{x}}\right), \tag{3.44}
\end{equation*}
$$

and its $\operatorname{MSE} \mathrm{E}_{F}\left[\left(y-\psi_{n}(\mathbf{x})\right)^{2}\right]$ can be numerically found using test data $(y, \mathbf{x})$ from the process $F(y, \mathbf{x})$. When there is little training data, and $n$ is small for the feature dimension $d$, the estimated parameters, especially the covariance matrices, will not be accurate, leading to a weak operator and higher MSE. Bayesian methods are employed to incorporate prior knowledge in order to compensate for the lack of data.

### 3.2.4 Optimal Bayesian Regression

The Optimal Bayesian Filter (OBF) and Optimal Bayesian Regression (OBR) assume that the joint process $(y, \mathbf{x})$ belongs to an uncertainly class of processes defined by the parameter set $\Theta$, each $\theta \in \Theta$ corresponding to a distribution $F_{\theta}(y, \mathbf{x})$, and the aim is to minimize the MSE relative to $\Theta[60]$. Let $\mathcal{D}=\left\{\left(y_{1}, \mathbf{x}_{1}^{\prime}\right)^{\prime}, \cdots,\left(y_{n}, \mathbf{x}_{n}^{\prime}\right)^{\prime}\right\}$ contain $n$ random training samples and $\pi(\theta, \mathcal{D})$ denote the joint distribution over $\Theta$ and the sampling process. The dependence of $(y, \mathbf{x})$ on $\theta$ is denoted by writing $\left(y_{\theta}, \mathbf{x}_{\theta}\right)$. The OBR is defined as

$$
\begin{equation*}
\psi_{\mathrm{OBR}}(\mathbf{x}, \mathcal{D})=\underset{\psi \in \mathcal{F}}{\operatorname{argmin}} \mathrm{E}_{\pi^{*}} \mathrm{E}_{F}\left[\left(y_{\theta}-\psi\left(\mathbf{x}_{\theta}\right)\right)^{2}\right], \tag{3.45}
\end{equation*}
$$

where the first expectation is relative to the posterior distribution of the parameters given the training data, $\pi^{*}(\theta)=\pi(\theta \mid \mathcal{D})$. The solution to (3.45) is the conditional expectation

$$
\begin{equation*}
\psi_{\mathrm{OBR}}(\mathbf{x}, \mathcal{D})=\mathrm{E}_{\pi^{*}} \mathrm{E}_{F}[y \mid \mathbf{x}, \theta]=\mathrm{E}_{\pi^{*}}[\psi(\mathbf{x}) \mid \theta] \tag{3.46}
\end{equation*}
$$

where $\psi(\mathbf{x})$ is the optimal operator given in (3.42). In the case of the Gaussian distribution, $\psi(\mathbf{x})$ as in (3.43), the OBR is still linear and can be written as

$$
\begin{equation*}
\psi_{\mathrm{OBR}}(\mathbf{x}, \mathcal{D})=\mathrm{E}_{\pi^{*}}\left[\mu_{y}\right]-\mathrm{E}_{\pi^{*}}\left[\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1} \mu_{\mathbf{x}}\right]+\mathrm{E}_{\pi^{*}}\left[\boldsymbol{\Sigma}_{y \mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x x}}^{-1}\right] \mathbf{x} \tag{3.47}
\end{equation*}
$$

It is shown in [60] that the OBR in (3.46) can also be written as

$$
\begin{equation*}
\psi_{\mathrm{OBR}}(\mathbf{x}, \mathcal{D})=\mathrm{E}_{F_{\mathrm{eff}}^{\mathcal{D}}}[y \mid \mathbf{x}], \tag{3.48}
\end{equation*}
$$

where $F_{\text {eff }}^{\mathcal{D}}(y, \mathbf{x})$ is the effective joint distribution of $(y, \mathbf{x})$,

$$
\begin{equation*}
F_{\mathrm{eff}}^{\mathcal{D}}(y, \mathbf{x})=\int_{\Theta} F_{\theta}(y, \mathbf{x}) \pi^{*}(\theta) d \theta \tag{3.49}
\end{equation*}
$$

Suppose $\mathbf{z}=\left[y, \mathbf{x}^{\prime}\right]^{\prime}$ follows the Gaussian distribution $\mathbf{z} \sim \mathcal{N}\left(\mu, \boldsymbol{\Lambda}^{-1}\right)$, where $\mu=\left[\mu_{y}, \mu_{\mathbf{x}}^{\prime}\right]^{\prime}$ and $\boldsymbol{\Lambda}=\boldsymbol{\Sigma}^{-1}=\left(\begin{array}{cc}\boldsymbol{\Lambda}_{y y} & \boldsymbol{\Lambda}_{y \mathrm{x}} \\ \boldsymbol{\Lambda}_{y \mathrm{x}}^{\prime} & \boldsymbol{\Lambda}_{\mathrm{xx}}\end{array}\right)$ is the precision matrix. The uncertain parameters are $\theta=(\mu, \boldsymbol{\Lambda})$. We use the conjugate Gaussian-Wishart prior distribution for $\mu$ and $\boldsymbol{\Lambda}: \boldsymbol{\Lambda} \sim W_{d+1}(\mathbf{M}, \nu)$ and $\mu \mid \Lambda \sim \mathcal{N}\left(\mathbf{m},(\kappa \boldsymbol{\Lambda})^{-1}\right)$, where $\mathbf{M}=\left(\begin{array}{l}\mathbf{M}_{y y} \mathbf{M}_{y \mathrm{x}} \\ \mathbf{M}_{y \mathrm{x}}^{\prime}\end{array} \mathbf{M}_{\mathbf{x x}}.\right)>0$ is the positive-definite scale matrix, $\nu \geq$ $d+1$ is the degrees of freedom, $\mathbf{m}=\left[\mathbf{m}_{y}, \mathbf{m}_{\mathbf{x}}^{\prime}\right]^{\prime}$ is the prior mean, and $\kappa>0$ is a positive scalar. Due to the conjugacy, the posterior of $\theta$ is another Gaussian-Wishart distribution: $\Lambda \mid \mathcal{D} \sim$ $W_{d+1}\left(\mathbf{M}_{n}, \nu_{n}\right)$ and $\mu \mid \boldsymbol{\Lambda}, \mathcal{D} \sim \mathcal{N}\left(\mathbf{m}_{n},\left(\kappa_{n} \boldsymbol{\Lambda}\right)^{-1}\right)$, where $\kappa_{n}=\kappa+n, \nu_{n}=\nu+n, \mathbf{m}_{n}=\frac{\kappa \mathbf{m}+n \overline{\mathbf{z}}}{\kappa+n}$, and $\mathbf{M}_{n}^{-1}=\mathbf{M}^{-1}+S+\frac{\kappa n}{\kappa+n}(\mathbf{m}-\overline{\mathbf{z}})(\mathbf{m}-\overline{\mathbf{z}})^{\prime}$. Here $\overline{\mathbf{z}}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{i}$ is the sample mean and $S=\sum_{i=1}^{n}\left(\mathbf{z}_{i}-\overline{\mathbf{z}}\right)\left(\mathbf{z}_{i}-\overline{\mathbf{z}}\right)^{\prime}$ is the sample covariance matrix. Similar to the derivations in [4,57], the effective joint distribution can be derived as a multivariate student's t-distribution

$$
\begin{equation*}
F_{\text {eff }}^{\mathcal{D}}(\mathbf{z})=\mathcal{T}\left(\nu_{n}-d, \mathbf{m}_{n},\left(\frac{\kappa_{n}\left(\nu_{n}-d\right)}{\kappa_{n}+1} \mathbf{M}_{n}\right)^{-1}\right) \tag{3.50}
\end{equation*}
$$

Lemma 4. [96] Suppose $\mathrm{x} \in \mathbb{R}^{d}$ has a multivariate $t$-distribution $\mathcal{T}(\mathrm{x} ; \nu, \mu, \Sigma)$ with $\nu>0$
degrees of freedom, the location $\mu \in \mathbb{R}^{d}$, and the scale matrix $\Sigma \in \mathbb{R}^{d \times d}$,

$$
\begin{align*}
p(\mathbf{x} \mid \nu, \mu, \boldsymbol{\Sigma}) & =\frac{\Gamma\left(\frac{\nu+d}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)(\nu \pi)^{\frac{d}{2}}|\boldsymbol{\Sigma}|^{\frac{1}{2}}}  \tag{3.51}\\
& \times\left(1+\frac{1}{\nu}(\mathbf{x}-\mu)^{\prime} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\mu)\right)^{-\frac{\nu+d}{2}}
\end{align*}
$$

If $\mathrm{x}=\left[\mathrm{x}_{1}^{\prime}, \mathrm{x}_{2}^{\prime}\right]^{\prime}$ with the dimensions of $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ being $d_{1}$ and $d_{2}$, respectively, and with the corresponding partitions of the location $\mu=\left[\mu_{1}^{\prime}, \mu_{2}^{\prime}\right]^{\prime}$ and scale matrix $\boldsymbol{\Sigma}=\left(\begin{array}{cc}\boldsymbol{\Sigma}_{11} & \boldsymbol{\Sigma}_{12} \\ \boldsymbol{\Sigma}_{12}^{\prime} & \boldsymbol{\Sigma}_{22}\end{array}\right)$, the conditional distribution of $\mathbf{x}_{1}$ given $\mathbf{x}_{2}$ is a t-distribution $p\left(\mathbf{x}_{1} \mid \mathbf{x}_{2}\right)=\mathcal{T}\left(\mathbf{x}_{1} ; \nu_{1 \mid 2}, \mu_{1 \mid 2}, \Sigma_{1 \mid 2}\right)$, where

$$
\begin{aligned}
& \nu_{1 \mid 2}=\nu+d_{2}, \quad \mu_{1 \mid 2}=\mu_{1}+\boldsymbol{\Sigma}_{12} \boldsymbol{\Sigma}_{22}^{-1}\left(\mathbf{x}_{2}-\mu_{2}\right), \\
& \Sigma_{1 \mid 2}=\frac{\nu+\left(\mathbf{x}_{2}-\mu_{2}\right)^{\prime} \boldsymbol{\Sigma}_{22}^{-1}\left(\mathbf{x}_{2}-\mu_{2}\right)}{\nu+d_{2}}\left(\boldsymbol{\Sigma}_{11}-\boldsymbol{\Sigma}_{12} \boldsymbol{\Sigma}_{22}^{-1} \boldsymbol{\Sigma}_{12}^{\prime}\right) .
\end{aligned}
$$

Using (3.48), (3.50), and Lemma 4, the OBR is derived as

$$
\begin{equation*}
\psi_{\mathrm{OBR}}(\mathbf{x})=\mathbf{m}_{n, y}+\Phi_{y \mathbf{x}} \Phi_{\mathbf{x x}}^{-1}\left(\mathbf{x}-\mathbf{m}_{n, \mathbf{x}}\right) \tag{3.52}
\end{equation*}
$$

where $\mathbf{m}_{n}=\left[\mathbf{m}_{n, y}, \mathbf{m}_{n, \mathbf{x}}^{\prime}\right]^{\prime}$ and $\Phi=\left(\begin{array}{cc}\Phi_{y y} & \Phi_{y \mathrm{x}} \\ \Phi_{y \mathrm{x}}^{\prime} & \Phi_{\mathbf{x x}}\end{array}\right)=\frac{\kappa_{n}+1}{\kappa_{n}\left(\nu_{n}-d\right)} \mathbf{M}_{n}^{-1}$.

### 3.2.5 Optimal Bayesian Transfer Regression

Suppose there are a target $t$ and a source $s$ domain, where $\mathbf{z}_{z}=\left[y_{z}, \mathbf{x}_{z}^{\prime}\right]^{\prime}$ and $\mathbf{z}_{z} \sim \mathcal{N}\left(\mu_{z}, \boldsymbol{\Lambda}_{z}^{-1}\right)$ for $z \in\{t, s\}$. We constructed in [4] a Bayesian transfer learning framework and defined the relatedness between the domains by a joint prior distribution for the parameters of the models. We adopt some results of [4] here for the regression problem and refer the readers to [4] for the detailed definitions and proofs, due to the lack of space. Suppose the joint prior distribution

$$
\begin{equation*}
p\left(\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)=p\left(\mu_{t} \mid \boldsymbol{\Lambda}_{t}\right) p\left(\mu_{s} \mid \boldsymbol{\Lambda}_{s}\right) p\left(\boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right) \tag{3.53}
\end{equation*}
$$

where it is assumed $\mu_{t}$ and $\mu_{s}$ are conditionally independent given $\boldsymbol{\Lambda}_{t}$ and $\boldsymbol{\Lambda}_{s}$ in order to have conjugacy and closed-form posteriors. Similar to the one-domain scenario,

$$
\begin{equation*}
\mu_{z} \mid \boldsymbol{\Lambda}_{z} \sim \mathcal{N}\left(\mathbf{m}_{z},\left(\kappa_{z} \boldsymbol{\Lambda}_{z}\right)^{-1}\right) \tag{3.54}
\end{equation*}
$$

The key issue in [4] is to define a joint prior for the two precision matrices $\boldsymbol{\Lambda}_{t}$ and $\boldsymbol{\Lambda}_{s}$ that bridges the two domains in a fully Bayesian framework. The joint distribution for $\boldsymbol{\Lambda}_{t}$ and $\boldsymbol{\Lambda}_{s}$ is defined as

$$
\begin{align*}
& p\left(\boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)=K \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{M}_{t}^{-1}+\mathbf{F}^{\prime} \mathbf{C F}\right) \boldsymbol{\Lambda}_{t}\right) \\
& \times \operatorname{etr}\left(-\frac{1}{2} \mathbf{C}^{-1} \boldsymbol{\Lambda}_{s}\right)\left|\boldsymbol{\Lambda}_{t}\right|^{\frac{\nu-d-2}{2}}\left|\boldsymbol{\Lambda}_{s}\right|^{\frac{\nu-d-2}{2}}{ }_{0} F_{1}\left(\frac{\nu}{2} ; \frac{1}{4} \mathbf{G}\right), \tag{3.55}
\end{align*}
$$

where $\mathbf{M}=\left(\begin{array}{cc}\mathbf{M}_{t} & \mathbf{M}_{t s} \\ \mathbf{M}_{t s}^{\prime} & \mathbf{M}_{s}\end{array}\right)$ is a $2(d+1) \times 2(d+1)$ positive definite scale matrix, $\nu \geq 2(d+1)$ denotes degrees of freedom, $\mathbf{C}=\mathbf{M}_{s}-\mathbf{M}_{t s}^{\prime} \mathbf{M}_{t}^{-1} \mathbf{M}_{t s}, \mathbf{F}=\mathbf{C}^{-1} \mathbf{M}_{t s}^{\prime} \mathbf{M}_{t}^{-1}, \mathbf{G}=\boldsymbol{\Lambda}_{s}{ }^{\frac{1}{2}} \mathbf{F} \boldsymbol{\Lambda}_{t} \mathbf{F}^{\prime} \boldsymbol{\Lambda}_{s}{ }^{\frac{1}{2}}$, and $K^{-1}=2^{(d+1) \nu} \Gamma_{d+1}^{2}\left(\frac{\nu}{2}\right)|\mathbf{M}|^{\frac{\nu}{2}}$. The function ${ }_{0} F_{1}$ is called the matrix-variate generalized hypergeometric function [87]. Furthermore, the marginal distributions of the target and source precision matrices are Wishart: $\boldsymbol{\Lambda}_{z} \sim W_{d+1}\left(\mathbf{M}_{z}, \nu\right)$ for $z \in\{t, s\}$.

Let $\mathcal{D}_{z}=\left\{\mathbf{z}_{z, 1}, \cdots, \mathbf{z}_{z, n_{z}}\right\}$ denote $n_{z}$ training data in the domain $z \in\{t, s\}$. Since we have defined a joint prior, we will also have a joint posterior distribution for $\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}$, and $\boldsymbol{\Lambda}_{s}$ given the two datasets $\mathcal{D}_{t}$ and $\mathcal{D}_{s}$. However, as our aim is to design an operator in the target domain, the source parameters are integrated out in the joint posterior, yielding the posterior distribution of the target parameters $\mu_{t}$ and $\boldsymbol{\Lambda}_{t}$. Having the posterior in the target domain, we use (3.49) to derive the effective joint distribution of $\mathbf{z}=\left[y, \mathbf{x}^{\prime}\right]^{\prime}$ in the target domain. The following theorems are used in the OBTR, with the detailed proofs in [4].

Theorem 5. Given the target $\mathcal{D}_{t}$ and source $\mathcal{D}_{s}$ data, the posterior distribution of target mean $\mu_{t}$ and target precision matrix $\Lambda_{t}$ has a Gaussian-Hypergeometric-function distribution

$$
\begin{align*}
& p\left(\mu_{t}, \boldsymbol{\Lambda}_{t} \mid \mathcal{D}_{t}, \mathcal{D}_{s}\right)= \\
& A\left|\boldsymbol{\Lambda}_{t}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}}{2}\left(\mu_{t}-\mathbf{m}_{t, n}\right)^{\prime} \boldsymbol{\Lambda}_{t}\left(\mu_{t}-\mathbf{m}_{t, n}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}\right|^{\frac{\nu+n_{t}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2} \mathbf{T}_{t}^{-1} \boldsymbol{\Lambda}_{t}\right)  \tag{3.56}\\
& \times{ }_{1} F_{1}\left(\frac{\nu+n_{s}}{2} ; \frac{\nu}{2} ; \frac{1}{2} \mathbf{F} \boldsymbol{\Lambda}_{t} \mathbf{F}^{\prime} \mathbf{T}_{s}\right),
\end{align*}
$$

where $A$ is the constant of proportionality

$$
\begin{align*}
A^{-1} & =\left(\frac{2 \pi}{\kappa_{t, n}}\right)^{\frac{d+1}{2}} 2^{\frac{(d+1)\left(\nu+n_{t}\right)}{2}} \Gamma_{d+1}\left(\frac{\nu+n_{t}}{2}\right)\left|\mathbf{T}_{t}\right|^{\frac{\nu+n_{t}}{2}}  \tag{3.57}\\
& \times{ }_{2} F_{1}\left(\frac{\nu+n_{s}}{2}, \frac{\nu+n_{t}}{2} ; \frac{\nu}{2} ; \mathbf{T}_{s} \mathbf{F T}_{t} \mathbf{F}^{\prime}\right)
\end{align*}
$$

and

$$
\begin{align*}
\kappa_{t, n}= & \kappa_{t}+n_{t}, \quad \mathbf{m}_{t, n}=\frac{\kappa_{t} \mathbf{m}_{t}+n_{t} \overline{\mathbf{z}}_{t}}{\kappa_{t}+n_{t}} \\
\mathbf{T}_{t}^{-1}= & \mathbf{M}_{t}^{-1} \\
& +\mathbf{F}^{\prime} \mathbf{C F}+\mathbf{S}_{t}  \tag{3.58}\\
& +\frac{\kappa_{t} n_{t}}{\kappa_{t}+n_{t}}\left(\mathbf{m}_{t}-\overline{\mathbf{z}}_{t}\right)\left(\mathbf{m}_{t}-\overline{\mathbf{z}}_{t}\right)^{\prime} \\
\mathbf{T}_{s}^{-1}= & \mathbf{C}^{-1}+\mathbf{S}_{s}+\frac{\kappa_{s} n_{s}}{\kappa_{s}+n_{s}}\left(\mathbf{m}_{s}-\overline{\mathbf{z}}_{s}\right)\left(\mathbf{m}_{s}-\overline{\mathbf{z}}_{s}\right)^{\prime}
\end{align*}
$$

with sample means and covariances for $z \in\{s, t\}$ as

$$
\overline{\mathbf{z}}_{z}=\frac{1}{n_{z}} \sum_{i=1}^{n_{z}} \mathbf{z}_{z, i}, \quad \mathbf{S}_{z}=\sum_{i=1}^{n_{z}}\left(\mathbf{z}_{z, i}-\overline{\mathbf{z}}_{z}\right)\left(\mathbf{z}_{z, i}-\overline{\mathbf{z}}_{z}\right)^{\prime}
$$

Theorem 6. The effective joint distribution of $\mathbf{z}=\left[y, \mathbf{x}^{\prime}\right]^{\prime}$ in the target domain is given by

$$
\begin{align*}
& F_{\mathrm{eff}}^{\mathcal{D}_{t}, \mathcal{D}_{s}}(\mathbf{z})=\pi^{-\frac{d+1}{2}}\left(\frac{\kappa_{t, n}}{\kappa_{\mathbf{z}}}\right)^{\frac{d+1}{2}} \Gamma_{d+1}\left(\frac{\nu+n_{t}+1}{2}\right) \\
& \times \Gamma_{d+1}^{-1}\left(\frac{\nu+n_{t}}{2}\right)\left|\mathbf{T}_{\mathbf{z}}\right|^{\frac{\nu+n_{t}+1}{2}}\left|\mathbf{T}_{t}\right|^{-\frac{\nu+n_{t}}{2}}  \tag{3.59}\\
& \times{ }_{2} F_{1}\left(\frac{\nu+n_{s}}{2}, \frac{\nu+n_{t}+1}{2} ; \frac{\nu}{2} ; \mathbf{T}_{s} \mathbf{F} \mathbf{T}_{\mathbf{z}} \mathbf{F}^{\prime}\right) \\
& \times{ }_{2} F_{1}^{-1}\left(\frac{\nu+n_{s}}{2}, \frac{\nu+n_{t}}{2} ; \frac{\nu}{2} ; \mathbf{T}_{s} \mathbf{F} \mathbf{T}_{t} \mathbf{F}^{\prime}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{\mathbf{z}}=\kappa_{t, n}+1=\kappa_{t}+n_{t}+1 \\
& \mathbf{T}_{\mathbf{z}}^{-1}=\mathbf{T}_{t}^{-1}+\frac{\kappa_{t, n}}{\kappa_{t, n}+1}\left(\mathbf{m}_{t, n}-\mathbf{z}\right)\left(\mathbf{m}_{t, n}-\mathbf{z}\right)^{\prime} \tag{3.60}
\end{align*}
$$

The functions ${ }_{1} F_{1}$ and ${ }_{2} F_{1}$ utilized in Theorems 5 and 6 are called Confluent and Gauss hypergeometric functions of matrix argument, respectively [87]. Having derived the effective joint
distribution in our transfer learning framework, we can define the Optimal Bayesian Transfer Regression (OBTR) operator, similar to the OBR in (3.48), as

$$
\begin{equation*}
\psi_{\mathrm{OBTR}}\left(\mathbf{x}, \mathcal{D}_{t}, \mathcal{D}_{s}\right)=\mathrm{E}_{F_{\mathrm{eff}}^{\mathcal{D}_{t}}, \mathcal{D}_{s}}[y \mid \mathbf{x}] . \tag{3.61}
\end{equation*}
$$

Although we have derived a closed-form joint distribution for $\mathbf{z}=\left[y, \mathbf{x}^{\prime}\right]^{\prime}$ in Theorem 6, deriving the closed-form conditional expectation $\mathrm{E}_{{F_{\text {eff }}}_{\mathcal{D}_{t}, \mathcal{D}_{s}}[y \mid \mathbf{x}] \text { in (3.61) is not straightforward if not impos- }}$ sible, since $F_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}(\mathbf{z})$ includes the Gauss hypergeometric functions. Based on the Bayes rule, the conditional distribution is proportional to the joint distribution. Given any test point $\mathbf{x}$, we can sample from $F_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}(y \mid \mathbf{x}) \propto F_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}(y, \mathbf{x})=F_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}(\mathbf{z})$ using a Markov Chain Monte Carlo (MCMC) method and consequently can compute $\mathrm{E}_{\mathrm{F}_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}}[y \mid \mathbf{x}]$ by averaging the generated samples; however, it is not efficient since the costly MCMC process have to be done for every test data point.

We propose a method to use only $d+1$ MCMC processes, which can considerably reduce the computations. Although we do not know the exact formula for the OBTR in (3.61), we know from (3.47) that it is linear in $\mathbf{x}$, since only the posterior distributions of the target parameters are different from the OBR. Therefore, the OBTR has the general linear form

$$
\begin{equation*}
\psi_{\mathrm{OBTR}}\left(\mathbf{x}, \mathcal{D}_{t}, \mathcal{D}_{s}\right)=\alpha+\beta^{\prime} \mathbf{x} \tag{3.62}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R}^{d}$. We use $d+1$ test points to determine $\alpha$ and $\beta$. Let $\mathbf{0}_{d}$ denote the allzero vector. From (3.61) and (3.62), $\alpha$ is derived as $\alpha=\mathrm{E}_{F_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}}\left[y \mid \mathbf{0}_{d}\right]$. Let $\mathbf{e}_{i}=[0, \cdots, 1, \cdots, 0]^{\prime}$ denote the basis vector whose $i$ th entry is one and the rest are zero. The $i$ th entry of the vector $\beta$ can be found from (3.61) and (3.62) as $\beta_{i}=\mathrm{E}_{\mathrm{F}_{\text {eff }}^{\mathcal{D}_{t}, \mathcal{D}_{s}}}\left[y \mid \mathbf{e}_{i}\right]-\alpha$ for each $i \in\{1, \cdots, d\}$. We use Hamiltonian Monte Carlo (MHC) [97], which is more accurate than the Metropolis-Hasting random walk samplers for complex functions since it takes into account the derivative information of the functions as well. Since direct evaluation of the Gauss hypergeometric function is timeconsuming, we use its Laplace approximation, proposed in [4], to speed up the HMC computations. Once $\alpha$ and $\beta$ are derived, there is no need for HMC, and (3.62) can be used to predict any new
test point.

### 3.2.6 Experiments

### 3.2.6.1 Synthetic data

We first compare the MSE results by OBTR and OBR based on simulated data to see how transfer learning can help improve the MSE in the target domain, especially when the number of target training data is small. Let $\mathbf{S}_{t}$ and $\mathbf{S}_{s}$ be our prior beliefs for the covariance matrices of the target and source domains, respectively, which marginally follow Inverse-Wishart distributions. As a result, we choose $\mathbf{M}_{t}^{-1}=(\nu-2(d+1)-1) \mathbf{S}_{t}=(\nu-2 d-3) \mathbf{S}_{t}$ and similarly $\mathbf{M}_{s}^{-1}=(\nu-2 d-$ 3) $\mathbf{S}_{s}$. In the OBTR framework, $\mathbf{M}_{t s}$ has the key transferring role but there is a constraint that the scale matrix $\mathbf{M}=\left(\begin{array}{cc}\mathbf{M}_{t} & \mathbf{M}_{t s} \\ \mathbf{M}_{t s}^{\prime} & \mathbf{M}_{s}\end{array}\right)$ should be positive definite, or equivalently, $\mathbf{M}_{t}-\mathbf{M}_{t s} \mathbf{M}_{s}^{-1} \mathbf{M}_{t s}^{\prime}>0$. For satisfying the positive definiteness of $M$, we consider a special structure which is easier to follow. Suppose $\mathbf{S}_{t}=\mathbf{A}$ and $\mathbf{S}_{s}=k_{s} \mathbf{A}$, where $\mathbf{A} \in \mathbb{R}^{(d+1) \times(d+1)}$ is a symmetric positive definite matrix and $k_{s}>0$. For this structure it can easily be shown that $\mathbf{M}>0$ if $\mathbf{M}_{t s}=\tau\left[\sqrt{k_{s}}(\nu-\right.$ $2 d-3) \mathbf{A}]^{-1}$ and $|\tau|<1$. We see $\tau$ as a representative for the relatedness between the source and target domains. When $\tau=0$, we have $\mathbf{M}_{t s}=\mathbf{0}$, and similar to [4] where we proved that the OBTL reduces to the OBC, here the OBTR becomes identical with the OBR. As a result, there is no transfer learning when $\tau=0$. However, when $|\tau|$ is closer to one, we have a stronger bridge and higher relatedness between the domains, and the abundance of data in the source domain can lead to a much better MSE in the target domain. We consider two simulated examples. In both cases, we set $d=10, \nu=25, \kappa_{t}=\kappa_{s}=100, \mathbf{m}_{t}=\mathbf{0}_{d}$ and $\mathbf{m}_{s}=2 \times \mathbf{1}_{d}$. In case 1 , we use $\mathbf{A}=5 \times I_{d}$, $k_{s}=1$, and $\tau=0.9$. In case 2, we use $k_{s}=2, \tau=0.95, \mathbf{A}_{i i}=2$, and $\mathbf{A}_{i j}=\rho \sqrt{\mathbf{A}_{i i} \mathbf{A}_{j j}}$, for any $i, j=1, \cdots, d+1$ with $\rho=0.7$.

To sample from the prior (3.53) we first sample from a Wishart distribution $W_{2(d+1)}(\mathbf{M}, \nu)$ to get a sample for $\boldsymbol{\Lambda}=\left(\begin{array}{cc}\boldsymbol{\Lambda}_{t} & \boldsymbol{\Lambda}_{t s} \\ \boldsymbol{\Lambda}_{t s}^{\prime} & \boldsymbol{\Lambda}_{s}\end{array}\right)$ and then pick $\left(\boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)$, which is a joint sample from $p\left(\boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}\right)$ in (3.55). Then given $\boldsymbol{\Lambda}_{t}$ and $\boldsymbol{\Lambda}_{s}$, we sample from (3.54) to get samples of $\mu_{t}$ and $\mu_{s}$. Once we have $\mu_{t}, \mu_{s}, \boldsymbol{\Lambda}_{t}$, and $\boldsymbol{\Lambda}_{s}$, we generate 20 different training and test sets. Training sets contain samples from both the target and source domains, but the test set contains only samples from the target


Figure 3.8: Average MSE versus $n_{t}$ for the two cases, assuming $n_{s}=500$. Reprinted with permission from [5], (c) 2018 IEEE.


Figure 3.9: Average MSE versus $n_{s}$ for the two cases, assuming $n_{t}=5$. Reprinted with permission from [5], (c) 2018 IEEE.
domain. We set the size of the test set at $10^{4}$ in the simulations. For each training and test set, we use the OBTR and its target-only version, OBR, and calculate the MSE. Then we average all the errors for 20 different training and test sets. We further repeat this whole process 100 times for different realizations of $\boldsymbol{\Lambda}_{t}, \boldsymbol{\Lambda}_{s}, \mu_{t}$, and $\mu_{s}$, and finally average all the MSE's and return the average MSE.

Figure 3.8 shows the average MSE versus $n_{t}$ for the OBTR and OBR, assuming $n_{s}=500$. We
also include the average MSE of the optimal operator with known true parameters for the sake of comparison. We see that for both cases, the OBTR has better performance than the OBR in the range of small $n_{t}$, which is the reasonable region in transfer learning scenarios with lack of data in the target domain. The OBTR and OBR converge to each other and both to the optimal MSE when $n_{t} \rightarrow \infty$, meaning that we have enough data in the target domain to learn the model well without the need of source data and transfer learning. Figure 3.9 demonstrates the average MSE versus $n_{s}$ for the OBTR and OBR in both cases, assuming $n_{t}=5$. The average MSE of the OBR is constant, as it does not use the source data. For the OBTR, we see that its average MSE decreases monotonically with respect to $n_{s}$ and then converges to a value which pertains to the amount of relatedness between the domains.

### 3.2.6.2 Real-world data

We further test the OBTR and OBR on five benchmark regression datasets: Concrete, Housing, Automobile MPG, Protein, and Yacht, available in the UCI repository. Authors in [10] have generated three different sets of source and target data for each of these datasets. Thus, there are three cases for each dataset, and for each case one set is considered as the target data and the other two as the source data. Table 3.3 shows the Root Mean Squared (RMS) error of the OBR and OBTR with $\tau=0.3,0.5,0.7,0.9,0.99$ averaged over 100 runs. In each run, we randomly choose $n_{t}=10$ training target data, $n_{s}=200$ training source data, and 100 test target data. We first normalize all the features and output in each domain to have zero mean and standard deviation one. For all the cases, we see that the OBTR outperforms the OBR thanks to the relatedness between the domains and transfer learning. Since the data are normalized, we choose the hyperparameters as: $\mathbf{m}_{t}=\mathbf{m}_{s}=\mathbf{0}_{d}, \mathbf{A}=I_{d}$ and $k_{s}=1$. We also choose $\kappa_{t}=n_{t}, \kappa_{s}=n_{s}$, and $\nu=3(d+1)$.

### 3.2.7 Conclusion

In this section, we studied Bayesian transfer learning for regression. We constructed a fully Bayesian transfer learning framework by defining a joint prior distribution over the model parameters of the target and source domains. We proposed the OBTR which optimally transfers the useful

Table 3.3: Average RMS errors on five UCI datasets, each divided into three cases as in [10]. In each case, target and source data are different. Bold font marks the lowest error for the OBR and OBTR with different values of $\tau$. In each case, $n_{t}=10$ and $n_{s}=200$. C 1 means Case 1 . Reprinted with permission from [5], ©2018 IEEE.

| Method | Concrete ( $d=7$ ) |  |  | Housing ( $d=12$ ) |  |  | MPG ( $d=6$ ) |  |  | Protein $(d=8)$ |  |  | Yacht ( $d=5$ ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C 1 | C 2 | C 3 | C 1 | C 2 | C 3 | C 1 | C 2 | C 3 | C 1 | C 2 | C 3 | C 1 | C 2 | C 3 |
| OBR | 11.35 | 12.48 | 14.8 | 5.10 | 5.04 | 8.57 | 2.78 | 3.53 | 4.65 | 5.37 | 5.93 | 6.34 | 0.42 | 1.74 | 16 |
| OBTR, $\tau=0.3$ | 11.2 | 12.2 | 14 | 4.99 | 4. | 8.37 | 2. | 3.50 | 4. | 5.3 | 5. | 6.3 | 2 | 1.73 | 16.21 |
| R, $\tau=0.5$ | 11 | 11.99 | 14.39 | 4. | 4. | 8.08 | 2.68 | 3.46 | 4.48 | 5 | 5.85 | 6.24 | 0.41 | 2 | 16.08 |
| OBTR, $\tau=0.7$ | 10.7 | 11.48 | 13.9 | 4.45 | 4.41 | 7.97 | 2.6 | 3.36 | 4.35 | 5.23 | 5.74 | 6.08 | 0.41 | 1.70 | 15. |
| OBTR, $\tau=0.9$ | 10.5 | 10.93 | 13.2 | 4.22 | 4.16 | 8.25 | 2.52 | 3.23 | 4.21 | 5.10 | 5.56 | 5.92 | 0.39 | 1.65 | 15 |
| OBTR, $\tau=0.99$ | 10.6 | 10.9 | 13. | 4.2 | 4.07 | 8.59 | 2.40 | 3.09 | 4.16 | 5.06 | 5.48 | 5.87 | 0.38 | 1.62 | 14.86 |

knowledge from the source to target domain. We showed by synthetic and real-world data that the OBTR outperforms OBR, its target-only counterpart.

### 3.3 Optimal Bayesian Transfer learning for Count Data

### 3.3.1 Overview

There is often limited amount of omics data to design predictive models in biomedicine. Knowing that these omics data come from underlying processes that may share common pathways and disease mechanisms, it may be beneficial for designing a more accurate and reliable predictor in a target domain of interest, where there is a lack of labeled data, to leverage available data in relevant source domains. In this section, we focus on developing Bayesian transfer learning methods for analyzing next-generation sequencing (NGS) data to help improve predictions in the target domain. We formulate transfer learning in a fully Bayesian framework and define the relatedness by a joint prior distribution of the model parameters of the source and target domains. Defining joint priors acts as a bridge across domains, through which the related knowledge of source data is transferred to the target domain. We focus on RNA-seq discrete count data, which are often overdispersed. To appropriately model them, we consider the Negative Binomial model and propose an Optimal Bayesian Transfer Learning (OBTL) classifier that minimizes the expected classification error in the target domain. We evaluate the performance of the OBTL classifier via both synthetic and cancer data from The Cancer Genome Atlas (TCGA).

### 3.3.2 Introduction

Due to the high dimensionality of omics data, effective predictive models demand a great number of relevant samples, which are difficult and costly to collect. This puts machine learning in bioinformatics in small-sample scenarios [15, 98], imposing critical concerns on the reproducibility of results derived from omics data. It is desired to leverage the shared knowledge of various sources of omics data to design a better predictor in a target domain of interest which suffers from lack of samples. Since the distributions of the source and target data may differ significantly, training on source data and testing on target data will give higher error. Transfer learning and domain adaptation have been introduced to address this issue $[65,67,68]$. Suppose we have two different domains with different distributions, target and source domains. The goal is to design a classifier
in the target domain and evaluate it with the target test data, assuming that the target domain has a very small number of labeled data for training. There may be available labeled training data in other relevant source domains, for example, from relevant disease models or similar studies. Leveraging those data can benefit the training of the classifier in the target domain by transferring useful knowledge from the source to the target domain.

Recently, transfer learning has been used in genomics in order to bring knowledge from mice to the human domain [99]. The authors in [99] have exploited gene expression data for diseases in mice to improve the predictions for similar human diseases and to derive more confident differential gene expression analysis. In [100] the authors have studied how multi-task learning could better predict phenotype-gene associations in Human Phenotype Ontology (HPO) by effectively summarizing the ontology structure, and how transfer learning across HPO and Gene Ontology (GO) could bring useful training information. The study in [101] presents two novel approaches for incorporating information from a secondary domain for improving cancer drug sensitivity prediction in a target domain. The first approach in [101] is based on latent variable cost optimization and the second approach considers polynomial mapping between the two databases. The study in [71] has proposed a transfer learning method for classification and biomarker discovery which transfers the classifications rules between domains and shows better performance in genomics and proteomics than the target-only dataset and also the union of the datasets. The study in [70] considers transfer learning for degenerate biological systems. Degeneracy refers to the phenomenon that structurally different elements of the system perform the same/similar function or yield the same/similar output; the authors of [70] integrate transfer learning and degeneracy under a Bayesian framework and present good predictive accuracy for the relationship between transcription factors and gene expression across multiple cell lines.

Although there are many transfer learning methods in the literature, there is lack of a clear definition of the relatedness between two domains and a rigorous theoretical approach in the sense of minimizing the transfer-based classification error. Most endeavors in this field are based on domain adaptation techniques, which derive another common space in which the target and source
data follow a similar distribution after a space transformation, regardless of considering the classification errors. On previous sections, we followed the framework of the Optimal Bayesian Classifier (OBC) [57,58], which minimizes the expected classification error over an uncertainty class of feature-label distributions in one domain, and developed a Bayesian framework for transfer learning in $[4,5]$, where the relatedness between domains is defined in terms of a joint prior distribution between the model parameters of the corresponding feature-label distributions in the two domains. We then proposed the Optimal Bayesian Transfer Learning (OBTL) classifier, which optimally transfers the knowledge from the source to the target domain and yields the minimum expected classification error. In [4], we addressed the transfer learning for continuous data with the assumption of Gaussian feature-label distributions and derived the OBTL classifier in a closed form in terms of hypergeometric functions of matrix argument.

In this section, we develop an OBTL classifier for count data from next-generation sequencing (NGS), which has been ubiquitous in modern biology and medicine research. NGS provides access to genome-scale expression profiles, such as RNA-seq count data in different samples and conditions, to help derive systematic understanding of cellular mechanisms. As noted, transfer learning has been considered in different biological problems [70,71, 102], for instance, to transfer knowledge from prevalent diseases with much more labeled data to design accurate classifiers for those for which there is little data.

Owing to both technical and biological variations in NGS count data, the Negative Binomial (NB) distribution is well suited for modeling those data and accounts for large dispersion in the data [50, 103-105]. Therefore, we use NB to model feature-label distributions. Our goal is to design an optimal classifier in the target domain using a few labeled target training data as well as available labeled source training data. We define joint prior distributions between the NB mean parameters as well as between the NB shape (inverse of dispersion) parameters in the two domains. Having defined such a joint prior, the posterior distributions of the parameters in the two domains can be obtained simultaneously. As a result, when the source data are related to the target data, they can improve the inference of the target posteriors and lead to a more accurate classifier in the
target domain. Unlike [4], in this section we have no closed-form OBTL classifier. We employ Hamiltonian Monte Carlo (HMC) [97], which is a leading Markov Chain Monte Carlo (MCMC) method, to derive the posterior samples and effective class-conditional densities, on which the OBTL classifier is defined. We compare the OBTL to its corresponding target domain OBC to see when and how transfer learning and source data can help reach a lower error. We also evaluate the OBTL classifier on lung cancer data from The Cancer Genome Atlas (TCGA) [106] to classify two subtypes of non-small cell lung cancer (NSCLC), lung adenocarcinoma (LUAD) versus lung squamous cell carcinoma (LUSC), and observe its performance improvement. We further assess the performance of the OBTL classifier using kidney cancer data from TCGA for the classification of two main subtypes of kidney cancer called kidney renal clear cell carcinoma (KIRC) and kidney renal papillary cell carcinoma (KIRP).

### 3.3.3 Method

### 3.3.3.1 Bayesian Transfer Learning Framework for Count Data

We consider a supervised transfer learning problem in which there are $L$ common classes (labels) in each domain. Let $\mathcal{D}_{s}$ and $\mathcal{D}_{t}$ denote the labeled datasets of the source and target domains with sizes of $N_{s}$ and $N_{t}$, respectively, where $N_{t} \ll N_{s}$. Let $\mathcal{D}_{s}^{l}=\left\{\mathbf{x}_{s, i, j}^{l}\right\}$, where $l \in\{1, \cdots, L\}$, $i \in\{1, \cdots, d\}$, and $j \in\left\{1, \cdots, n_{s}^{l}\right\}$, and $\mathcal{D}_{s}^{l}$ contains the $n_{s}^{l}$ data points with the counts of $d$ genes in the source domain for the class $l$. Similarly, let $\mathcal{D}_{t}^{l}=\left\{\mathbf{x}_{t, i, j}^{l}\right\}$, where $l \in\{1, \cdots, L\}$, $i \in\{1, \cdots, d\}$, and $j \in\left\{1, \cdots, n_{t}^{l}\right\}$, and $\mathcal{D}_{t}^{l}$ contains the $n_{t}^{l}$ data points with the counts of $d$ genes in the target domain for the class $l$. Therefore, $\mathcal{D}_{s}=\bigcup_{l=1}^{L} \mathcal{D}_{s}^{l}, \mathcal{D}_{t}=\bigcup_{l=1}^{L} \mathcal{D}_{t}^{l}, N_{s}=\sum_{l=1}^{L} n_{s}^{l}$, and $N_{t}=\sum_{l=1}^{L} n_{t}^{l}$. We use the Negative Binomial distribution to model the gene expression count data, which are often overdispersed, in each domain:

$$
\begin{equation*}
\mathbf{x}_{z, i, j}^{l} \sim \mathrm{NB}\left(\mu_{z, i}^{l}, r_{z, i}^{l}\right) \tag{3.63}
\end{equation*}
$$

with the probability mass function (PMF)

$$
\begin{align*}
& P\left(\mathbf{x}_{z, i, j}^{l}=k \mid \mu_{z, i}^{l}, r_{z, i}^{l}\right)= \\
& \frac{\Gamma\left(k+r_{z, i}^{l}\right)}{\Gamma\left(r_{z, i}^{l}\right) \Gamma(k+1)}\left(\frac{\mu_{z, i}^{l}}{\mu_{z, i}^{l}+r_{z, i}^{l}}\right)^{k}\left(\frac{r_{z, i}^{l}}{\mu_{z, i}^{l}+r_{z, i}^{l}}\right)^{r_{z, i}^{l}} \tag{3.64}
\end{align*}
$$

where $z \in\{s, t\}$ denotes the source, $s$, or target, $t$, domains; $\Gamma(\cdot)$ is the gamma function which is defined as $\Gamma(z)=\int_{0}^{\infty} x^{z-1} e^{-x} d x$ and for the count value $k$ is equal to $\Gamma(k)=(k-1)!; \mu_{z, i}^{l}$ and $r_{z, i}^{l}$ are respectively the mean and shape parameters of the gene $i$ in domain $z$ and class $l$. The shape parameter $r_{z, i}^{l}$ is the inverse of the dispersion parameter $\phi_{z, i}^{l}\left(r_{z, i}^{l}=1 / \phi_{z, i}^{l}\right)$ of the Negative Binomial model, which accounts for overdispersion in data, meaning that the variance can be much greater than the mean. The mean and variance of $\mathbf{x}_{z, i, j}^{l}$ are

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{x}_{z, i, j}^{l}\right)=\mu_{z, i}^{l}, \quad \operatorname{Var}\left(\mathbf{x}_{z, i, j}^{l}\right)=\mu_{z, i}^{l}+\frac{\left(\mu_{z, i}^{l}\right)^{2}}{r_{z, i}^{l}} . \tag{3.65}
\end{equation*}
$$

## - Prior distributions:

In a Bayesian framework, we need to define prior distributions for the model parameters. For transfer learning, we should define the priors in such a way that the relevant model parameters in different domains relate to each other. We address this issue by defining joint prior distributions between $\mu_{s, i}^{l}$ and $\mu_{t, i}^{l}$ and between $r_{s, i}^{l}$ and $r_{t, i}^{l}$ for any $i \in\{1, \cdots, d\}$ and $l \in\{1, \cdots, L\}$. For computationally feasible inference, we assume that the priors for different genes and classes are independent in each domain. Let $\mu=\left\{\mu_{\{s, t\},\{1: d\}}^{\{1: L\}}\right\}$ and $r=\left\{r_{\{s, t\},\{1: d\}}^{\{1: L\}}\right\}$ denote respectively all the mean and shape parameters of the $d$ genes in $L$ classes and two domains $s$ and $t$. The prior is factorized as

$$
\begin{equation*}
p(\mu, r)=\prod_{l=1}^{L} \prod_{i=1}^{d} p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right) p\left(r_{s, i}^{l}, r_{t, i}^{l}\right) \tag{3.66}
\end{equation*}
$$

where it is assumed that the mean and shape parameters are independent; $p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right)$ is the joint probability distribution between the mean parameters of the source and target domains for the gene $i$ and the class $l$; similarly, $p\left(r_{s, i}^{l}, r_{t, i}^{l}\right)$ is the joint probability distribution between the shape
parameters of the source and target domains for gene $i$ and class $l$.
We need to define joint priors for two sets of positive parameters: $\mu_{s, i}^{l}$ and $\mu_{t, i}^{l}, r_{s, i}^{l}$ and $r_{t, i}^{l}$, so that we can control the amount of correlation between them to simulate weaker to stronger dependency between the features of the two domains. One way of deriving such a joint prior is to integrate out the off-diagonal entry of a $2 \times 2$ Wishart matrix, which yields the joint distribution of its diagonal entries, which are both positive. Their correlation can be altered by defining an appropriate scale matrix.

Definition 3. A random $d \times d$ symmetric positive-definite matrix $\boldsymbol{\Lambda}$ has a nonsingular Wishart distribution with $\nu$ degrees of freedom, $W_{d}(\mathbf{M}, \nu)$, if $\nu \geq d$ and $\mathbf{M}$ is a $d \times d$ positive-definite matrix ( $M>0$ ), and the density is

$$
\begin{equation*}
p(\boldsymbol{\Lambda})=\left[2^{\frac{\nu d}{2}} \Gamma_{d}\left(\frac{\nu}{2}\right)|\mathbf{M}|^{\frac{\nu}{2}}\right]^{-1}|\boldsymbol{\Lambda}|^{\frac{\nu-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2} \mathbf{M}^{-1} \boldsymbol{\Lambda}\right) \tag{3.67}
\end{equation*}
$$

where $|\mathbf{A}|$ is the determinant of $\mathbf{A}, \operatorname{etr}(\mathbf{A})=\exp (\operatorname{tr}(\mathbf{A}))$ and $\Gamma_{d}(\alpha)$ is the multivariate gamma function given by $\Gamma_{d}(\alpha)=\pi^{\frac{d(d-1)}{4}} \prod_{i=1}^{d} \Gamma\left(\alpha-\frac{i-1}{2}\right)$.

If $\operatorname{Vec}(\boldsymbol{\Lambda})$ denotes the $d^{2} \times 1$ vectorized representation of $\boldsymbol{\Lambda}$ by stacking the columns of the matrix $\Lambda$ on top of one another, then

$$
\begin{equation*}
\operatorname{Cov}[\operatorname{Vec}(\boldsymbol{\Lambda})]=\nu[\mathbf{M} \otimes \mathbf{M}]\left[I_{d^{2}}+T\right] \tag{3.68}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker product and $I_{d^{2}}$ is the identity matrix of size $d^{2}$. Here $T$ is the transpose operator, i.e., $T \operatorname{Vec}(\mathbf{A})=\operatorname{Vec}\left(\mathbf{A}^{\prime}\right)$, which can be written in terms of basis vectors $e_{i}$, for $i \in\{1, \cdots, d\}$ (a column vector whose $i$ th entry is one and the remaining entries are zeros), as

$$
\begin{equation*}
T=\sum_{i=1}^{d} \sum_{j=1}^{d}\left[e_{j} \otimes e_{i}\right]\left[e_{i} \otimes e_{j}\right]^{\prime} \tag{3.69}
\end{equation*}
$$

Lemma 5. [85]: If $\boldsymbol{\Lambda} \sim W_{d}(\mathbf{M}, \nu)$, and $\mathbf{A}$ is an $r \times d$ matrix of rank $r$, where $r \leq d$, then $\mathbf{A} \mathbf{\Lambda} \mathbf{A}^{\prime} \sim W_{r}\left(\mathbf{A M A}^{\prime}, \nu\right)$.

Corollary 2. If $\boldsymbol{\Lambda} \sim W_{2}(\mathbf{M}, \nu), \boldsymbol{\Lambda}=\left(\begin{array}{c}\lambda_{11} \\ \lambda_{12} \\ \lambda_{22}\end{array}\right)$, and $\mathbf{M}=\left(\begin{array}{cc}m_{11} m_{12} \\ m_{12} & m_{22}\end{array}\right)$, then $\lambda_{i i} \sim m_{i i} \chi_{\nu}^{2}$ for $i=1,2$, where $\chi_{\nu}^{2}$ denotes the Chi-squared distribution with $\nu$ degrees of freedom. As a result, their mean and variance are $\mathrm{E}\left(\lambda_{i i}\right)=\nu m_{i i}$ and $\operatorname{Var}\left(\lambda_{i i}\right)=2 \nu m_{i i}^{2}$ for $i=1,2$, which can also be verified by (3.68). Furthermore, based on (3.68), the covariance and correlation between $\lambda_{11}$ and $\lambda_{22}$ are respectively

$$
\begin{equation*}
\operatorname{Cov}\left(\lambda_{11}, \lambda_{22}\right)=2 \nu m_{12}^{2}, \quad \rho_{\lambda}=\frac{m_{12}^{2}}{m_{11} m_{22}} \tag{3.70}
\end{equation*}
$$

Theorem 7. [86]: Let $\Lambda=\left(\begin{array}{ll}\lambda_{11} & \lambda_{12} \\ \lambda_{12} & \lambda_{22}\end{array}\right)$ be a $2 \times 2$ Wishart random matrix with $\nu \geq 2$ degrees of freedom and positive-definite scale matrix $\mathbf{M}=\binom{m_{11}}{m_{12} m_{12}}$. The joint distribution of the two diagonal entries $\lambda_{11}$ and $\lambda_{22}$ have density function given by

$$
\begin{align*}
& p\left(\lambda_{11}, \lambda_{22}\right)= \\
& K \exp \left(-\frac{1}{2}\left(m_{11}^{-1}+c_{2} f^{2}\right) \lambda_{11}\right) \exp \left(-\frac{1}{2} c_{2}^{-1} \lambda_{22}\right)  \tag{3.71}\\
& \times\left(\lambda_{11}\right)^{\frac{\nu}{2}-1}\left(\lambda_{22}\right)^{\frac{\nu}{2}-1}{ }_{0} F_{1}\left(\frac{\nu}{2} ; \frac{1}{4} g\right),
\end{align*}
$$

where $c_{2}=m_{22}-m_{12}^{2} m_{11}^{-1}, f=c_{2}^{-1} m_{12} m_{11}^{-1}, g=f^{2} \lambda_{11} \lambda_{22}, K^{-1}=2^{\nu} \Gamma^{2}\left(\frac{\nu}{2}\right)|\mathbf{M}|^{\frac{\nu}{2}}$, and ${ }_{0} F_{1}$ is the generalized hypergeometric function [87].

Definition 4. [87]: The generalized hypergeometric function is defined by

$$
\begin{align*}
{ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ;\right. & \left.b_{1}, \cdots, b_{q} ; x\right) \\
& =\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{x^{k}}{k!}, \tag{3.72}
\end{align*}
$$

where $a_{i}, i=1, \cdots, p$, and $b_{j}, j=1, \cdots, q$, are arbitrary numbers and $(a)_{k}=a(a+1) \cdots(a+$ $k-1), k=1,2, \cdots$ is the Pochhammer symbol with $(a)_{0}=1$.

Some special cases of generalized hypergeometric functions (3.72) are

$$
\begin{align*}
& { }_{0} F_{0}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=\exp (x), \\
& { }_{1} F_{0}(a ; x)=\sum_{k=0}^{\infty} \frac{(a)_{k} x^{k}}{k!}=(1-x)^{-a},|x|<1,  \tag{3.73}\\
& { }_{0} F_{1}(b ; x)=\sum_{k=0}^{\infty} \frac{x^{k}}{(b)_{k} k!},
\end{align*}
$$

where ${ }_{0} F_{1}(b ; x)$ is called the confluent hypergeometric limit function, which is closely related to the Bessel functions:

$$
\begin{equation*}
J_{\alpha}(x)=\frac{\left(\frac{x}{2}\right)^{\alpha}}{\Gamma(\alpha+1)}{ }_{0} F_{1}\left(\alpha+1 ;-\frac{1}{4} x^{2}\right) \tag{3.74}
\end{equation*}
$$

Now, using Corollary 2 and Theorem 7, for every gene $i \in\{1, \cdots, d\}$ and class $l \in\{1, \cdots, L\}$, we can define the following joint prior for $\mu_{s, i}^{l}$ and $\mu_{t, i}^{l}$ :

$$
\begin{align*}
& p\left(\mu_{s, i}^{l} \mu_{t, i}^{l}\right)=K_{\mu, i}^{l} \exp \left(-\frac{\mu_{s, i}^{l}}{2 m_{s, i}^{l}\left(1-\rho_{\mu, i}^{l}\right)}\right) \\
& \times \exp \left(-\frac{\mu_{t, i}^{l}}{2 m_{t, i}^{l}\left(1-\rho_{\mu, i}^{l}\right)}\right)\left(\mu_{s, i}^{l}\right)^{\frac{\nu_{\mu}}{2}-1}\left(\mu_{t, i}^{l}\right)^{\frac{\nu_{\mu}}{2}-1}  \tag{3.75}\\
& \times{ }_{0} F_{1}\left(\frac{\nu_{\mu}}{2} ; \frac{\rho_{\mu, i}^{l}}{4 m_{s, i}^{l} m_{t, i}^{l}\left(1-\rho_{\mu, i}^{l}\right)^{2}} \mu_{s, i}^{l} \mu_{t, i}^{l}\right)
\end{align*}
$$

where $\mathrm{E}\left(\mu_{z, i}^{l}\right)=\nu_{\mu} m_{z, i}^{l}, \operatorname{Var}\left(\mu_{z, i}^{l}\right)=2 \nu_{\mu}\left(m_{z, i}^{l}\right)^{2}$ for $z \in\{s, t\}$, and $\operatorname{Corr}\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right)=\rho_{\mu, i}^{l}$. Similarly, for every gene $i \in\{1, \cdots, d\}$ and class $l \in\{1, \cdots, L\}$, we can define the following joint prior for $r_{s, i}^{l}$ and $r_{t, i}^{l}$ :

$$
\begin{align*}
& p\left(r_{s, i}^{l}, r_{t, i}^{l}\right)=K_{r, i}^{l} \exp \left(-\frac{r_{s, i}^{l}}{2 s_{s, i}^{l}\left(1-\rho_{r, i}^{l}\right)}\right) \\
& \times \exp \left(-\frac{r_{t, i}^{l}}{2 s_{t, i}^{l}\left(1-\rho_{r, i}^{l}\right)}\right)\left(r_{s, i}^{l}\right)^{\frac{\nu_{r}}{2}-1}\left(r_{t, i}^{l}\right)^{\frac{\nu_{r}}{2}-1}  \tag{3.76}\\
& \times{ }_{0} F_{1}\left(\frac{\nu_{r}}{2} ; \frac{\rho_{r, i}^{l}}{4 s_{s, i}^{l} s_{t, i}^{l}\left(1-\rho_{r, i}^{l}\right)^{2}} r_{s, i}^{l} r_{t, i}^{l}\right)
\end{align*}
$$



Figure 3.10: Dependency of the source and target domains through their mean and shape parameters for any gene $i \in\{1, \cdots, d\}$ and class $l \in\{1, \cdots, L\}$. Reprinted with permission from [6], ©(2019 IEEE.
where $\mathrm{E}\left(r_{z, i}^{l}\right)=\nu_{r} s_{z, i}^{l}, \operatorname{Var}\left(r_{z, i}^{l}\right)=2 \nu_{r}\left(s_{z, i}^{l}\right)^{2}$ for $z \in\{s, t\}$, and $\operatorname{Corr}\left(r_{s, i}^{l}, r_{t, i}^{l}\right)=\rho_{r, i}^{l}$.
Dependency of the source and target domains through their mean and shape parameters is shown in Fig. 3.10. Defining joint prior distributions for the mean and shape parameters connects the two domains through which the knowledge of rich source data can be transferred by improving the posterior distributions of the target parameters. The OBTL uses the improved posteriors of the target parameters to yield better prediction accuracy whenever the source domain is related to the target domain.

- Posteriors of Target Parameters:

Independent assumptions for all the genes $i \in\{1, \cdots, d\}$, classes $l \in\{1, \cdots, L\}$, domains $z \in\{s, t\}$, and samples $j \in\left\{1, \cdots, n_{z}^{l}\right\}$ is similarly adopted for the joint data likelihood function:

$$
\begin{equation*}
P\left(\mathcal{D}_{s}, \mathcal{D}_{t} \mid \mu, r\right)=\prod_{z \in\{s, t\}} \prod_{l=1}^{L} \prod_{i=1}^{d} \prod_{j=1}^{n_{z}^{l}} P\left(\mathbf{x}_{z, i, j}^{l} \mid \mu_{z, i}^{l}, r_{z, i}^{l}\right) \tag{3.77}
\end{equation*}
$$

Therefore, the posteriors of different genes in different classes can be factorized as

$$
\begin{align*}
& p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}, r_{s, i}^{l}, r_{t, i}^{l} \mid \mathcal{D}_{s}^{l}, \mathcal{D}_{t}^{l}\right) \propto \\
& p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right) p\left(r_{s, i}^{l}, r_{t, i}^{l}\right) \prod_{z \in\{s, t\}} \prod_{j=1}^{n_{z}^{l}} P\left(\mathbf{x}_{z, i, j}^{l} \mid \mu_{z, i}^{l}, r_{z, i}^{l}\right) \tag{3.78}
\end{align*}
$$

for all $i \in\{1, \cdots, d\}$ and $l \in\{1, \cdots, L\}$. Since we are interested in the posteriors of the target parameters for the sake of classification in the target domain, we can derive them by integrating out the source parameters in the joint posterior (3.78) as

$$
\begin{align*}
& p\left(\mu_{t, i}^{l}, r_{t, i}^{l} \mid \mathcal{D}_{s}^{l}, \mathcal{D}_{t}^{l}\right) \propto \int_{\mu_{s, i}^{l}} \int_{r_{s, i}^{l}} p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right) p\left(r_{s, i}^{l}, r_{t, i}^{l}\right) \\
& \times \prod_{z \in\{s, t\}} \prod_{j=1}^{n_{z}^{l}} P\left(\mathbf{x}_{z, i, j}^{l} \mid \mu_{z, i}^{l}, r_{z, i}^{l}\right) d \mu_{s, i}^{l} d r_{s, i}^{l} . \tag{3.79}
\end{align*}
$$

Since the joint prior is not conjugate for the joint likelihood, the joint posterior, and consequently the target posteriors will not have closed forms. We utilize Markov Chain Monte Carlo (MCMC) methods to obtain posterior samples in the target domain. We use Hamiltonian Monte Carlo (HMC) [97], which has a superior performance to random walk MCMC samplers. To this end, we employ the STAN software [107], which has efficiently implemented the HMC.

### 3.3.3.2 Effective Class-Conditional Densities

For the optimal Bayesian classifier [57, 58], using the posterior predictive densities of the classes, called "effective class-conditional densities", leads to optimal classifiers to minimize the Bayesian expected errors of the classifiers. Similarly, we can derive the effective class-conditional densities for defining the OBTL classifier in the target domain, albeit, with the posterior of the target parameters derived from both the target and source samples.

Suppose that $\mathbf{x}$ denotes a $d \times 1$ new observed data point in the target domain, and we aim to optimally classify it to one of the classes $l \in\{1, \cdots, L\}$. In the context of the OBC, we need the effective class-conditional densities (or posterior predictive densities) of the $L$ classes, defined as

$$
\begin{equation*}
p(\mathbf{x} \mid l)=\int_{\mu_{t}^{l}, r_{t}^{l}} p\left(\mathbf{x} \mid \mu_{t}^{l}, r_{t}^{l}\right) \pi^{\star}\left(\mu_{t}^{l}, r_{t}^{l}\right) d \mu_{t}^{l} d r_{t}^{l}, \tag{3.80}
\end{equation*}
$$

for $l \in\{1, \cdots, L\}$, where $\pi^{\star}\left(\mu_{t}^{l}, r_{t}^{l}\right)=p\left(\mu_{t}^{l}, r_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)$ is the posterior of $\left(\mu_{t}^{l}, r_{t}^{l}\right)$ upon observation of $\mathcal{D}_{t}^{l}$ and $\mathcal{D}_{s}^{l}$. Since we do not have the closed form of the posterior $\pi^{\star}\left(\mu_{t}^{l}, r_{t}^{l}\right)$, we cannot do the integration of (3.80) in closed form. Instead, we use the posterior samples that were generated by

HMC sampling to approximate the integration of (3.80). Suppose we have $N$ posterior samples from all of $d$ genes in $L$ classes. Then the approximation is given by:

$$
\begin{equation*}
p(\mathbf{x} \mid l)=\frac{1}{N} \sum_{j=1}^{N} \prod_{i=1}^{d} p\left(\mathbf{x}_{i} \mid \bar{\mu}_{t, i, j}^{l}, \bar{r}_{t, i, j}^{l}\right) \tag{3.81}
\end{equation*}
$$

where $\bar{\mu}_{t, i, j}^{l}$ and $\bar{r}_{t, i, j}^{l}$ are the $j$ th posterior sample of gene $i$ in class $l$ of the target domain for the mean and shape parameters, respectively. We denote the effective class-conditional density of the OBTL by $O_{\mathrm{OBTL}}(\mathbf{x} \mid l)=p(\mathbf{x} \mid l)$.

### 3.3.3.3 Optimal Bayesian Transfer Learning Classifier

Let $c_{t}^{l}$ be the prior probability that the target sample $\mathbf{x}$ belongs to the class $l \in\{1, \cdots, L\}$. Since $0<c_{t}^{l}<1$ and $\sum_{l=1}^{L} c_{t}^{l}=1$, a Dirichlet prior is assumed:

$$
\begin{equation*}
\left(c_{t}^{1}, \cdots, c_{t}^{L}\right) \sim \operatorname{Dir}\left(L, \xi_{t}\right), \tag{3.82}
\end{equation*}
$$

where $\xi_{t}=\left(\xi_{t}^{1}, \cdots, \xi_{t}^{L}\right)$ are the concentration parameters, and $\xi_{t}^{l}>0$ for $l \in\{1, \cdots, L\}$. As the Dirichlet distribution is a conjugate prior for the categorical distribution, upon observing $\mathbf{n}=$ $\left(n_{t}^{1}, \cdots, n_{t}^{L}\right)$ data for class $l$ in the target domain, the posterior has a Dirichlet distribution:

$$
\begin{align*}
\pi^{\star}=\left(c_{t}^{1}, \cdots, c_{t}^{L} \mid \mathbf{n}\right) & \sim \operatorname{Dir}\left(L, \xi_{t}+\mathbf{n}\right)  \tag{3.83}\\
& =\operatorname{Dir}\left(L, \xi_{t}^{1}+n_{t}^{1}, \cdots, \xi_{t}^{L}+n_{t}^{L}\right)
\end{align*}
$$

with the posterior mean of $c_{t}^{l}$ as

$$
\begin{equation*}
\mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right)=\frac{\xi_{t}^{l}+n_{t}^{l}}{N_{t}+\xi_{t}^{0}}, \tag{3.84}
\end{equation*}
$$

where $N_{t}=\sum_{l=1}^{L} n_{t}^{l}$ and $\xi_{t}^{0}=\sum_{l=1}^{L} \xi_{t}^{l}$. As such, the optimal Bayesian transfer learning (OBTL) classifier for any new unlabeled sample $\mathbf{x}$ in the target domain is defined as

$$
\begin{equation*}
\Psi_{\mathrm{OBTL}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} \mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right) O_{\mathrm{OBTL}}(\mathbf{x} \mid l), \tag{3.85}
\end{equation*}
$$

which minimizes the expected error of the classifier in the target domain, that is, $\mathrm{E}_{\pi^{\star}}\left[\varepsilon\left(\Theta_{t}, \Psi_{\mathrm{OBTL}}\right)\right] \leq$ $\mathrm{E}_{\pi^{\star}}\left[\varepsilon\left(\Theta_{t}, \Psi\right)\right]$, where $\varepsilon\left(\Theta_{t}, \Psi\right)$ is the error of any arbitrary classifier $\Psi$ assuming the parameters $\Theta_{t}=\left\{c_{t}^{\{1: L\}}, \mu_{t,\{1: d\}}^{\{1: L\}}, r_{t,\{1: d\}}^{\{1: L\}}\right\}$ of the feature-label distribution in the target domain, and the expectation is over the posterior $\pi^{\star}$ of $\Theta_{t}$.

If we do not have any prior knowledge for the selection of classes, we use the same concentration parameter for all the classes: $\xi_{t}=(\xi, \cdots, \xi)$. Hence, if the number of samples in each class is the same, $n_{t}^{1}=\cdots=n_{t}^{L}$, the first term $\mathrm{E}_{\pi^{\star}}$ is the same for all the classes and (3.85) is reduced to:

$$
\begin{equation*}
\Psi_{\mathrm{OBTL}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} O_{\mathrm{OBTL}}(\mathbf{x} \mid l) . \tag{3.86}
\end{equation*}
$$

### 3.3.3.4 OBC in Target Domain

To see how the source data can help improve the performance, we compare the OBTL classifier with the OBC when there is only the target domain. Using Corollary 1 and exactly the same modeling and parameters as the OBTL, the priors for $\mu_{t, i}^{l}$ and $r_{t, i}^{l}$ are scaled Chi-squared distributions:

$$
\begin{align*}
\mu_{t, i}^{l} & \sim m_{t, i}^{l} \mathcal{X}_{\nu_{\mu}}^{2},  \tag{3.87}\\
r_{t, i}^{l} & \sim s_{t, i}^{l} \mathcal{X}_{\nu_{r}}^{2}
\end{align*}
$$

with the probability density functions

$$
\begin{gather*}
p\left(\mu_{t, i}^{l}\right)=\left[\left(2 m_{t, i}^{l}\right)^{\frac{\nu_{\mu}}{2}} \Gamma\left(\frac{\nu_{\mu}}{2}\right)\right]^{-1} \mu_{t, i}^{l} \frac{\nu_{\mu}}{2}-1 \\
\exp \left(\frac{-\mu_{t, i}^{l}}{2 m_{t, i}^{l}}\right),  \tag{3.88}\\
p\left(r_{t, i}^{l}\right)=\left[\left(2 s_{t, i}^{l}\right)^{\frac{\nu_{r}}{2}} \Gamma\left(\frac{\nu_{r}}{2}\right)\right]^{-1} r_{t, i}^{l} \frac{\nu_{r}-1}{2}-\exp \left(\frac{-r_{t, i}^{l}}{2 s_{t, i}^{l}}\right) .
\end{gather*}
$$

Let $\mu=\left\{\mu_{t,\{1: d\}}^{\{1: L\}}\right\}$ and $r=\left\{r_{t,\{1: d\}}^{\{1: L\}}\right\}$ denote respectively all the mean and shape parameters of the $d$ genes in $L$ classes in the target domain. The prior is factorized as

$$
\begin{equation*}
p(\mu, r)=\prod_{l=1}^{L} \prod_{i=1}^{d} p\left(\mu_{t, i}^{l}\right) p\left(r_{t, i}^{l}\right) . \tag{3.89}
\end{equation*}
$$

The likelihood of the target data is

$$
\begin{equation*}
P\left(\mathcal{D}_{t} \mid \mu, r\right)=\prod_{l=1}^{L} \prod_{i=1}^{d} \prod_{j=1}^{n_{t}^{l}} P\left(\mathbf{x}_{t, i, j}^{l} \mid \mu_{t, i}^{l}, r_{t, i}^{l}\right) . \tag{3.90}
\end{equation*}
$$

Therefore, the posteriors of different genes in different classes can be factorized as

$$
\begin{align*}
& p\left(\mu_{t, i}^{l}, r_{t, i}^{l} \mid \mathcal{D}_{t}^{l}\right) \propto \\
& p\left(\mu_{t, i}^{l}\right) p\left(r_{t, i}^{l}\right) \prod_{j=1}^{n_{t}^{l}} P\left(\mathbf{x}_{t, i, j}^{l} \mid \mu_{t, i}^{l}, r_{t, i}^{l}\right), \tag{3.91}
\end{align*}
$$

for all $i \in\{1, \cdots, d\}$ and $l \in\{1, \cdots, L\}$. Similar to the OBTL, here also we cannot derive the posteriors in closed forms and use HMC to get samples from the posteriors of the parameters $\mu_{t, i}^{l}$ and $r_{t, i}^{l}$, for all $i \in\{1, \cdots, d\}$ and $l \in\{1, \cdots, L\}$. Then using (3.81) yields us the effective class-conditional density of the OBC , which we denote by $O_{\mathrm{OBC}}(\mathbf{x} \mid l)$.

The multi-class OBC [90], under a zero-one loss function, is defined as

$$
\begin{equation*}
\Psi_{\mathrm{OBC}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} \mathrm{E}_{\pi^{\star}}\left(c_{t}^{l}\right) O_{\mathrm{OBC}}(\mathbf{x} \mid l) . \tag{3.92}
\end{equation*}
$$

Similar to the OBTL, in the case of equal prior probabilities for the classes,

$$
\begin{equation*}
\Psi_{\mathrm{OBC}}(\mathbf{x})=\arg \max _{l \in\{1, \cdots, L\}} O_{\mathrm{OBC}}(\mathbf{x} \mid l) . \tag{3.93}
\end{equation*}
$$

For binary classification, the definition of the OBC in (3.92) is equivalent to the definition in [57], where it is defined to be the binary classifier possessing the minimum Bayesian mean square error estimate [64] relative to the posterior distribution.

If the correlations between the mean and shape parameters of the target and source domains are zero for all the genes in all the classes, that is, $\rho_{\mu, i}^{l}=0$ and $\rho_{r, i}^{l}=0$, for $i \in\{1, \cdots, d\}$ and $l \in\{1, \cdots, L\}$, then the joint priors for the OBTL in (3.75) and (3.76) become $p\left(\mu_{s, i}^{l}, \mu_{t, i}^{l}\right)=$ $p\left(\mu_{s, i}^{l}\right) p\left(\mu_{t, i}^{l}\right)$ and $p\left(r_{s, i}^{l}, r_{t, i}^{l}\right)=p\left(r_{s, i}^{l}\right) p\left(r_{t, i}^{l}\right)$, indicating that all the mean and shape parameters
are independent between the two domains. Having independent priors and likelihoods leads to independent posteriors for the two domains. In other words, source data cannot help improve the target posteriors and the target posterior is identical to the OBC in the target domain. Therefore, the OBTL becomes identical to the OBC. On the contrary, if we have higher correlations between the parameters of the two domains, that is, $\rho_{\mu, i}^{l}$ and $\rho_{r, i}^{l}$ are closer to 1 , then more knowledge from the source domain is transferred to the target and the OBTL yields much better performance than the OBC.

### 3.3.4 Experiments and Discussion

### 3.3.4.1 Synthetic datasets

We consider a simulation setup and evaluate the OBTL classifiers by average classification error with different joint prior densities modeling the relatedness of the source and target domains. Unless mentioned, the feature dimension is $d=5$, the number of classes in each domain is $L=2$, the number of source training data per class is $n_{s}=n_{s}^{l}=100$, the number of target training data per class is $n_{t}=n_{t}^{l}=5$, for $l \in\{1,2\}$. We set $\nu_{\mu}=\nu_{r}=4, m_{t, i}^{1}=1000 / \nu_{\mu}, m_{t, i}^{2}=1500 / \nu_{\mu}$, $m_{s, i}^{1}=5000 / \nu_{\mu}, m_{s, i}^{2}=6000 / \nu_{\mu}, s_{t, i}^{1}=s_{t, i}^{2}=1 / \nu_{r}$, and $s_{t, i}^{1}=s_{t, i}^{2}=0.5 / \nu_{r}$ for all the genes $i \in\{1, \cdots, d\}$. As such, the expected values of the parameters are $\mathrm{E}\left(\mu_{t, i}^{1}\right)=1000, \mathrm{E}\left(\mu_{t, i}^{2}\right)=1500$, $\mathrm{E}\left(\mu_{s, i}^{1}\right)=5000, \mathrm{E}\left(\mu_{s, i}^{2}\right)=6000, \mathrm{E}\left(r_{t, i}^{1}\right)=\mathrm{E}\left(r_{t, i}^{2}\right)=1$, and $\mathrm{E}\left(r_{s, i}^{1}\right)=\mathrm{E}\left(r_{s, i}^{2}\right)=0.5$ for all $i \in\{1, \cdots, d\}$. The variances of the parameters are $\operatorname{Var}\left(\mu_{z, i}^{l}\right)=2\left[\mathrm{E}\left(\mu_{z, i}^{l}\right)\right]^{2} / \nu_{\mu}$ and $\operatorname{Var}\left(r_{z, i}^{l}\right)=$ $2\left[\mathrm{E}\left(r_{z, i}^{l}\right)\right]^{2} / \nu_{r}$ for $z \in\{s, t\}, l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. All simulations assume equal prior probabilities for the classes, so we use (3.86) and (3.93) for the OBTL classifier and OBC, respectively.

We evaluate the prediction performance according to the common evaluation procedure of Bayesian learning by average classification error. To sample from the prior (3.75) we first sample from a Wishart distribution $W_{2}\left(\mathbf{M}_{i}^{l}, \nu^{l}\right)$ with the scale matrix of $\mathbf{M}_{i}^{l}=\left(\begin{array}{cc}m_{t, i}^{l} & m_{t s, i}^{l} \\ m_{t s, i}^{l} & m_{s, i}^{l}\end{array}\right)$, where $m_{t s, i}^{l}=$ $\sqrt{\rho_{\mu, i}^{l} m_{t, i}^{l} m_{s, i}^{l}}$, to get a sample for $\Lambda_{i}^{l}=\left(\begin{array}{cc}\mu_{t, i}^{l} \mu_{t s, i}^{l} \\ \mu_{t s, i}^{l} & \mu_{s, i}^{l}\end{array}\right)$, for each class $l=1,2$ and each gene $i \in$ $\{1, \cdots, d\}$. We then pick $\left(\mu_{t, i}^{l}, \mu_{s, i}^{l}\right)$, which is a joint sample from $p\left(\mu_{t, i}^{l}, \mu_{s, i}^{l}\right)$ in (3.75). Similarly,
to sample from the prior (3.76), we first sample from a Wishart distribution $W_{2}\left(\mathbf{S}_{i}^{l}, \nu^{l}\right)$ with the scale matrix of $\mathbf{S}_{i}^{l}=\left(\begin{array}{c}s_{t, i}^{l} \\ s_{t s, i}^{l} \\ s_{t s, i}^{l} \\ s_{s, i}^{l}\end{array}\right)$, where $s_{t s, i}^{l}=\sqrt{\rho_{r, i}^{l} s_{t, i}^{l} l_{s, i}^{l}}$, to get a sample for $\mathbf{R}_{i}^{l}=\left(\begin{array}{cc}r_{t, i}^{l} & r_{t s, i}^{l} \\ r_{t s, i}^{l} & r_{s, i}^{l}\end{array}\right)$, for each class $l=1,2$ and each gene $i \in\{1, \cdots, d\}$. We then pick $\left(r_{t, i}^{l}, r_{s, i}^{l}\right)$, which is a joint sample from $p\left(r_{t, i}^{l}, r_{s, i}^{l}\right)$ in (3.76). Once we have $\mu_{t, i}^{l}, \mu_{s, i}^{l}, r_{t, i}^{l}$, and $r_{s, i}^{l}$, for all $i \in\{1, \cdots, d\}$, and $l \in\{1, \cdots, L\}$, we generate a training and test set from (3.63). The training set contains samples from both the target and source domains, but the test set contains only samples from the target domain. As the numbers of source and target training data per class is $n_{s}$ and $n_{t}$, there are $N_{t}=L n_{s}$ and $N_{s}=L n_{t}$ source and target training data in total, respectively. We assume the size of the test set per class is 500 in the simulations, so 1000 in total. Given the training and test set, we use the OBTL and its target-only version, OBC, and calculate the error. We further repeat this whole process 1000 times for different realizations of $\mu_{t, i}^{l}, \mu_{s, i}^{l}, r_{t, i}^{l}$, and $r_{s, i}^{l}$, for all $i \in\{1, \cdots, d\}$, and $l \in\{1, \cdots, L\}$, and finally average all the errors and return the average classification error.

To examine how the source data improves the classifier in the target domain, we compare the performance of the OBTL classifier with the OBC designed in the target domain alone. The average classification error versus $N_{t}$ is depicted in Figs. 3.11(a), 3.11(b), and 3.11(c) for the OBC and OBTL with different values of $\rho_{\mu}$ and $\rho_{r}$ (we use the same value for all the classes and genes, $\rho_{\mu}=\rho_{\mu, i}^{l}$ and $\rho_{r}=\rho_{r, i}^{l}$ for $l \in\{1,2\}$ and $i \in\{1, \cdots, d\}$ ). When $\rho_{\mu}$ and $\rho_{r}$ are close to one, the performance of the OBTL classifier is much better than that of the OBC due to the greater relatedness between the two domains and appropriate use of the source data. This performance improvement is especially noticeable when $N_{t}$ is small, which reflects the real-world scenario. In Fig. 3.11, we also observe that the errors of the OBTL classifier and OBC are converging to a similar value when $N_{t}$ gets very large, meaning that the source data are redundant when there is a large number of target data. When $\rho_{\mu}$ and $\rho_{r}$ are larger, the error curves converge faster to the optimal error, which is the average Bayes error of the target classifier. Recall that when $\rho_{\mu}=0$ and $\rho_{r}=0$, the OBTL classifier reduces to the OBC.

Figures 3.11(d), 3.11(e), and 3.11(f) depict average classification error versus $N_{s}$ for the OBC and OBTL with different values of $\rho_{\mu}$ and $\rho_{r}$. The OBC error is constant for all $N_{s}$ as it does not


Figure 3.11: Average classification error versus the number of target training data $N_{t}$ and the number of source training data $N_{s}$. Reprinted with permission from [6], (c) 2019 IEEE.
employ the source data. The error of the OBTL classifier equals that of the OBC when $N_{s}=0$ and starts to decrease as $N_{s}$ increases. In Figs. 3.11(d), 3.11(e), and 3.11(f), when $\rho_{\mu}$ and $\rho_{r}$ are larger, the improvement is greater since the two domains are more related.

In the OBTL's framework, $\rho_{r}$ and $\rho_{\mu}$ have a bridging task between the two domains and transfer the knowledge from the source to the target domain. We analyze in Fig. 3.12 the effects of not choosing the true prior correlations $\rho_{r}$ and $\rho_{\mu}$ in the classifier. Figures 3.12(a), 3.12(b), and 3.12(c) demonstrate the average classification error versus $\rho_{r}$ and $\rho_{\mu}\left(0 \leq \rho_{r}, \rho_{\mu}<1\right)$, used in the OBTL classifier, when the true correlation priors from which data have been generated are $\rho_{r}=\rho_{\mu}=0.5,0.7,0.9$, respectively. We also include the constant error plane of the OBC for the sake of comparison, which hits the OBTL's surface in $\rho_{r}=\rho_{\mu}=0$, as discussed previously. The minimum error occurs in the true values of the prior correlations, and the distance between the OBTL's minimum error and the OBC's error is greater when the true correlations are larger. The most important observation in Fig. 3.12 is that the OBTL outperforms the OBC for any chosen values of $\rho_{r}$ and $\rho_{\mu}$ when the two domains are highly related (Fig. 3.12c), and even in the case of less relatedness between the domains (Fig. 3.12a and Fig. 3.12b), the OBTL works better than the OBC for a wide range of chosen values for $\rho_{r}$ and $\rho_{\mu}$ around the true values. This assures us that if we fail to use the true prior correlations, we will still get improvements using the OBTL.

### 3.3.4.2 Real TCGA datasets

- Lung Cancer: We consider the classification of two subtypes of non-small cell lung cancer (NSCLC), lung adenocarcinoma (LUAD) versus lung squamous cell carcinoma (LUSC). According to the American Cancer Society, NSCLC accounts for $80 \%$ to $85 \%$ of lung cancers. Moreover, $40 \%$ of all lung cancers are LUAD and $25 \%$ to $30 \%$ of them are LUSC. We have used The Cancer Genome Atlas (TCGA) datasets for both LUAD and LUCS. We have downloaded those datasets using the R package "TCGA2STAT" [108] and extracted the RNA-Seq count data for the both classes: LUAD and LUSC. There are two types of RNA-Seq measurements for cancer types in TCGA: RNA-Seq and RNA-Seq-v2. Since the number of samples in RNA-Seq-v2 is larger than that in RNA-Seq, we consider the first one as the source domain and the second one as the tar-


Figure 3.12: Average classification error versus $\rho_{r}$ and $\rho_{\mu}$ used in the OBTL classifier. The true data generating values are written on top of each figure. Reprinted with permission from [6], © 2019 IEEE.


Figure 3.13: RNA-Seq counts of ten genes in two domains and for two classes LUAD and LUSC from TCGA. Red denotes the target domain, which is RNA-Seq data from TCGA. Blue denotes the source domain, which is RNA-Seq-v2 from TCGA. We see that the source domain has lower values than the target domain. (a) First feature set with the following ten genes (ordered from 1 to 10 successively): USP31, FGF11, CLCF1, C15orf41, KLF2, TMEM79, CD302, SDHAP3, TSPAN12, CABLES1, (b) Second feature set with the following ordered genes (ordered from 1 to 10 successively): ACBD4, DTL, DISP1, BUB1B, MTMR11, CHAF1A, C9orf7, SIGIRR, C1orf74, GEN1. Reprinted with permission from [6], ©2019 IEEE.

(a)

Figure 3.14: RNA-Seq counts of ten genes in two domains and for two classes KIRP and KIRC from TCGA. Red denotes the target domain, which is RNA-Seq-v2 data from TCGA. Blue denotes the source domain, which is RNA-Seq from TCGA. We see that the source domain has larger values than the target domain. (a) Kidney feature set with the following ten genes (ordered from 1 to 10 successively): MCC, PTP4A3, ABHD14B, VPS25, C9orf116, LEPREL1, NOSTRIN, GTF2IRD1, GEM, MMP24. Reprinted with permission from [6], © 2019 IEEE.
get domain. Tumor sample sizes in the target domain (RNA-Seq) are 125 and 223 for LUAD and LUSC, respectively, and in the source domain (RNA-Seq-v2) are 515 and 501 for LUAD and LUSC, respectively.

We evaluate the performance of the OBTL classifier using two feature sets of size $d=10$. Our goal in this section is not feature selection. We want to show that for any feature set transfer learning can help improve the target classifier, and the amount of improvement depends on how much those features are related between the two domains. We choose two feature sets as follows. We drop all genes having at least one sample of less than 10 or more than 20,000 reads in the two domains. Then we use the edgeR package and sort all the genes by log-fold change values between the two classes LUAD and LUSC in the target domain. We choose two feature sets of size $d=10$ from different regions of the ordered list to have different ranges of classification errors. Those

Table 3.4: The average error of the OBTL classifier using the first feature set in the TCGA data for the classification of LUAD and LUAC assuming different values of $\rho_{\mu}$ and $\rho_{r}$. The corresponding average error for the OBC is 0.1312 . The minimum error is written in bold. Reprinted with permission from [6], (C)2019 IEEE.

| OBTL | $\rho_{r}=0$ | $\rho_{r}=0.3$ | $\rho_{r}=0.5$ | $\rho_{r}=0.7$ | $\rho_{r}=0.9 \rho_{r}=0.99$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{\mu}=0$ | 0.1315 | 0.1278 | 0.1286 | 0.1262 | 0.1225 | 0.1201 |
| $\rho_{\mu}=0.3$ | 0.1290 | 0.1293 | 0.1255 | 0.1252 | 0.1220 | 0.1209 |
| $\rho_{\mu}=0.5$ | 0.1272 | 0.1279 | 0.1255 | 0.1241 | 0.1207 | 0.1189 |
| $\rho_{\mu}=0.7$ | 0.1267 | 0.1245 | 0.1228 | 0.1211 | 0.1189 | 0.1173 |
| $\rho_{\mu}=0.9$ | 0.1176 | 0.1181 | 0.1162 | 0.1151 | 0.1121 | 0.1124 |
| $\rho_{\mu}=0.99$ | 0.1024 | 0.1025 | 0.1023 | 0.1026 | $\mathbf{0 . 1 0 0 9}$ | 0.1041 |

feature sets have corresponding RNA-Seq-v2 samples, which make the source dataset. The first feature set consists of the ordered genes USP31, FGF11, CLCF1, C15orf41, KLF2, TMEM79, CD302, SDHAP3, TSPAN12, CABLES1. The second feature set consists of the ordered genes ACBD4, DTL, DISP1, BUB1B, MTMR11, CHAF1A, C9orf7, SIGIRR, C1orf74, GEN1. Figure 3.13 shows the distributions of the genes in the first and second feature sets in both target and source domains and for each class LUAD and LUSC. We see in Fig. 3.13 that the source data have lower values than the target data in each class. We create 50 random training and test splits from both domains and compute the average classification error over those 50 splits in Tables (3.4) and (3.5). In each split, we randomly choose $n_{t}^{l}=5$ training target data per class and $n_{s}^{l}=100$ training source data per class. As a result, the total numbers of training target and source data are respectively $N_{t}=10$ and $N_{s}=200$. For each split, we choose 100 random test data per class (200 in total) from the target domain. Note that we use only the target data for the test, since the goal is to design a classifier in the target domain.

Regarding the hyperparameters, we set $m_{s, i}^{l}=500 / \nu_{\mu}$ and $m_{t, i}^{l}=2000 / \nu_{\mu}$ for $l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. This makes the expected values of the mean parameters equal to $\mathrm{E}\left(\mu_{s, i}^{l}\right)=500$ and $\mathrm{E}\left(\mu_{t, i}^{l}\right)=2000$, and the reason for choosing them in this way is that the target data have larger values than the source data for any gene. We choose $s_{z, i}^{l}=4 / \nu_{r}$ for $z \in\{t, s\}, l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. This makes the expected values of the shape parameters equal to $\mathrm{E}\left(r_{z, i}^{l}\right)=4$ for $z \in\{t, s\}, l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. We also choose $\nu_{\mu}=\nu_{r}=2$ to have the least

Table 3.5: The average error of the OBTL classifier using the second feature set in the TCGA data for the classification of LUAD and LUAC assuming different values of $\rho_{\mu}$ and $\rho_{r}$. The corresponding average error for the OBC is 0.1776. The minimum error is written in bold. Reprinted with permission from [6], ©2019 IEEE.

| OBTL | $\rho_{r}=0$ | $\rho_{r}=0.3$ | $\rho_{r}=0.5$ | $\rho_{r}=0.7$ | $\rho_{r}=0.9$ | $\rho_{r}=0.99$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{\mu}=0$ | 0.1787 | 0.1771 | 0.1764 | 0.1723 | 0.1689 | 0.1673 |
| $\rho_{\mu}=0.3$ | 0.1775 | 0.1752 | 0.1735 | 0.1701 | 0.1650 | 0.1668 |
| $\rho_{\mu}=0.5$ | 0.1751 | 0.1727 | 0.1714 | 0.1686 | 0.1652 | 0.1670 |
| $\rho_{\mu}=0.7$ | 0.1697 | 0.1700 | 0.1680 | 0.1651 | 0.1601 | 0.1612 |
| $\rho_{\mu}=0.9$ | 0.1614 | 0.1597 | 0.1581 | 0.1545 | 0.1498 | 0.1520 |
| $\rho_{\mu}=0.99$ | 0.1398 | 0.1386 | 0.1373 | 0.1340 | 0.1295 | $\mathbf{0 . 1 2 7 4}$ |

informative priors. Tables (3.4) and (3.5) represent the average error of the OBTL classifier for different values of $\rho_{\mu}$ and $\rho_{r}$. For the first feature set in Table (3.4), the error of the OBC is 0.1312 , while the best error of the OBTL is 0.1009 (for $\rho_{\mu}=0.99$ and $\rho_{r}=0.9$ ). For the second feature set in Table (3.5), the error of the OBC is 0.1776 , while the best error of the OBTL is 0.1274 (for $\rho_{\mu}=0.99$ and $\rho_{r}=0.99$ ). These results show that the features in each feature set are highly related between the two domains, and therefore, the source data in the OBTL classifier make the error rate considerably less than that of the target-only OBC. We assume equal prior probabilities (1/2) for both classes LUAD and LUSC, so we use (3.86) and (3.93) for the OBTL classifier and OBC , respectively.

- Kidney Cancer: Knowing which type of cell makes up a kidney tumor helps doctors plan treatment. According to the American Cancer Society, the two most common types of kidney cancers are kidney renal clear cell carcinoma (KIRC) and kidney renal papillary cell carcinoma (KIRP). We downloaded the datasets for two kinds of kidney cancers and obtained RNA-Seq and RNA-Seq-v2 data for both cancer types via "TCGA2STAT". Unlike the lung cancer case, in kidney cancer subtyping, we consider RNA-Seq-v2 as the target domain and RNA-Seq as the source domain, and we show again that transfer learning can help improve the accuracy of the target classifier and the OBTL works better than the target-only case. Tumor sample sizes in the target domain (RNA-Seq-v2) are 290 and 533 for KIRP and KIRC, respectively, and in the source domain (RNA-Seq) are 14 and 469 for KIRP and KIRC, respectively. Similar to the lung cancers, we pick

Table 3.6: The average error of the OBTL classifier using the kidney feature set in the TCGA data for the classification of KIRP and KIRC assuming different values of $\rho_{\mu}$ and $\rho_{r}$. The corresponding average error for the OBC is 0.0866. The minimum error is written in bold. Reprinted with permission from [6], © 2019 IEEE.

| OBTL | $\rho_{r}=0$ | $\rho_{r}=0.3$ | $\rho_{r}=0.5$ | $\rho_{r}=0.7$ | $\rho_{r}=0.9$ | $\rho_{r}=0.99$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{\mu}=0$ | 0.0870 | 0.0837 | 0.0836 | 0.0831 | 0.0817 | 0.0843 |
| $\rho_{\mu}=0.3$ | 0.0862 | 0.0842 | 0.0833 | 0.0822 | 0.0822 | 0.0823 |
| $\rho_{\mu}=0.5$ | 0.0858 | 0.0854 | 0.0833 | 0.0805 | 0.0810 | 0.0823 |
| $\rho_{\mu}=0.7$ | 0.0856 | 0.0842 | 0.0821 | 0.0803 | 0.0797 | 0.0815 |
| $\rho_{\mu}=0.9$ | 0.0847 | 0.0834 | 0.0805 | 0.0797 | 0.0778 | 0.0789 |
| $\rho_{\mu}=0.99$ | 0.0798 | 0.0776 | 0.0775 | 0.0758 | $\mathbf{0 . 0 7 3 1}$ | 0.0741 |

$N_{t}=10$ target data, $N_{s}=200$ source data, and 200 test data for any of 50 random training and test data splits.

Similar to the process we did for lung cancer, we choose $d=10$ genes as our feature set: MCC, PTP4A3, ABHD14B, VPS25, C9orf116, LEPREL1, NOSTRIN, GTF2IRD1, GEM, MMP24. The expression values of these ten genes in both domains have been plotted in Fig. 3.14. Regarding the hyperparameters, we set $m_{s, i}^{l}=5000 / \nu_{\mu}$ and $m_{t, i}^{l}=1000 / \nu_{\mu}$ for $l \in\{1,2\}$ and $i \in\{1, \cdots, d\}$. This makes the expected values of the mean parameters equal to $\mathrm{E}\left(\mu_{s, i}^{l}\right)=5000$ and $\mathrm{E}\left(\mu_{t, i}^{l}\right)=$ 1000. We choose $s_{z, i}^{l}=4 / \nu_{r}$ for $z \in\{t, s\}, l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. This makes the expected values of the shape parameters equal to $\mathrm{E}\left(r_{z, i}^{l}\right)=4$ for $z \in\{t, s\}, l \in\{1,2\}$, and $i \in\{1, \cdots, d\}$. We also choose $\nu_{\mu}=\nu_{r}=2$ to have the least informative priors. Table (3.6) shows the average error of the OBTL classifier for different values of $\rho_{\mu}$ and $\rho_{r}$. The error of the OBC is 0.0866 , while the best error of the OBTL is 0.0731 (for $\rho_{\mu}=0.99$ and $\rho_{r}=0.9$ ). These results show that the features are highly related between the two domains, and therefore the OBTL outperforms the target-only OBC. Similar to the lung cancer case, we assume equal prior probabilities (1/2) for both classes KIRP and KIRC, so we use (24) and (31) for the OBTL classifier and OBC, respectively.

### 3.3.5 Conclusion

We constructed a Bayesian transfer learning framework to address supervised transfer learning for NGS count data. The Optimal Bayesian Transfer Learning (OBTL) classifier compensates
for the lack of labeled data in the target domain by transferring the relevant knowledge from the source domain with available labeled data and is optimal in this novel Bayesian framework since it minimizes the expected classification error. We defined a joint prior model for the parameters of the target and source domains and learned the parameters by HMC for joint posterior sampling. Assuming the two domains are related, either through their mean or shape parameters, source data helped obtain more accurate target posterior samples, from which we derived the effective classconditional densities as well as the OBTL classifier. We compared the performance of the OBTL with its target-only version, OBC , to see how transferring from source to target domain can help. We tested the OBTL classifier using RNA-Seq data from TCGA and demonstrated its performance improvement.

## 4. SUMMARY

In chapter 2, we studied classification of single-cell gene expression trajectories coming from two classes, healthy and mutated (cancerous) using Boolean networks with perturbation (BNps) to model the dynamics of each class at the state level, meaning that each class has its own BNp , which we partially know based on gene pathways. We employed a Gaussian model at the observation level to show the expression values of the genes given the hidden states at each time point. We used the expectation maximization (EM) methodology to learn the BNps and the unknown model parameters, derived closed-form updates for the parameters, and proposed a learning algorithm. After learning, a plug-in Bayes classifier was used to classify the unlabeled trajectories. The effect of missing data was also considered. We then proposed an intrinsically Bayesian robust classifier for classification of single-cell gene expression trajectories, which minimized the expected classification error over the uncertainty class of parameters.

In chapter 3 we constructed a Bayesian transfer learning framework to tackle the supervised transfer learning problem. The proposed Optimal Bayesian Transfer Learning (OBTL) classifier could deal with the lack of labeled data in the target domain and is optimal in this new Bayesian framework since it minimizes the expected classification error. We obtained the closed-form posterior distribution of the target parameters and accordingly the closed-form effective classconditional densities in the target domain to define the OBTL classifier. As the OBTL's objective function consisted of hypergeometric functions of matrix argument, we used the Laplace approximations of those functions to derive a computationally efficient and scalable OBTL classifier, while preserving its superior performance. We compared the performance of the OBTL with its target-only version, OBC , to see how transferring from source to target domain can help. We tested the OBTL classifier with real-world benchmark image datasets and demonstrated its excellent performance compared to other state-of-the-art domain adaption methods. We further extended the OBTL to a regression problem and proposed Optimal Bayesian Transfer Regression (OBTR). We finally generalized the OBTL to count data and showed that it can effectively employ RNA-Seq
count cancer data from TCGA and improve the cancer classification accuracy using heterogeneous sources of data.
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## APPENDIX A

## APPENDICES OF CHAPTER 2

## A. 1 Proof of lemma 1

Since $g\left(p_{k+1}\right)$ is a valid beta probability density, as in (2.129), its integration with respect to $p_{k+1}$ will be one:

$$
\begin{align*}
& \int_{\mathbf{P}} g\left(p_{k+1}\right) d p_{k+1}=  \tag{A.1}\\
& \int_{\mathbf{P}} \frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} p_{k+1}^{a-1}\left(1-p_{k+1}\right)^{b-1} d p_{k+1}=1
\end{align*}
$$

Hence,

$$
\begin{equation*}
\int_{\mathbf{P}} p_{k+1}^{a-1}\left(1-p_{k+1}\right)^{b-1} d p_{k+1}=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)} . \tag{A.2}
\end{equation*}
$$

After replacing $g\left(p_{k+1}\right)$ in (1),

$$
\begin{align*}
& K_{1}=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} \int_{\mathbf{P}} p_{k+1}^{\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+a-1} \\
& \times\left(1-p_{k+1}\right)^{n-\mathbf{d}\left(\mathbf{X}_{k+1}, \mathbf{f}_{s}\left(\mathbf{X}_{k}\right)\right)+b-1} d p_{k+1} \tag{A.3}
\end{align*}
$$

Using (A.2) and (A.3), $K_{1}$ is derived as in (1).

## A. 2 Proof of lemma 2

It is well-known that the steady-state distribution of a time-homogeneous TPM is obtained from (2). The conditional TPM A ${ }^{(s)}(k+1)$ in (2.142) is time-inhomogeneous, since each time has its own perturbation probability $p_{k+1}$. Since the prior distribution of $p_{k+1}$ in (2.129) is the same for every $k$, integrating the conditional $\operatorname{TPM~A}^{(\mathbf{s})}(k+1)$, for every $k$, over the prior distribution of
$p_{k+1}$ yields a time-homogeneous TPM with the $(i, j)$-th entry as

$$
\begin{align*}
& \mathbf{M}_{i, j}^{(s)}=\int_{\mathbf{P}} \mathbf{A}_{i, j}^{(s)}(k+1) g\left(p_{k+1}\right) d p_{k+1}=  \tag{A.4}\\
& \int_{\mathbf{P}} g\left(p_{k+1}\right) p_{k+1}^{\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)}\left(1-p_{k+1}\right)^{n-\mathbf{d}\left(\mathbf{x}^{j}, \mathbf{f}_{s}\left(\mathbf{x}^{i}\right)\right)} d p_{k+1}
\end{align*}
$$

Lemma 1 and (A.4) result in (2.146).

## A. 3 Proof of lemma 3

From (2.132), the normal-gamma prior for $\theta_{j}(k)$ and $\lambda_{j}(k)$ is

$$
\begin{align*}
& p\left(\theta_{j}(k), \lambda_{j}(k) \mid x_{j}(k)\right)=p\left(\theta_{j}(k) \mid \lambda_{j}(k), x_{j}(k)\right) p\left(\lambda_{j}(k)\right) \\
& =\frac{1}{Z_{0}} \lambda_{j}(k)^{\alpha_{0}-\frac{1}{2}} \\
& \times \exp \left(-\frac{\lambda_{j}(k)}{2}\left[\kappa_{0}\left(\theta_{j}(k)-\mu_{j}(k)\right)^{2}+2 \beta_{0}\right]\right) \tag{A.5}
\end{align*}
$$

where

$$
\begin{equation*}
Z_{0}=\left(\frac{2 \pi}{\kappa_{0}}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{0}\right)}{\beta_{0}^{\alpha_{0}}} \tag{A.6}
\end{equation*}
$$

The likelihood from (2.131) is

$$
\begin{align*}
& p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right)  \tag{A.7}\\
& =\frac{1}{(2 \pi)^{\frac{1}{2}}} \lambda_{j}(k)^{\frac{1}{2}} \exp \left(-\frac{\lambda_{j}(k)}{2}\left(y_{j}(k)-\theta_{j}(k)\right)^{2}\right) .
\end{align*}
$$

Therefore, for the posterior,

$$
\begin{align*}
& p\left(\theta_{j}(k), \lambda_{j}(k) \mid y_{j}(k), x_{j}(k)\right) \propto p\left(y_{j}(k) \mid \theta_{j}(k), \lambda_{j}(k)\right)  \tag{A.8}\\
& \quad \times p\left(\theta_{j}(k), \lambda_{j}(k) \mid x_{j}(k)\right) \propto \lambda_{j}(k)^{\alpha_{0}} \exp \left(-\frac{\lambda_{j}(k)}{2}\right. \\
& \left.\left[\kappa_{0}\left(\theta_{j}(k)-\mu_{j}(k)\right)^{2}+2 \beta_{0}+\left(y_{j}(k)-\theta_{j}(k)\right)^{2}\right]\right) \\
& \propto \lambda_{j}(k)^{\alpha_{1}-\frac{1}{2}} \exp \left(-\frac{\lambda_{j}(k)}{2}\left[\kappa_{1}\left(\theta_{j}(k)-\eta_{j}(k)\right)^{2}+2 \beta_{1}\right]\right),
\end{align*}
$$

where $\kappa_{1}, \alpha_{1}$, and $\beta_{1}$ are given in (2.148), and $\eta_{j}(k)$ is defined by

$$
\begin{equation*}
\eta_{j}(k)=\frac{\kappa_{0} \mu_{j}(k)+y_{j}(k)}{\kappa_{0}+1} . \tag{A.9}
\end{equation*}
$$

Comparing (A.8) with (A.5), we see that the posterior also has the following normal-gamma density:

$$
\begin{align*}
& p\left(\theta_{j}(k), \lambda_{j}(k) \mid y_{j}(k), x_{j}(k)\right)=  \tag{A.10}\\
& \frac{1}{Z_{1}} \lambda_{j}(k)^{\alpha_{1}-\frac{1}{2}} \exp \left(-\frac{\lambda_{j}(k)}{2}\left[\kappa_{1}\left(\theta_{j}(k)-\eta_{j}(k)\right)^{2}+2 \beta_{1}\right]\right),
\end{align*}
$$

where

$$
\begin{equation*}
Z_{1}=\left(\frac{2 \pi}{\kappa_{1}}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{1}\right)}{\beta_{1}^{\alpha_{1}}} \tag{A.11}
\end{equation*}
$$

Since the posterior density in (A.10) integrates to 1 ,

$$
\begin{align*}
& \int_{\Omega} \int_{\Lambda} \lambda_{j}(k)^{\alpha_{1}-\frac{1}{2}} \exp \left(-\frac{\lambda_{j}(k)}{2}\right.  \tag{A.12}\\
& \left.\left[\kappa_{1}\left(\theta_{j}(k)-\eta_{j}(k)\right)^{2}+2 \beta_{1}\right]\right) d \theta_{j}(k) d \lambda_{j}(k)=Z_{1}
\end{align*}
$$

Finally, $K_{2}$ in (2.147) can be written as

$$
\begin{aligned}
& K_{2}=\frac{1}{(2 \pi)^{\frac{1}{2}}} \frac{1}{Z_{0}} \int_{\boldsymbol{\Omega}} \int_{\boldsymbol{\Lambda}} \lambda_{j}(k)^{\alpha_{1}-\frac{1}{2}} \\
& \times \exp \left(-\frac{\lambda_{j}(k)}{2}\left[\kappa_{1}\left(\theta_{j}(k)-\eta_{j}(k)\right)^{2}+2 \beta_{1}\right]\right) \\
& \quad d \theta_{j}(k) d \lambda_{j}(k) \\
& =\frac{1}{(2 \pi)^{\frac{1}{2}}} \frac{Z_{1}}{Z_{0}}=\frac{1}{(2 \pi)^{\frac{1}{2}}}\left(\frac{\kappa_{0}}{\kappa_{1}}\right)^{\frac{1}{2}} \frac{\Gamma\left(\alpha_{1}\right)}{\Gamma\left(\alpha_{0}\right)} \frac{\beta_{0}^{\alpha_{0}}}{\beta_{1}^{\alpha_{1}}},
\end{aligned}
$$

which finishes the proof.

## APPENDIX B

## APPENDICES OF CHAPTER 3

## B. 1 Theorems for Zonal Polynomials and Generalized Hypergeometric Functions of Matrix Argument

Theorem 8. [85]: Let $\mathbf{Z}$ be a complex symmetric matrix whose real part is positive-definite, and let X be an arbitrary complex symmetric matrix. Then

$$
\begin{gather*}
\int_{\mathbf{R}>0} \operatorname{etr}(-\mathbf{Z R})|\mathbf{R}|^{\alpha-\frac{d+1}{2}} C_{\kappa}(\mathbf{R X}) d \mathbf{R}  \tag{B.1}\\
=\Gamma_{d}(\alpha)(\alpha)_{\kappa}|\mathbf{Z}|^{-\alpha} C_{\kappa}\left(\mathbf{X Z}^{-1}\right)
\end{gather*}
$$

the integration being over the space of positive-definite $d \times d$ matrices, and valid for all complex numbers $\alpha$ satisfying $\operatorname{Re}(\alpha)>\frac{d-1}{2} . \Gamma_{d}(\alpha)$ is the multivariate gamma function defined in (3.8).

Theorem 9. [109]: The zonal polynomials are invariant under orthogonal transformation. That is, for a $d \times d$ symmetric matrix $\mathbf{X}$,

$$
\begin{equation*}
C_{\kappa}(\mathbf{X})=C_{\kappa}\left(\mathbf{H X H}^{\prime}\right), \tag{B.2}
\end{equation*}
$$

where $\mathbf{H}$ is an orthogonal matrix of order d. If $\mathbf{R}$ is a symmetric positive-definite matrix of order d, then

$$
\begin{equation*}
C_{\kappa}(\mathbf{R X})=C_{\kappa}\left(\mathbf{R}^{1 / 2} \mathbf{X} \mathbf{R}^{1 / 2}\right) \tag{B.3}
\end{equation*}
$$

As a result, if $\mathbf{R}$ is a symmetric positive-definite matrix, the hypergeometric function has the following property:

$$
\begin{align*}
& { }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; \mathbf{R X}\right)  \tag{B.4}\\
& \quad={ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; \mathbf{R}^{1 / 2} \mathbf{X R}^{1 / 2}\right) .
\end{align*}
$$

Theorem 10. [110]: If $\mathbf{Z}>0$ and $\operatorname{Re}(\alpha)>\frac{d-1}{2}$, and $\mathbf{X}$ is a $d \times d$ symmetric matrix, we have

$$
\begin{aligned}
& \int_{\mathbf{R}>0} \operatorname{etr}(-\mathbf{Z R})|\mathbf{R}|^{\alpha-\frac{d+1}{2}} \\
& \quad \times{ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; \mathbf{R X}\right) d \mathbf{R} \\
& =\int_{\mathbf{R}>0} \operatorname{etr}(-\mathbf{Z R})|\mathbf{R}|^{\alpha-\frac{d+1}{2}} \\
& \quad \times{ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; \mathbf{R}^{1 / 2} \mathbf{X} \mathbf{R}^{1 / 2}\right) d \mathbf{R} \\
& =\Gamma_{d}(\alpha)|\mathbf{Z}|^{-\alpha}{ }_{p+1} F_{q}\left(a_{1}, \cdots, a_{p}, \alpha ; b_{1}, \cdots, b_{q} ; \mathbf{X} \mathbf{Z}^{-1}\right) .
\end{aligned}
$$

## B. 2 Proof of Theorem 2

We require the following lemma.
Lemma 6. [85] If $\mathcal{D}=\left\{\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right\}$ where $\mathbf{x}_{i}$ is a $d \times 1$ vector and $\mathbf{x}_{i} \sim \mathcal{N}\left(\mu,(\boldsymbol{\Lambda})^{-1}\right)$, for $i=1, \cdots, n$, and $(\mu, \boldsymbol{\Lambda})$ has a Gaussian-Wishart prior, such that, $\mu \mid \boldsymbol{\Lambda} \sim \mathcal{N}\left(\mathbf{m},(\kappa \boldsymbol{\Lambda})^{-1}\right)$ and $\boldsymbol{\Lambda} \sim$ $W_{d}(\mathbf{M}, \nu)$, then the posterior of $(\mu, \boldsymbol{\Lambda})$ upon observing $\mathcal{D}$ is also a Gaussian-Wishart distribution:

$$
\begin{align*}
\mu \mid \boldsymbol{\Lambda}, \mathcal{D} & \sim \mathcal{N}\left(\mathbf{m}_{n},\left(\kappa_{n} \boldsymbol{\Lambda}\right)^{-1}\right)  \tag{B.5}\\
\boldsymbol{\Lambda} \mid \mathcal{D} & \sim W_{d}\left(\mathbf{M}_{n}, \nu_{n}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{n}=\kappa+n \\
& \nu_{n}=\nu+n \\
& \mathbf{m}_{n}=\frac{\kappa \mathbf{m}+n \overline{\mathbf{x}}}{\kappa+n}  \tag{B.6}\\
& \mathbf{M}_{n}^{-1}=\mathbf{M}^{-1}+\mathbf{S}+\frac{\kappa n}{\kappa+n}(\mathbf{m}-\overline{\mathbf{x}})(\mathbf{m}-\overline{\mathbf{x}})^{\prime},
\end{align*}
$$

depending on the sample mean and covariance matrix

$$
\begin{align*}
& \overline{\mathbf{x}}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{i} \\
& \mathbf{S}=\sum_{i=1}^{n}\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)^{\prime} \tag{B.7}
\end{align*}
$$

We now provide the proof. From (3.3), for each domain $z \in\{s, t\}$,

$$
\begin{equation*}
p\left(\mathcal{D}_{z}^{l} \mid \mu_{z}^{l}, \Lambda_{z}^{l}\right)=(2 \pi)^{-\frac{d n_{z}^{l}}{2}}\left|\boldsymbol{\Lambda}_{z}^{l}\right|^{\frac{n_{z}^{l}}{2}} \exp \left(-\frac{1}{2} \mathbf{Q}_{z}^{l}\right) \tag{B.8}
\end{equation*}
$$

where $\mathbf{Q}_{z}^{l}=\sum_{i=1}^{n_{z}^{l}}\left(\mathbf{x}_{z, i}^{l}-\mu_{z}^{l}\right)^{\prime} \mathbf{\Lambda}_{z}^{l}\left(\mathbf{x}_{z, i}^{l}-\mu_{z}^{l}\right)$. Moreover, from (3.6), for each domain $z \in\{s, t\}$,

$$
\begin{align*}
& p\left(\mu_{z}^{l} \mid \boldsymbol{\Lambda}_{z}^{l}\right)=(2 \pi)^{-\frac{d}{2}}\left(\kappa_{z}^{l}\right)^{\frac{d}{2}}\left|\boldsymbol{\Lambda}_{z}^{l}\right|^{\frac{1}{2}} \\
& \quad \times \exp \left(-\frac{\kappa_{z}^{l}}{2}\left(\mu_{z}^{l}-\mathbf{m}_{z}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{z}^{l}\left(\mu_{z}^{l}-\mathbf{m}_{z}^{l}\right)\right) . \tag{B.9}
\end{align*}
$$

From (3.13), (3.21), (B.8), and (B.9),

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) \propto\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{n_{t}^{l}}{2}} \exp \left(-\frac{1}{2} \mathbf{Q}_{t}^{l}\right)\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \\
& \times \exp \left(-\frac{\kappa_{t}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\left(\mathbf{M}_{t}^{l}\right)^{-1}+\mathbf{F}^{l^{\prime}} \mathbf{C}^{l} \mathbf{F}^{l}\right) \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \times \int_{\mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}}\left\{\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{n_{s}^{l}}{2}} \exp \left(-\frac{1}{2} \mathbf{Q}_{s}^{l}\right)\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{1}{2}}\right.  \tag{B.10}\\
& \times \exp \left(-\frac{\kappa_{s}^{l}}{2}\left(\mu_{s}^{l}-\mathbf{m}_{s}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{s}^{l}\left(\mu_{s}^{l}-\mathbf{m}_{s}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{\nu^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{C}^{l}\right)^{-1} \boldsymbol{\Lambda}_{s}^{l}\right) \\
& \left.\times{ }_{0} F_{1}\left(\frac{\nu^{l}}{2} ; \frac{1}{4} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}}\right)\right\} d \mu_{s}^{l} d \boldsymbol{\Lambda}_{s}^{l}
\end{align*}
$$

Using Lemma 6 we can simplify (B.10) as

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) \\
& \propto\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \int_{\mu_{s}^{l}, \boldsymbol{\Lambda}_{s}^{l}}\left\{\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{s, n}^{l}}{2}\left(\mu_{s}^{l}-\mathbf{m}_{s, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{s}^{l}\left(\mu_{s}^{l}-\mathbf{m}_{s, n}^{l}\right)\right)\right.  \tag{B.11}\\
& \times\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{\nu^{l}+n_{s}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{s}^{l}\right)^{-1} \boldsymbol{\Lambda}_{s}^{l}\right) \\
& \left.\times{ }_{0} F_{1}\left(\frac{\nu^{l}}{2} ; \frac{1}{4} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}}\right)\right\} d \mu_{s}^{l} d \boldsymbol{\Lambda}_{s}^{l},
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{t, n}^{l}=\kappa_{t}^{l}+n_{t}^{l}, \quad \quad \kappa_{s, n}^{l}=\kappa_{s}^{l}+n_{s}^{l}, \\
& \mathbf{m}_{t, n}^{l}=\frac{\kappa_{t}^{l} \mathbf{m}_{t}^{l}+n_{t}^{l} \overline{\mathbf{x}}_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}, \quad \mathbf{m}_{s, n}^{l}=\frac{\kappa_{s}^{l} \mathbf{m}_{s}^{l}+n_{s}^{l} \overline{\mathbf{x}}_{s}^{l}}{\kappa_{s}^{l}+n_{s}^{l}}, \\
& \left(\mathbf{T}_{t}^{l}\right)^{-1}=\left(\mathbf{M}_{t}^{l}\right)^{-1}+\mathbf{F}^{l^{\prime}} \mathbf{C}^{l} \mathbf{F}^{l}+\mathbf{S}_{t}^{l}  \tag{B.12}\\
& +\frac{\kappa_{t}^{l} n_{t}^{l}}{\kappa_{t}^{l}+n_{t}^{l}}\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)\left(\mathbf{m}_{t}^{l}-\overline{\mathbf{x}}_{t}^{l}\right)^{\prime}, \\
& \left(\mathbf{T}_{s}^{l}\right)^{-1}=\left(\mathbf{C}^{l}\right)^{-1}+\mathbf{S}_{s}^{l}+\frac{\kappa_{s}^{l} n_{s}^{l}}{\kappa_{s}^{l}+n_{s}^{l}}\left(\mathbf{m}_{s}^{l}-\overline{\mathbf{x}}_{s}^{l}\right)\left(\mathbf{m}_{s}^{l}-\overline{\mathbf{x}}_{s}^{l}\right)^{\prime},
\end{align*}
$$

with sample means and covariances for $z \in\{s, t\}$ as

$$
\overline{\mathbf{x}}_{z}^{l}=\frac{1}{n_{z}^{l}} \sum_{i=1}^{n_{z}^{l}} \mathbf{x}_{z, i}^{l}, \quad \mathbf{S}_{z}^{l}=\sum_{i=1}^{n_{z}^{l}}\left(\mathbf{x}_{z, i}^{l}-\overline{\mathbf{x}}_{z}^{l}\right)\left(\mathbf{x}_{z, i}^{l}-\overline{\mathbf{x}}_{z}^{l}\right)^{\prime}
$$

Using the equation

$$
\begin{equation*}
\int_{\mathbf{x}} \exp \left(-\frac{1}{2}(\mathbf{x}-\mu)^{\prime} \boldsymbol{\Lambda}(\mathbf{x}-\mu)\right) d \mathbf{x}=(2 \pi)^{\frac{d}{2}}|\boldsymbol{\Lambda}|^{-\frac{1}{2}} \tag{B.13}
\end{equation*}
$$

and integrating out $\mu_{s}^{l}$ in (B.11) yields

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right) \\
& \propto\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right)  \tag{B.14}\\
& \times \int_{\boldsymbol{\Lambda}_{s}^{l}}\left\{\left|\boldsymbol{\Lambda}_{s}^{l}\right|^{\frac{\nu^{l}+n_{s}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{s}^{l}\right)^{-1} \boldsymbol{\Lambda}_{s}^{l}\right)\right. \\
& \left.\quad \times{ }_{0} F_{1}\left(\frac{\nu^{l}}{2} ; \frac{1}{4} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \boldsymbol{\Lambda}_{s}^{l \frac{1}{2}}\right)\right\} d \boldsymbol{\Lambda}_{s}^{l}
\end{align*}
$$

The integral, $I$, in (B.14) can be done using Theorem 10 as

$$
\begin{align*}
& I=\Gamma_{d}\left(\frac{\nu^{l}+n_{s}^{l}}{2}\right) \\
& \times\left|2 \mathbf{T}_{s}^{l}\right|^{\frac{\nu^{l}+n_{s}^{l}}{2}}{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ;{ }_{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right), \tag{B.15}
\end{align*}
$$

where ${ }_{1} F_{1}(a ; b ; \mathbf{X})$ is the Confluent hypergeometric function with the matrix argument $\mathbf{X}$. As a result, (B.14) becomes

$$
\begin{align*}
& p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)= \\
& A^{l}\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right)  \tag{B.16}\\
& \times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right),
\end{align*}
$$

where the constant of proportionality, $A^{l}$, makes the integration of the posterior $p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)$
with respect to $\mu_{t}^{l}$ and $\Lambda_{t}^{l}$ equal to one. Hence,

$$
\begin{align*}
& \left(A^{l}\right)^{-1}=\int_{\boldsymbol{\Lambda}_{t}^{l}}\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right)\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \\
& \times \int_{\mu_{t}^{l}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right) d \mu_{t}^{l}  \tag{B.17}\\
& \times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right) d \boldsymbol{\Lambda}_{t}^{l} .
\end{align*}
$$

Using (B.13), the inner integral equals to $(2 \pi)^{\frac{d}{2}}\left|\kappa_{t, n}^{l} \boldsymbol{\Lambda}_{t}^{l}\right|^{-\frac{1}{2}}=\left(\frac{2 \pi}{\kappa_{t, n}^{l}}\right)^{\frac{d}{2}}\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{-\frac{1}{2}}$. Hence,

$$
\begin{align*}
\left(A^{l}\right)^{-1}= & \left(\frac{2 \pi}{\kappa_{t, n}^{l}}\right)^{\frac{d}{2}} \int_{\boldsymbol{\Lambda}_{t}^{l}}\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right)  \tag{B.18}\\
& \times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right) d \boldsymbol{\Lambda}_{t}^{l} .
\end{align*}
$$

With the variable change $\Omega=\mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}}$, we have $d \Omega=\left|\mathbf{F}^{l}\right|^{d+1} d \boldsymbol{\Lambda}_{t}^{l}$ and $\boldsymbol{\Lambda}_{t}^{l}=\left(\mathbf{F}^{l}\right)^{-1} \Omega\left(\mathbf{F}^{\prime^{\prime}}\right)^{-1}$. Since $\operatorname{tr}(\mathbf{A B C D})=\operatorname{tr}(\mathbf{B C D A})=\operatorname{tr}(\mathbf{C D A B})=\operatorname{tr}(\mathbf{D A B C})$ and $|\mathbf{A B C}|=|\mathbf{A}\|\mathbf{B}\| \mathbf{C}|, A^{l}$ can be derived as

$$
\begin{align*}
& \left(A^{l}\right)^{-1}=\left(\frac{2 \pi}{\kappa_{t, n}^{l}}\right)^{\frac{d}{2}}\left|\mathbf{F}^{l}\right|^{-\left(\nu^{l}+n_{t}^{l}\right)} \int_{\Omega}\left\{|\Omega|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}}\right. \\
& \quad \times \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{F}^{l^{\prime}}\right)^{-1}\left(\mathbf{T}_{t}^{l}\right)^{-1} \mathbf{F}^{l^{-1}} \Omega\right) \\
& \left.\quad \times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \Omega \mathbf{T}_{s}^{l}\right)\right\} d \Omega  \tag{B.19}\\
& =\left(\frac{2 \pi}{\kappa_{t, n}^{l}}\right)^{\frac{d}{2}} 2^{\frac{d\left(\nu^{l}+n_{t}^{l}\right)}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}}{2}\right)\left|\mathbf{T}_{t}^{l}\right|^{\nu^{l}+n_{t}^{l}} \\
& \quad \times{ }_{2} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{t}^{l} \mathbf{F}^{l^{\prime}}\right),
\end{align*}
$$

where the second equality follows from Theorem 10 , and ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ is the Gauss hypergeometric function with the matrix argument $\mathbf{X}$. As such, we have derived the closed-form posterior distribution of the target parameters $\left(\mu_{t}^{l}, \Lambda_{t}^{l}\right)$ in (3.22), where $A^{l}$ is given by (3.23).

## B. 3 Proof of Theorem 3

The likelihood $p\left(\mathbf{x} \mid \mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}\right)$ and posterior $p\left(\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l} \mid \mathcal{D}_{t}^{l}, \mathcal{D}_{s}^{l}\right)$ are given in (3.3) and (3.22), respectively. Hence,

$$
\begin{align*}
& p(\mathbf{x} \mid l)=(2 \pi)^{-\frac{d}{2}} A^{l} \int_{\mu_{t}^{l} \mathbf{\Lambda}_{t}^{l}}\left\{\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}}\right. \\
& \times \exp \left(-\frac{1}{2}\left(\mathbf{x}-\mu_{t}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mathbf{x}-\mu_{t}^{l}\right)\right) \\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}} \exp \left(-\frac{\kappa_{t, n}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{t, n}^{l}\right)\right)  \tag{B.20}\\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{t}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \left.\times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right)\right\} d \mu_{t}^{l} d \boldsymbol{\Lambda}_{t}^{l}
\end{align*}
$$

Similarly, we can simplify (B.20) as

$$
\begin{align*}
& p(\mathbf{x} \mid l)=(2 \pi)^{-\frac{d}{2}} A^{l} \int_{\mu_{t}^{l}, \boldsymbol{\Lambda}_{t}^{l}}\left\{\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{1}{2}}\right. \\
& \times \exp \left(-\frac{\kappa_{\mathbf{x}}^{l}}{2}\left(\mu_{t}^{l}-\mathbf{m}_{\mathbf{x}}^{l}\right)^{\prime} \boldsymbol{\Lambda}_{t}^{l}\left(\mu_{t}^{l}-\mathbf{m}_{\mathbf{x}}^{l}\right)\right)  \tag{B.21}\\
& \times\left|\boldsymbol{\Lambda}_{t}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}+1-d-1}{2}} \operatorname{etr}\left(-\frac{1}{2}\left(\mathbf{T}_{\mathbf{x}}^{l}\right)^{-1} \boldsymbol{\Lambda}_{t}^{l}\right) \\
& \left.\times{ }_{1} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2} ; \frac{\nu^{l}}{2} ; \frac{1}{2} \mathbf{F}^{l} \boldsymbol{\Lambda}_{t}^{l} \mathbf{F}^{l^{\prime}} \mathbf{T}_{s}^{l}\right)\right\} d \mu_{t}^{l} d \boldsymbol{\Lambda}_{t}^{l},
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{\mathbf{x}}^{l}=\kappa_{t, n}^{l}+1=\kappa_{t}^{l}+n_{t}^{l}+1, \quad \mathbf{m}_{\mathbf{x}}^{l}=\frac{\kappa_{t, n}^{l} \mathbf{m}_{t, n}^{l}+\mathbf{x}}{\kappa_{t, n}+1} \\
& \left(\mathbf{T}_{\mathbf{x}}^{l}\right)^{-1}=\left(\mathbf{T}_{t}^{l}\right)^{-1}+\frac{\kappa_{t, n}^{l}}{\kappa_{t, n}^{l}+1}\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)\left(\mathbf{m}_{t, n}^{l}-\mathbf{x}\right)^{\prime} \tag{B.22}
\end{align*}
$$

The integration in (B.21) is similar to the one in (B.17). As a result, using (3.23),

$$
\begin{align*}
& p(\mathbf{x} \mid l)=(2 \pi)^{-\frac{d}{2}} A^{l}\left(\frac{2 \pi}{\kappa_{\mathbf{x}}^{l}}\right)^{\frac{d}{2}} 2^{\frac{d\left(\nu^{l}+n_{t}^{l}+1\right)}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}+1}{2}\right)  \tag{B.23}\\
& \left|\mathbf{T}_{\mathbf{x}}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}+1}{2}}{ }_{2} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}+1}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{\mathbf{x}}^{l} \mathbf{F}^{l^{\prime}}\right) .
\end{align*}
$$

By replacing the value of $A^{l}$, we have the effective class-conditional density. We denote $O_{\mathrm{OBTL}}(\mathbf{x} \mid l)=$ $p(\mathbf{x} \mid l)$, since it is the objective function for the OBTL classifier. As such,

$$
\begin{align*}
& O_{\mathrm{OBTL}}(\mathbf{x} \mid l)=\pi^{-\frac{d}{2}}\left(\frac{\kappa_{t, n}^{l}}{\kappa_{\mathbf{x}}^{l}}\right)^{\frac{d}{2}} \Gamma_{d}\left(\frac{\nu^{l}+n_{t}^{l}+1}{2}\right) \\
& \times \Gamma_{d}^{-1}\left(\frac{\nu^{l}+n_{t}^{l}}{2}\right)\left|\mathbf{T}_{\mathbf{x}}^{l}\right|^{\frac{\nu^{l}+n_{t}^{l}+1}{2}}\left|\mathbf{T}_{t}^{l}\right|^{-\frac{\nu^{l}+n_{t}^{l}}{2}}  \tag{B.24}\\
& \times{ }_{2} F_{1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}+1}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{\mathbf{x}}^{l} \mathbf{F}^{l^{\prime}}\right) \\
& \times{ }_{2} F_{1}^{-1}\left(\frac{\nu^{l}+n_{s}^{l}}{2}, \frac{\nu^{l}+n_{t}^{l}}{2} ; \frac{\nu^{l}}{2} ; \mathbf{T}_{s}^{l} \mathbf{F}^{l} \mathbf{T}_{t}^{l} \mathbf{F}^{l^{\prime}}\right)
\end{align*}
$$

## B. 4 Laplace Approximation of the Gauss Hypergeometric Function of Matrix Argument

The Gauss hypergeomeric function has the following integral representation:

$$
\begin{align*}
& { }_{2} F_{1}(a, b ; c ; \mathbf{X})=B_{d}^{-1}(a, c-a) \\
& \times \int_{0_{d}<\mathbf{Y}<\mathbf{I}_{d}}|\mathbf{Y}|^{a-\frac{d+1}{2}}\left|\mathbf{I}_{d}-\mathbf{Y}\right|^{c-a-\frac{d+1}{2}}\left|\mathbf{I}_{d}-\mathbf{X Y}\right|^{-b} d \mathbf{Y} \tag{B.25}
\end{align*}
$$

which is valid under the following conditions: $\mathbf{X} \in \mathbf{C}^{d \times d}$ is symmetric and satisfies $\operatorname{Re}(\mathbf{X})<\mathbf{I}_{d}$, $\operatorname{Re}(a)>\frac{d-1}{2}$, and $\operatorname{Re}(c-a)>\frac{d-1}{2} . B_{d}(\alpha, \beta)$ is the multivariate beta function

$$
\begin{equation*}
B_{d}(\alpha, \beta)=\frac{\Gamma_{d}(\alpha) \Gamma_{d}(\beta)}{\Gamma_{d}(\alpha+\beta)} \tag{B.26}
\end{equation*}
$$

where $\Gamma_{d}(\alpha)$ is the multivariate gamma function defined in (3.8). The Laplace approximation is one common solution to approximate the integral

$$
\begin{equation*}
I=\int_{y \in D} h(y) \exp (-\lambda g(y)) d y \tag{B.27}
\end{equation*}
$$

where $D \subseteq \mathbf{R}^{d}$ is an open set and $\lambda$ is a real parameter. If $g(\lambda)$ has a unique minimum over $D$ at point $\hat{y} \in D$, then the Laplace approximation to $I$ is given by

$$
\begin{equation*}
\tilde{I}=(2 \pi)^{\frac{d}{2}} \lambda^{-\frac{d}{2}}\left|g^{\prime \prime}(\hat{y})\right|^{-\frac{1}{2}} h(\hat{y}) \exp (-\lambda g(\hat{y})) \tag{B.28}
\end{equation*}
$$

where $g^{\prime \prime}(y)=\frac{\partial^{2} g(y)}{\partial y \partial y^{T}}$ is the Hessian of $g(y)$. The hypergeometric function ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ depends only on the eigenvalues of the symmetric matrix X. Hence, without loss of generality, it is assumed that $\mathbf{X}=\operatorname{diag}\left\{x_{1}, \cdots, x_{d}\right\}$. The following $g$ and $h$ functions are used for (B.25):

$$
\begin{align*}
& g(\mathbf{Y})=-a \log |\mathbf{Y}|-(c-a) \log \left|\mathbf{I}_{d}-\mathbf{Y}\right|+\log \left|\mathbf{I}_{d}-\mathbf{X Y}\right|, \\
& h(\mathbf{Y})=B_{d}^{-1}(a, c-a)|\mathbf{Y}|^{-\frac{d+1}{2}}\left|\mathbf{I}_{d}-\mathbf{Y}\right|^{-\frac{d+1}{2}} . \tag{B.29}
\end{align*}
$$

Using (B.28) and (B.29), the Laplace approximation to ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ is given by [89]

$$
\begin{align*}
& { }_{2} \tilde{F}_{1}(a, b ; c ; \mathbf{X})=\frac{2^{\frac{d}{2}} \pi^{\frac{d(d+1)}{4}}}{B_{d}(a, c-a)} J_{2,1}^{-\frac{1}{2}} \\
& \quad \times \prod_{i=1}^{d}\left\{\hat{y}_{i}^{a}\left(1-\hat{y}_{i}\right)^{c-a}\left(1-x_{i} \hat{y}_{i}\right)^{-b}\right\}, \tag{B.30}
\end{align*}
$$

where $\hat{y}_{i}$ is defined as

$$
\begin{equation*}
\hat{y}_{i}=\frac{2 a}{\sqrt{\tau^{2}-4 a x_{i}(c-b)}-\tau} \tag{B.31}
\end{equation*}
$$

with $\tau=x_{i}(b-a)-c$, and

$$
\begin{equation*}
J_{2,1}=\prod_{i=1}^{d} \prod_{j=i}^{d}\left\{a\left(1-\hat{y}_{i}\right)\left(1-\hat{y}_{j}\right)+(c-a) \hat{y}_{i} \hat{y}_{j}-b L_{i} L_{j}\right\} \tag{B.32}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{i}=\frac{x_{i} \hat{y}_{i}\left(1-\hat{y}_{i}\right)}{1-x_{i} \hat{y}_{i}} \tag{B.33}
\end{equation*}
$$



Figure B.1: Exact values of function ${ }_{2} F_{1}\left(a, b ; c ; \tau I_{d}\right)$ and its Laplace approximation ${ }_{2} \hat{F}_{1}\left(a, b ; c ; \tau I_{d}\right)$ versus: (a) $\tau$, for $d=5, a=3, b=4$, and $c=6$, (b) $c$, for $d=10, a=30, b=50$, and $\tau=0.01$. Reprinted with permission from [4], © 2018 IEEE.

The value of ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ at $\mathbf{X}=\mathbf{0}$ is 1 , that is, ${ }_{2} F_{1}(a, b ; c ; \mathbf{0})=1$. As a result, the Laplace approximation in (B.30) is calibrated at $\mathbf{X}=\mathbf{0}$ to give the calibrated Laplace approximation [89]:

$$
\begin{align*}
& { }_{2} \hat{F}_{1}(a, b ; c ; \mathbf{X})=\frac{{ }_{2} \tilde{F}_{1}(a, b ; c ; \mathbf{X})}{{ }_{2} \tilde{F}_{1}(a, b ; c ; \mathbf{0})}=c^{c d-\frac{d(d+1)}{4}} R_{2,1}^{-\frac{1}{2}} \\
& \quad \times \prod_{i=1}^{d}\left\{\left(\frac{\hat{y}_{i}}{a}\right)^{a}\left(\frac{1-\hat{y}_{i}}{c-a}\right)^{c-a}\left(1-x_{i} \hat{y}_{i}\right)^{-b}\right\}, \tag{B.34}
\end{align*}
$$

where

$$
\begin{align*}
R_{2,1}=\prod_{i=1}^{d} & \prod_{j=i}^{d}\left\{\frac{\hat{y}_{i} \hat{y}_{j}}{a}+\frac{\left(1-\hat{y}_{i}\right)\left(1-\hat{y}_{j}\right)}{c-a}\right.  \tag{B.35}\\
& \left.-\frac{b x_{i} x_{j} \hat{y}_{i} \hat{y}_{j}\left(1-\hat{y}_{i}\right)\left(1-\hat{y}_{j}\right)}{\left(1-x_{i} \hat{y}_{i}\right)\left(1-x_{j} \hat{y}_{j}\right) a(c-a)}\right\} .
\end{align*}
$$

According to [89], the relative error of the approximation remains uniformly bounded:

$$
\begin{equation*}
\sup \left|\log { }_{2} \hat{F}_{1}(a, b ; c ; \mathbf{X})-\log { }_{2} F_{1}(a, b ; c ; \mathbf{X})\right|<\infty, \tag{B.36}
\end{equation*}
$$

supremum being over $c \geq c_{0}>\frac{d-1}{2}, a, b \in R$, and $0_{d} \leq \mathbf{X}<(1-\epsilon) I_{d}$ for any $\epsilon \in(0,1)$. Authors
provide in [89] some numerical examples to show how well this approximation works. We also follow the same way and show two plots in Fig. B.1, which demonstrate a very good numerical accuracy for several different setups. As mentioned, the hypergeometric function ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ of matrix argument is only a function of the eigenvalues of $\mathbf{X}$. So, we fix $\mathbf{X}=\tau I_{d}$ and draw the exact and approximate values of ${ }_{2} F_{1}\left(a, b ; c ; \tau I_{d}\right)$ versus $\tau$ (note $0<\tau<1$ for convergence as mentioned in the definition of ${ }_{2} F_{1}(a, b ; c ; \mathbf{X})$ in (3.12)) in Fig. B.1a for $d=5, a=3, b=4$, and $c=6$. Fig. B.1b shows the exact and approximate values of ${ }_{2} F_{1}\left(a, b ; c ; \tau I_{d}\right)$ versus $c$ for $d=10$, $a=30, b=50$, and $\tau=0.01$. The authors stated in [89] that when the integral representation is not valid, that is, when $c-a<\frac{d-1}{2}$, this Laplace approximation still gives good accuracy. We also see that approximation in Fig. B.1b is accurate for all range of $c$, even though the integral representation is not valid for $c<a+\frac{d-1}{2}=34.5$. We also note that this approximation is more accurate in the smaller function values.
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