Status of Hydrological Network in South-Western
Region of the Kingdom of Saudi Arabia

by

Muhammad Abdullah Mesfer Al-Zahrani

A Thesis Presented to the
FACULTY OF THE COLLEGE OF GRADUATE STUDIES
KING FAHD UNIVERSITY OF PETROLEUM & MINERALS

DHAHRAN, SAUDI ARABIA

In Partial Fulfillment of the
Requirements for the Degree of

MASTER OF SCIENCE
In

CIVIL ENGINEERING

December, 1989



INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI
films the text directly from the original or copy submitted. Thus, some
thesis and dissertation copies are in typewriter face, while others may be

from any type of computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality
illustrations and photographs, print bleedthrough, substandard margins,
and improper alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete
manuscript and there are missing pages, these will be noted. Also, if
unauthorized copyright material had to be removed, a note will indicate
the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand corner and
continuing from left to right in equal sections with small overlaps. Each
original is also photographed in one exposure and is included in reduced
form at the back of the book.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6” x 9” black and white
photographic prints are available for any photographs or illustrations
appearing in this copy for an additional charge. Contact UMI directly to

order.

UMI

A Bell & Howell Information Company
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA
313/761-4700  800/521-0600






S e R R T e S S o e R S S

STATUS OF HYDROLOGICAL NETWORK
IN SOUTH-WESTERN REGION OF X

THE KINGDOM OF SAUDI ARABIA ’{f:

%

R

BY TR

%

TR

MUHAMMAD ABDULLAH MESFER AL-ZAHRANI %
)

A Thesis Presented to the l_

FACULTY OF THE COLLEGE OF GRADUATE STUDIES i‘{-
Y

KING FAHD UNIVERSITY OF PETROLEUM & MINERALS g(—:

DHAHRAN, SAUDI ARABIA Lo

g

LIBRARY 2%:

KIXG FAHD UNIVERSITY OF PETROLEUM & MINERALS e

BHAHRAN - 31261, SAUDI ARABIA »Jz:

8%:

In Partial Fulﬁllment of the }{‘

Requirements for the Degree of o

MASTER OF SCIENCE %

%
In oR
CIVIL ENGINEERING %

DECEMBER, 1989 n

’4;1%f%ﬁf!a'ﬁfa?ffSéh?fiiﬁis?ftw’sI4?.?45245&4?14514??45!4?!&!5145145!4@!4514?&4&%f%f#ﬁi#ﬁi#ﬁiﬂ%ﬁé&iﬁ

R R R e e T



UMI Number: 1381150

UMI Microform 1381150
Copyright 1997, by UMI Company. All rights reserved.

This microform edition is protected against unauthorized
copying under Title 17, United States Code.

UMI

300 North Zeeb Road
Ann Arbor, MI 48103



KING FAHD UNIVERSITY OF PETROLEUM & MINERALS
DHAHRAN, SAUDI ARABIA

this thesis, written by
AL-ZAHRANI, MUHAMMAD ABDULLAH MESFER

under the direction of his thesis committee., and approved by all the
members, has been presented to and accepted by the Dean, College

of Graduate Studies, in partial fulfillment of the requirements for the

degree of
MASTER OF SCIENCE IN CIVIL EﬁGINEERING
SPec
P\ N\
\\- Ala H. Al-Raheb, Dean )
l Pollege of Graduate Studies
23/7 Date : ?'GDQC'SL,L
4
C. Z N @ﬂ— e
Deparfﬁ'éﬂt‘tﬁaﬁman
3714 (127, —

%J\/u—-

Chairman (Dr. R. I. Allayla)

_/‘//AG’Q/Q'

Co-Chairm Dr. Tahir Husain)

Member (Dr .‘W@)

hY




&L YS 19

B s ! A
./;/ ~/ //.

IN THE NAME OF ALLAH,
THE MERCIFUL, THE BENEFICIENT



This thesis is dedicated to my
beloved parents and all members
of my family.



ACKNOWLEDGEMENT

I would like to express my sincere appreciation and gratitude
to the Chairman and Co-Chairman of my Thesis Committee, Dr.
Rashid Allayla and Dr. Tahir Hussain, for their careful guidance,
suggestions, keen interest and constant encouragement throughout

the course of this study.

I am also thankful to the other member of my Thesis Committee

Dr. Achi Ishaq, for his useful comments and valuable suggestions.

Acknowledgement is also due to the Ministry of Agriculture and

Water for providing the rainfall data used in this study.

I am also thankful to Mr. Abdulwahab Zaki of the Research
Institute for helping me in producing the topographic maps shown in
this thesis and to Mr. Mumtaz Ali Khan for arrangement and typing

of this thesis.

Lastly, I would like to sincerely thank King Fahd University of
Petroleum and Minerals for supporting me fo successfully complete

this research.



TABLE OF CONTENTS

Chapter Page
Listof TableS ........ccoi ittt iiieciiienenennennns iv
Listof Figures .............ccovena. .. I vi
Abstract .. ... ... i ittt it e X

1. INTRODUCTION ........cciiiiiiiiiiiiiiaiecencnncnnrananennns 1
1.1 Network - An Overview ..............cciiieinnncnnnnns 1
1.2 Objectives of Hydrological Network .................... 1

2. liESEmdicrltJBdixﬁrrVE ...................................... 3

3. LITERATURE REVIEW ............iiiiiiiiiiiiiiiiinennnen 11
3.1 Background ................ciiitiitiiiit it 11
3.2 Network Design Methods............................... 14

4. RAINFALL DATA ANALYSIS ..............iiiiiiiiennennnn.. 25
4.1 Data Classification..................... ... .. oiialtn 25
4.2 Frequency Analysis and_ Distribution Fitting ........... 26

5. SHANNON'S INFORMATION MEASURE........................ 50
5.1 Historical Background ...................civinrnnnn.. 50

. 5.2 Hdyrological Network & Communication System ......... 50
5.3 Shannon's Information Methodology..................... 54
5.4 AnalysSiS.........oiiiiiiiiiiiii ittt et ettt 66

5.4.1 Hydrological Network Reduction................ 66
5.4.2 Hydrological Network Expansion ............... 84

6. FISHER'S INFORMATION MEASURE ..................... e 98
6.1 Background....: ...................................... 98
6.2 ANalysSIS......c..ciiiiiiiiii it it i ettt 102

it



6.2.1 Hydrological Network Reduction................ 102

7. CONCLUSIONS AND RECOMMENDATIONS .............c...... 118
7.1 Conelusions ........... ... .iiiiiiiiiieeiennncnennnnn 118
7.2 Recommendations .................. ...t 125
ApPendixX A .. ... ...ttt a s 126
Appendix B ..... ... ...ttt ettt it 130
Appendix C ....... ... i i it ittt eaaa 136
REFERENCES. ......ci0iiiiiiiiiiinerneneenormacsncscnsaans 142

-id4-



Table

2.1

(SN S L IS LIS L -
N =

w
N s W

w

.10
A1
.12

[ LIRS A I~ LN % 4 B % | B % ) B % ) B 4

.13

Description of the Locations of Rain Gauges in Hydro-
logical Area III in Saudi Arabia

Recommended Minimum Density of Hydrometric _Networks

LIST OF TABLES

by WMO ..iiiiiiiii i

ooooooooooooooooooooooooo

Some Common Probability Density Functions .............

Shannon's Information Matrix of Zone #1 ................

Optimum Information and Station Retained in Zone #1....

Shannon's Information Matrix of Zone #2 ................

Optimum Information and Station Retained in Zone #2....

Shannon's Information Matrix of Zone #3 ................

Optimum Information and Station Retained in Zone #3....

Shannon's Information Matrix of Zone #4 ................

Optimum Information and Station Retained in Zone #4....

Shannon's Information Matrix of Zone #5 ..........c0cn..

Optimum Information and Station Retained in Zone #5....

Shannon's Information Matrix of Zone #6 ........c.cuuu...

Optimum Information and Station Retained in Zone #6....

Sets
Sets
Sets
Sets

Sets

of Feasible Triplets in Area #1
of Feasible Triplets in Area #2
of Feasible Triplets in Area #3
of Feasible Triplets in Area #4

of Feasible Triplets in Area #5

-1V-

.....................

.....................

---------------------

---------------------

.....................

Page

12
27
70
70
71
71
72
72
73
73
74
74
75
75
86
87
88
89

90



6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11
6.12
7.1

Fisher's Information Matrix of Zone #1 ..................
Optimum Information and Station Retained in Zone #1....
Fisher's Information Matrix of Zone #2 ..................
Optimum Information and Station Retaiﬁed in Zone #2....
Fisher's Information Matrix of Zone #3 ..................
Optimum Information and Station Retained in Zone #3....
Fisher's Information Matrix of Zone #4 ..................
Optimum Information and Station Retained in Zone #4....
Fisher's Information Matrix of Zone #5 ..................
Optimum Information and Station Retained in Zone #5...

Fisher's Information Matrix of Zone #6 ..................
Optimum Information and Station Retained in Zone #6....
Comparison Between Retained Stations, Optimum Infor-
mation, Marginal and Relative Information Transmitted

about Different Zones using Shannon's and Fisher's
Information Theories ...........coviiiiiiiinennenonnanns

105

106

106

107

107

108

108

109

109

110

110



" LIST OF FIGURES

Figure Page
2.1 World Distribution of Mean Annual Precipitation ......... 4
2.2 Map of Hydrological Areas of the Kingdom of Saudi Ara-

23 - PO 5
2.3 Topographic Map Showing Hydrological Stations in

Hydrological Area III ........ ... it iininnnnnns 9

3.1 Comparative Rain Gage Density .................... ... 13

3.2 Areal Average of Precipitation by (a) Arithmetic Method,

(b) Thiessen Method and (c) Isohytal Method ........... 15

4.1 Relative Frequency Histogram of Station A211 ........... 29
4.2  Probability of Rainfall on Station A211 Assuming Gamma

Distribution. ...t i i e 30

4.3 Relative Frequency Histogram of Station N103 ........... 31
4.4 Probability of Rainfall on Station N103 Assuming Gamma

Distribution........ ..ot it i i i i i 32

4.5 Relative Frequency Histogram of Station N201 ........... 33
4.6  Probability of Rainfall on Station N201 Assuming Gamma

Distribution..... eerenoososonsasssnsecnoeseeenonanassanas 34

4.7 Relative Frequency Histogram of Station BO04 ........... 35
4.8 Probability of Rainfall on Station B004 Assuming Gamma

Distribution............ ... o i 36

4.9 Relative Frequency Histogram of Station A213 ........... 37
4.10 Probability of Rainfall on Station A213 Assuming Gamma

Distribution..........oiii it i i e 38

* 4.11 Relative Frequency Histogram of Station A110 ........... 39

4.12 Probability of Rainfall on Station A110 Assuming Gamma
Distribution......... ..o i 40

)
}
;

-V1—-



4.13
4.14

4.15
4.16

4.17
4.18

4.19
4.20

[ 5B % L RS ) IS |
X

- W

Relative Frequency Histogram of Station A105........ Y

Probability of Rainfall on Station A105 Assuming Gamma
Distribution............. ettt e

Relative Frequency Histogram of Station A108 ...........

Probability of Rainfall on Station A108 Assuming Gamma
Distribution............cciiiiiiiii i it i it e e

Relative Frequency Histogram of Station B209 ...........

Probability of Rainfall on Station B209 Assuming Gamma
Distribution........... ottt ittt ettt

Relative Frequency Histogram of Station TA112..........

Probability of Rainfall on Station TA112 Assuming Gamma
Distribution.........cciiiiiiiiiiiiiiiiieetiteencsoennns

Conventional Representation of Communication System ...
Grid Point Representation of Regional Hydrology ........
Hydrologic Network as Communication System............
Triangular Element Formed by Joining Three Hydrologi-

cal Stations (i, j and k) Measuring Hydrological Vari-
ables Xi, Xj and Xk, respectively.......................

Schematic Diagram Showing Entropy, Information Trans-
mission and Decay Curve .......c.ciitiiiviieennocnannan

Map Showing Zones for Hydrological Network Reduction .
Information Transmission by Optimal Networks...... feees

Optimum Information and Stations Retained in Zone #1
Using Shannon's Information Measure...............c....

Optimum Information and Stations Retained in Zone #2
Using Shannon's Information Measure....................

Optimum Information and Stations Retained in Zone #3
Using Shannon's Information Measure....................

Optimum Information and Stations Retained in Zone #4
Using Shannon's Information Measure....................

—vii-

41 -

42

43

44

45

46

47

48

52
53

55

62

64

68

76

77

78

79

80



5.12

5.13

Optimum Information and - Stations Retained in Zone #5
Using Shannon's Information Measure....................

Optimum Information and Stations Retained in Zone #6
Using Shannon's Information Measure....................

Map Showing Zones for Hydrological Network Expansion .

Map Showing Contours of the Information Transmitted in
Area Hl. ... ..ttt ittt ittt ittt

Map Showing Contours of the Information Transmitted in
Area #2.. ... .. ittt ettt

Map Showing Contours of the Information Transmitted in
Area H3. .. it i ittt ettt et r st

Map Showing Contours of the Information Transmitted in
g -

Map Showing Contours of the Information Transmitted in
Area #5. ... i i it ettt it

Optimum Information and Stations Retained in Zone #1
Using Fisher's Information Measure......................

Optimum Information and Stations Retained in Zone #2
Using Fisher's Information Measure......................

Optimum Information and Stations Retained in Zone #3
Using Fisher's Information Measure....... e

Optimum Information and Stations Retained in Zone #4
Using Fisher's Information Measure.............ccc.coue

Optimum Information and Stations Retained in Zone #5
Using Fisher's Information Measure......................

Optimum Information and Stations Retained in Zone #6
Using Fisher's Information Measure......................

Map Showing Retained Stations Using Fisher's Informa-
tion Measure...........iiiieiiieriteinrannenoennnnnnnnnn

Map Showing Retained Stations Using Shannon's Informa-
tion Measure....... ...ttt iiiennvennnnvenennnnnnnses

Map Showing Proposed Station Locations in Hydrological
Area Tl ... . it i i i i ittt ittt

-viii-

81

82

85

92

93

94

95

96

112

113

114

115

116

117

121

122

123



e 7 4

-~ Map Showing Locations of Retained and Proposed Hydro-
logical Stations in Hydrological Area III of Saudi Arabia.

iz

124



-~ - THESIS ABSTRACT -~ -~ - - -~

FULL NAME OF STUDENT: Al-Zahrani, Muhammad A. Mesfer

TITLE OF STUDY: Status of Hydrological Network in
South-Western Region of the Kingdom
of Saudi Arabia

MAJOR FIELD: Water Resources & Environmental
Engineering
DATE OF DEGREE: December, 1989.

The planning, design and decision making ofa water
resources project demands accurate hydrological information.
Having sufficient and accurate hydrological data not only reduces
the chances of project failure but also the economic risk arising
from inadequate information. Therefore, it is imperative that a
hydrological network be planned and designed scientifically in
such a way so as to yield a representatwe picture of hydrological
information desired.

In Saudi Arabia, hydrological stations are installed on the
basis of accessibility to the site and the amount of rainfall. How-
ever, the criteria for a hydrological network design should be
optimum number of stations where maximum hydrological informa-
tion is obtained.

In this study, two hydrologlcal network design methods,
namely Shannon's and Fisher's Information Theories, were apphed
to the existing hydrological network in hydrologlcal Area III,
located in the Southwestern region of the Kingdom of Saudi Ara-
bia, to examine their suitability towards providing maximum
hydrological information. The study shows that the present sev-
enty hydrological stations can be reduced approximately to forty-
five which includes a few stations at new sites.
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STATUS OF HYDROLOGICAL NETWORK IN SOUTH-WESTERN
REGION OF THE KINDGOM OF SAUDI ARABIA



Chapter 1 -

INTRODUCTION

1.1 Network - An Overview

Investment in water-resources projects demands hydrological
data as a basis for the decisions and designs that have to be formu-
lated. Hence, the information collected through the countrywide net-
work is of prime importance for new projects and also for the opera-
tion and management of existing ones. Network is a group of
stations distributed over an area to collect data involving one or more
than one variable. The network consists of not only the gauging
stations on rivers and streams where discharge is measured continu-
ously, but also the rainfall stations, the climatological stations, and
the wells and boreholes where groundwater levels are measured
(Rodda, Downing and Law, 1976). In addition, the quality of water
in rivers, lakes and reservoirs is monitored in terms of the principal
dissolved constituents, and in some cases, suspended sediment load,
biological characteristics and radioactive constituents (Palmer, 1985;

Rodda, et al, 1976).

1.2 Objectives of Hydrological Network

The planning, management and development of water resources

projects are mainly based on the information obtained from



~

hydrological network. Planning usually requires extensive data . with.
a long time base, to determine the natural variability of the phenom-
ena. Management, on the other hand, may require less data, but
what it does require may be real time for daily management or for
future forecasting. Development requires intensive data at far
higher precision than for other uses (Hoffmann, 1974). Based on the
available information, an estimation model for the phenomenon to be
predicted can be developed. The accuracy of these models depend
on the basic data obtained from the network of stations. Without
adequate information, the predicted performance may have serious
deficiencies. With proper network density and station distribution,
and with adequate record lengths, the uncertéinties in models estima-
tion can significantly be reduced (Moss, 1979). Furthermore,
another objective of a network is to maximize the worth of data and
minimize the cost (Hoffmann, 1974). Therefore, for sufficient and
long-term water resources planning, it is necessary to design and
install a network considering the interactions in both space and time
domains and to optimize the number of stations with their locations to

get maximum information with a minimum cost.
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TIPSR Chapter 2-

RESEARCH OBJECTIVE

The Kingdom of Saudi Arabia is known to be an arid area
because deserts occupy most of it. The mean annual precipitation of
it is low compared to the other parts of the world, as shown in Fig-
ure 2.1. Within the Kingdom, the South-Western region receives the
highest amount of rainfall with mean annual precipitation ranging from

16 mm to 492 mm (MAW, 1984).

Saudi Arabia has been divided into several hydrological
regions, based on the sub-basins characteristics. These divisions
are shown in Figure 2.2. Each one of these regions contains a num-
ber of hydrologic network stations. The total number of rainfall sta-
tions throughout the Kingdom is approximately 400 (MAW, 1984).
These stations are installed according to the accessibility to the sites
and the amount of rainfall. When the sites receive high amount of
rain and can be reached easiiy, hydrological stations are installed.
The cost associated with installation, operation, and management of
these stations are quite high. The distribution of these stations in
space has not been tested as yet. Thus it is essential that an opti-
mization model, to test the status of the existing hydrologic network
stations, be developed to optimize or expand the network configura-
tion to maximize the amount of hydrological information with minimum

cost by discarding those stations that give insufficient hydrological
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Table 2.1: Description of the Locations of Rain Gages in Hydrological
Area III in Saudi Arabia (MAW, 1984).

LATITUDE LONGITUDE

ELEVATION *

STATION ID NAME SUB-BASIN (Meter) Degree Min- Degree Min- NO.
utes utes
AQO4,Al119, Serat Abida Bishah 2400 18° 10 43° 06 1
iggZ,AOOS Abha Bishah 2200 18 15 42 36 2
A003,A006 Sir Lasan . Bishah 2100 18 15 42 36 3
Al03 Amir Bishah 2100 18 06 42 47 4
AlO04 Haraja Tathlith 2350 17 56 43 22 5
AlQS5 Jawf Tathlith 2060 18 14 43 11 6
AlO6 Kam Bishah 2200 18 16 42 29 7
Al07 Mowayn Bishah 2150 18 36 42 34 8
Al08,A4202 Tajer Bishah 2300 18 31 42 23 9
All0 Yaara Tathlith 1880 18 41 42 59 10
All2 Bani Malik Bishah 1980 18 22 42 34 11
All3 Bani Thawr Bishah 1700 18 38 42 41 12
All7 Sabah Bishah 2200 18 37 42 16 13
Al18,A203 Sawdah Bishah 2820 18 15 42 22 14
Al20 Tenomah Bishah 2100 18 53 42 10 15
Al21 Tenomah Bishah 2300 18 02 42 45 16
Al23 Tindahah Bishah 1900 18 19 42 52 17
Al24 Zahra Bishah 2400 18 25 42 20 18
Al27 Belesmer Bishah 2250 18 47 42 15 19
Al28 Wadi Bin Bishah 1800 18 28 42 42 20
Hushbel
Al30 Teyhan Bishah 2440 18 20 42 19 21
A201 Hani Bishah 2030 18 25 42 31 22
A206 Ibalah Bishah 2480 18 41 42 15 25
A211 Tenomah Bishah 2100 18 53 42 10 26
A213. Mala Bishah 2030 18 10 42 50 27
A216 Ashran Bishah 2160 18 19 42 29 28
A217 Kharif Bishah 2200 18 50 42 20 29
BOOL Mindak Turabah 2400 20 06 41 17 30
B002 Nimas Bishah 2600 19 06 42 09 31

B0O4 Bishah Bishah 1020 20 01 42 36 32




Table # (Contd.)
Table 2.1 (continued)
STATION ID NAME SUB-BASIN Elzﬁzﬁg’“ DegZ:IT:{).i— De:(:::rrz::- NO. *
utes utes
BOO5 Heifah Bishah 1090 19 52 42 32 33
B006,B113  Tathlith Tathlith 975 19 32 43 31 34
B003,B007  Biljurshi  Ranyah 2400 19 52 41 33 35
B101 Ajaeda Ranyah 2330 19 54 41 35 36
B103,B220  Aqiq Ranyah 1470 20 15 41 39 37
B110 ~ Khaybar Tathlith 1650 18 48 42 53 38
B111 Ranyah Ranyah 810 21 15 42 51 39
B114 Tubalah Bishah 1305 20 01 42 14 41
B208 Abu Jinniyah Bishah 1650 19 01 42 44 42
B212 fEaB2F08%%  Ranyan 2240 19 57 4 31 43
B216 Thuluth- Bishah 2000 19 28 41 59 44
Bani Amer
B217 Ademah Ranyah 1715 19 45 41 56 45
B219 Samakh Bishah 1480 19 20 42 48 46
B221 Alayah Bishah 1850 19 32 41 54 48
B222 Upper Ranyah Ranyah 1450 20 05 41 53 49
B240 Karra Ranyah 2100 20 04 41 30 50
N103 Zahran Habawnah 2020 17 40 43 38 51
Al-Janub
N203 Thawila Habawnah 2000 17 40 43 37 52
Police Post
N210 Homran Tathlith 1800 18 10 43 32 53
N211 Badr Habawnah 1700 17 50 43 40 54
TAOO5 Turabah Turabah 1126 21 11 41 40 55
TA1ll Garith Turabah 1100 21 37 41 53 56
TA112 Khurmah Turabah 1060 21 54 42 02 57
TA121 New Mowayh Shal Rakbah 970 22 27 41 47 58
TA215 Wadi Turabah 1310 20 49 41 22 59

Turabah




Table 2.1 (continued).

LATITUDE LONGITUDE
ELEVATION
STATION ID NAME SUB-BASIN (Meter) Degree Min- Degree Min- NO.
utes utes

TA219 Bani Sar Turabah 2140 20 07 41 26 60

TA228 Tira Thaqif Turabah 1820 20 45 40 50 61

TA229 Qa Bani Turabah 1820 20 23 41 06 62
Malik

TA234 Atawhah Turabah 2070 20 15 41 22 63

TA235 Haddad Bani Turabah 1940 20 35 41 03 64
Malik

TA236 Martad Turabah 1640 20 50 41 02 65

TA237 Mahawiyah Turabah 2040 20 17 41 20 66

TA238 Qiya Bel- Turabah 1390 20 56 41 09 67
Harith

TA239 Znieb Turabah 1650 20 49 40 47 68
Al-Raha

TA247 Wadi Buwah Turabah 1670 20 40 41 58 69
Sayyadah

A218 Wadi Hani Bishah 2200 18 17 42 32 71
of Mujammil

A210 Shaaf Bishah 2670 18 11 42 25 72

B209 Madha Tathlith 1410 18 52 43 16 73

B223 Wadi Tarj Bishah 1500 19 45 42 20 74
near Bahim

B224 Wadi Awja Bishah 1600 19 15 42 20 75

TA221 Sut Turabah 1880 20 23 41 18 76

TAIl3 Turabah Turabah 1130 21 13 41 39 77

* Stations location according to the numbers shown in Fig. # 2.3,
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information.

In this research, a study will be focused on hydrological Area
III in Saudi Arabia to check the distribution and optimize and expand
the existing hydrological stations. The station locations and their
altitudes above mean sea level are listed in Table 2.1. Also, a topo-
graphic map of hydrological Area III indicating the hydrblogical sta-
tions distribution is shown in Figure 2.3. The topographic map was
produced by locating the stations on large scale relief maps using
longitudes and altitudes, then transfering it to intergraph computers
from which the topographic map was generated. Hydrological Area
III is selected because of its heterogeneity, available hydrological
data, and the high number of gauging stations existing compared to

other hydrological areas. This study will cover the following:

1) application of hydrological network design methods, namely,
Fisher's information, and Shanno;l's information to check the
status of the existing stations in Area III using the avail-
able daily rainfall data for the years 1966 to 1984 for each

station; and,

2) evaluation of the limitations of the above hydrological net-

work design methods.



Chapter 3

LITERATURE REVIEW

3.1 Background

Good estimates of areal rainfall are needed as inputs of hydro-
logical models. When based on ground measurements, their accuracy
depends on the spatial variability of the rainfall process and on the
raingage network density. The number of raingage stations relies
upon several factors such as the cost of installation and maintenance
and the accessibility of the gauge site. Thus it is difficult to antici-
pate a station at every point location of interest in the region.
Therefore, a hydrological network should be designed and planned
scientifically to provide observational data from every part of the
country with maximum information and minimum uncertainty of data to
yield a representative picture of the areal distribution of precipita-

tion.

The World Meteorological Organization (WMO) (Kupriianov,1974)
recommended a minimum density of hydrometric networks based on the
type of region as shown in Table 3.1. However, the density of rain
gauges varies greatly from country to country, as shown in Figure
3.1, and even within the same country. This variation depends on
« the topography of the concerned area as well as areas where there is

a great economic significance in local variations of rainfall, i.e.,
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Table 3.1: Recommended Minimum Density of Hydrometric Network
(Kupriianov,1974) .

Type of Region

Range of Norms for
Minimum Network

Area in km® for
for 1 Station

Range of Provisional
Norms Tolerated in o
Difficult Conditions

Area in krn2 for
1 station

II.

Flat regions of
temperate, medi-
terranean and tropi-
cal zones

Mountaneous regions
of temperate, medi-
terranean and tropi-
cal zones

Small mountaneous
islands, with very
regular precipita-
tions, very dense
stream network

1,000-2,500

300-1,000

140- 300

3,000-10,000

(4)
1,000~ 5,000

III.

Arid %rzl)d polar
zones

(3
5,000-20,000

(1)

Last figure of the range should be tolerated only for exceptionally

difficult conditions.

(2)

Great deserts are not included

(3)

Depending on feasibility.

(4)

Under very difficult conditions this may be extended to 10,000

kma .
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agriculture areas that are closely related to rainfall.

Some approximation methods have been used to estimate hydro-
Jogical parameters such as rainfall of ungauged locations. Three
commonly used methods are: (a) Theissen Method which estimates the
value at any given point as the observed value of the neighboring
station; (b) Arithmetic Mean Method which assumes that the rainfall
depth is theoretically constant over a given region and can be esti-
mated by the average of the observed values within this region; and
(c) Isohyetsl Method by which station locations and amounts are plot-
ted on a map, and contours of equal precipitation are then drawn
(Creutin and Obled, 1982). The computations of areal average pre-
cipitation when using each method are shown in Figure 3.2 (Linsley,
et al, 1975). These three simplest methods cannot substitute the
need of hydrological network because they do not consider the heter-
ogeneity of the area and variability of rainfall. Thus, scientific

methods should be used when designing hydrological networks.

3.2 Network Design Methods

There are usually three basic questions involved in the network

design (Rodda, et al., 1976), they are :

1. How many sites need to be established ?
2. Where are these sites to be located?

3. How long is the network to be operated?



0.65

Arithmetic mean:
282

1.46+1.92+2.69+4.50+2.98 +500

2469 S =3.09 in.
1«54 4450
2.98 5.00
1695
Thiessen method:
Observed Areu* Per cent Weighted
precip. totol precipitction (in.)
{in.) (sq mi} area {col.d x col. 3}
0.65 7 1 0.01
1.46 120 19 0.28
1.92 109 18 0.35
2.69 120 19 0.5
1.54 20 3 0.05
2.98 92 15 0.45
5.00 82 i3 0.65
4.50 76 12 0.54
626 100 2.84

Average = 2.84 in.
(5) *Area of corresponding polygon within basin boundary

Isohyetal method:

isohyet Area™ Net Avg. Precipitation
enclosed areo precip.  volume
{in.) {sqmi} (sqmi) (in.) (col.3 xcol4)
5 13 13 5.3 69
4 80 T7 4.6 354
3 206 116 3.5 406
2 402 196 2.5 490
1 595 193 1.5 290
<1 626 31 08 _25
1634
3" 195
Average = 1634 +626 =261 in.
175 * within basin boundary
(¢)

Fig. 3.2: Areal Average of Precipitation by
(a) Arithmetic Method,
(b) Theissen Method, and
(c) Isohytal Method
(Linsley, 1975).
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The third question can be avoided, because once a network is
installed, its continuation is often assured. The answers to the first
and second questions are difficult, because the selection of sites for
locating the networks depends on several factors such as the physical
features of the sites; altitude, slope, and orientation; and the acces-
sibility to the sites. At this junction, the scientific methods of net-

work design can be applied.

There are a number of scientific methods of network design.
Some of these are simple while others are more sophisticated. One of
the simple methods which is applicable to individual basins rather
than to a whole country is to use the systematic approach, so that
the instruments would be installed at predetermined intervals over an

area. These intervals are fixed in both horizontal and vertical

planes, for example, set up one gauge per 23 KM? (Rodda, et al,
1976).

Several other methods of network design are of considerable
interest; for example, the simulation approach by which a two-level
network incorporating primary and secondary stations will be oper-
ated. Primary stations are those that will be operated continuously
for a long time; secondary stations are only maintained long enough
to establish a relationship with a primary station before the gauge is
moved to another site and the process is repeated (Bras, 1976).
Another and separate approach, which offers a useful way of deter-

mining the number and spacing of gauges in a network, is through
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...=- .- the..use of correlation analysis (Hutchinson, 1969). .Correlation. coef-
ficients are determined between every pair of stations in a network,
using the observations made at the sites, so that the decay in corre-
lation with increasing gauge separation can be determined. In 1972,
Stole assumed the decay function of the coefficient of correlation
between two stations to be exponential. The relative efficiency was

then observed from the following relationship (Stole, 1972):

n_ = [r(x,t/pm)? (3.1)

Where:

=]
"

the relative efficiency;

r(x,t) = the correlation coefficient for intersection distance X

at time t;

p(t) = the correlation coefficient between two point locations

for very dense network at time t.

Stephenson (Rodda, et al., 1976) suggested another approach
to network design by using the monthly totals recorded in a network
of "n" gauges, uniformly distributed, the coefficient of variation of

the mean (CVm) for each month can be employed in determining the
adequacy of the network. Values of CVm are calculated for the net-

work using the monthly amounts expressed as a percentage of aver-

age annual rainfall. Then for 120 months, the cumulative frequency
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<ee~ =--..---curve can be constructed from which-the value- (C') ofACVm«-exceeded

by five percent will be determined. If C' is less than 10, the num-
ber of gauges is considered adequate. When C' is more than 10,

then the number of gauges can be calculated from

N=(CY/10)% * n (3.2)
Where:

N = Calculated number of gauges

C' = Coefficient of variation of the mean exceeded by 5 per-
cent
n = Existing number of stations.

The method of isocorrelation can also be used in hydrologic
network design (Hershfield, 1965). This method will correlate
between one or more key stations and all other stations in the net-
work; then, a line will be plotted connecting the points that have

same correlation.

Yet another rﬁethod, called regionalization approach, divides the
hydrological area into square grids and relates hydrologic variables
to physical parameters of the area. The forecasting of hydrologic

data is made for ungaged locations (Solomon, et al., 1968).

The rational approach is another technique to network design.
This technique develops a multiple linear regression based on the

demographic, economic, meteorologic and basin characteristic factors
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-~ .- .~ (Desi, Czelani and Rackoczi, 1965). -..- e

Decision theory is also introduced in hydrological network
design. The purpose of this theory is to assess the network in
terms of the impact of data on decisions, the more data collected, the

less is the uncertainty in decision making (Hoffmann, 1974).

Another method that is used to select an optimum rain gage
subset in a dense network is based on finding the number of gauges
which yield the smallest standard error. Standard error is repre-

sented as follows (Bradsley, 1985):
8¢ = [A1-Ry IS /(a-M)"* (3.3)

Where:

M
8¢ = Standard error of Y (i.e. Y = kgl Vi X

R.]\zd = Sample multiple correlation coefficient of



n = Total number of-AT's (T = time) containing non-zero of .

the complete network.

N = The number of gauges in the complete network.
M = The number of gauges that yield the smallest standard
error.

Spline-surface fitting is another technique which is used to
produce a contour map by interpolation between scattered point
observations which avoids the drawback of uncontrolled oscillations
arising when polynomial interpolation is used (Creutin, 1982; Lebel,
1987). The interpolation will be done to satisfy an optimal smooth-
ness by finding the surface S(t) through minimizing the function

(Creutin, 1982):

2 2 2
[Los))® at; spy = £5(8 4,8 5(H . 2 S(H)

J x> 5X5y 5y
N i
S(t) =a + Bt + ) v K (t,t)
i=1
i _ i, 2 i 2
K(t,t) = [[ t-t' || log || t—t [] (3.4)

Where
a,B and ¢ = Coefficients obtained by solving the linear system

(Creutin, 1982).

S(t}) = Measured rainfall at ith station among N (i = 1,
... N).



T ti = Station coofdinh’t"e”'(xi,Yi)""" o
Then, finding the optimum smooth line fitting between stations,

a contour map can be plotted.

Another technique called Krigging has been used in the design
of hydrological network. Krigging is a regionalization method which
characterizes phenomena having variability with autocorrelated struc-
ture, such as rainfall which varies with time and space (Clark,
1984). The key to the mathematical algorithms of the Kriging system
is the estimation of the variogram or semi-variogram, vy, which
describes the expected difference in value between pairs of samples
with a given relative orientation. Mathematically, the variogram is

defined as (Clark, 1984; Creutin, 1982; Dingman, et al, 1988).

-1 3 _ 2 |
0 = g ) B R - 26 (3.5)
Where:
n = Number of data points a distance "h" apart
h = Distance between sites

Z = Variable (i.e. rainfall) value at measured site.

Once a variogram is chosen, a minimization of the wvariance of
the estimates subject to the constraint that the estimates be unbi-
« ased, i.e. E [ Z* (t°) — Z(t)] =0, defines the kriging system as fol-

Iows (Creutin, 1982; Lebel, 1987):
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3 > f = g inl
Aoy, + p £ = v i=1, n
1 j i) 51 i io
n
L, £¥ = g2 s =1,....,K (3.6)
L j o 2
j=1
Where:
Ti =y (h) where h is the distance between Xi and Xj
¥ = Kriging coefficients
it . = Lagrangian coefficients
ff‘ = Monomials used in drift estimation
L = Index on monomial number
i,j = Index on data point
n = Number of data points
K = Number of monomials used in the drift estimation.

Gandian's technique is another method that can be applied to
the design of hydrological network. This method relies on the same
basic principle as Kriging's. For a given area, the value at the
ungaged point t° is estimated as a linear combination of n surround-

ing observed values (Creutin, 1982):



~
w

n .
Z+t) = Y A Z () (3.7)
i=1
Where:
Z*(toi) = values at ungaged location
Z(ti) = values at surrounding gaged locations
n = surroundings number of stations
li = weighing coefficient

The weighing coefficients are determined by minimizing the

estimation variance:

E [(Z(t") —Z* (t)?] (3.8)

which leads to Gandian's system:
3 id j
Y A Ct,t) =C (t,t°) j=1,..... ,n . (3.9)
i=1

where C (t, t) = E [Z(t)Z(t)] is a covariance.

Most of the network design methods presented above can be
applied for special cases. Some of them assume linear wvariation of
rainfall between stations, others assume homogenous areas. However,

<

for large areas where heterogeneity dominates, they will not be pow-
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erful, so other methods can be applied such as Shannon's information
- method which will be presented later. Also, the Fisher information
technique which relies upon normality will be introduced ‘and com-

pared with Shannon's method through a case study.



- -~ .~ Chapter 4

RAINFALL DATA ANALYSIS

4.1 Data Classification

Scientific data can be classified into two categories: experi-
mental data and historical data. Experimental data are those which
are obtained by running an experiment and can be obtained again if
the same experiment is run in the same environment. On the other
hand, historical data are those collected from natural phenomena
which will be observed once and then will not occur again (Chow,

1964) .

Since hydrological data such as rainfalls, floods, runoff, etc.,
are observed from natural hydrological phenomena, it will therefore
be considered as historical data. In order to use these data for
modeling or estimating a specific event based on its past record, sta-
tistics and probability will be applied. Statistics will deal with the
computation of sampled data, and probability will deal with the meas-

ure of chance or likelihood based on the sampled data.

An important part of hydrological work is concerned with anal-
ysis of information. Analysis of hydrological observations should be
done to provide ways to reduce and summarize observed data to
determine the characteristics of the observed phenomena, and to make

predictions concerning future behavior. Here, statistical and
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probability methods will be applied. -They will be used to define the
distribution of the variable or the variables over the range of occur-

rence in terms of frequency and probability.

In this study, rainfall data for selected stations in hydrological
Area III will be used to produce their relative frequency distribution

curves from which a fitted probability function will be selected.

4.2 Frequency Analysis and Distribution Fitting

Using daily rainfall data, the number of occurrences or the
frequency will be plotted against selected intervals of rainfall to
produce a frequency distribution. This distribution can also be pro-
duced in terms of relative frequency or probability, n/N where "n" is
the number of frequencies in the selected interval and "N" is the
total frequencies, against rainfall interval (from which frequency dis-

tribution can be fitted).

Then, theoretical probability distributions can be fitted by
estimating the population moments (mean, variance, etc.) that is cal-
culated from the sample data. Table 4.1 summarizes common distribu-
tions used to describe the behavior of some hydrological phenomena,
but it should be emphasized that the theoretical distribution is not an
exact representation of the natural process but just an approximation

of the phenomena to be observed.

From hydrological Area III, some stations were selected



Table 4.1: Some Common Probability Density

Functions (Husain, 1987).
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randomly to generate their relative frequency histograms, as shown ..

in Figures 4.1 through 4..18. The plotted relative frequency of daily
precipitation will resemble an exponential distirbution when rainfalls
with small amounts of precipitation occur more frequently than larger
raingfalls. However, gamma-distribution will describe the distribution
of precipitation amounts more accurately than the exponential distri-
bution, which is a special case of gamma-distribution; because of the
greater flexibility obtained with the larger number of parameters
(Richardson,1981).

The gamma distribution is described by:

w-1 _-X/8 a-®

_ X e .
fs (x,3,0) T o) ;X,a,v0,> 0
x <0 (4.1)

Where :

x = Hydrological variable

a = Shape parameter

v = Scale parameter

[ (v) = Gamma function = | ! e dx.

0

The two parameters, a and v are obtained by finding the mean
and the variance of the raw data then substituting them in the fol-

lowing :
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FIGURE 4.19 RELATIVE FREQUENCY HISTOGRAM OF

FROM 1966 TO 1984

STATION "TA112"
USING NON-ZERO DAILY RAINFALL DATA
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- (Mean)z
v Variance (4.2)

The exponential distribution is a gamma-distribution with
v=1. or

foxpXia)=8 e x>0, a>0. (4.4)

Chi-square test (goodness of fit) was also performed to examine

the fitted distribution. This test proved that the selected distribu-
tion, gamma-distribution is accepted. Appendix A shows samples of
chi-square test of some selected stations. Therefore, gamma-distri-
bution will be used in analysis undertaken in this study as the best
fitted distribution of rainfall data. Figures 4-1 through 4.18 show
relative frequency histograms and the corresponding gamma-distribu-

tion curves for each of the selected stations respectively.
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Chapter 5§

SHANNON'S INFORMATION MEASURE

5.1 Historical Background

Shannon's information theory is a measure of uncertainty associated
with the occurrence of events (Husain and Khan, 1983). This con-
cept was developed by Shannon in 1948 to be applied in the field of
communications (Shannon and Weaver, 1949). Since 1949, Shannon's
information theory has been successfully applied in various areas of
science and technology other than communications engineering such as
economics, thermodynamics, hydrology, statistical mechanics, reser-
voir engineering, turbulence, structural reliability, and landscape

evolution (Singh, Rajagopal and Singh, K., 1986).

In hydrology, this methodology has previously been applied in
network design. For example, it has been applied in the design of
hydrological networks (Caselton and Husain, 1980; Husain, 1987),
meteorological networks (Ukayli, Husain and Khan, 1982; Husain and
Ukayli, 1986), and air quality monitoring networks (Husain and
Khan, 1983).

5.2 Hydrological Network and Communication System

The communication system can be represented schematically as



shown in Figure 5.1 as information encoder, transmitter, receiver and . .. .

decoder. When a source sends a message, it will be encoded by a
transmitter into a signal which will be transmitted on the communica-
tion channel, then the receiver will change the received signals and
change it back into a message source. During this process of infor-
mation transmission, distortion sometimes occurs causing errors in
transmission. All of these changes in transmitted signals are called

noise (Husain and Ukayli, 1986; Caselton and Husain, 1980).

The analogy between a hydrological network transmitting infor-
mation and the communication system described above is explained in

the following paragraphs.

The hydrology of a region served by a network is represented
in Figure 5.2 by the magnitude of hydrologic events occurring suc-
cessively in time at each of a large number of point locations dis-
persed throughout the region. This set of event magnitudes may be
considered to form the hydrologic information or message source.
The objective of the hydrological stations, which occupy only a small
number of point locations, is to act collectively as a transmitter for
the hydrological data. The measurements of a number of hydrological
variables are encoded, which will represent the hydrological variabili-
ties throughout the region. These values will be recorded and then
transmitted to the data base, where the magnitudes of the hydrologi-
cal events at the ungauged points are subsequently reconstituted

(decoded) using the network station measurements and some form of
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Fig. 5.1: Conventional Representation of
Communication System (Shannon,

1949).
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Hydrologic Netwark
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Fig. 5.2: Grid Point Representation of Communication
System (Caselton, 1980).
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interpolation or spatial estimation model. The complete output signal ..
will be represented by the combined network station measurements
and the reconstituted values for ungauged locations (Ukayli, Husain
and Khan, 1982; Caselton and Husain, 1980). The hydrological net-
work as a communication system can be represented as shown in Fig-

ure 5.3 (Caselton and Husain, 1980).

In order to fully estimate the hydrological events of a specific
area, a station must be installed at every point location of interest in
the region. However, this behavior is not logical due to many rea-
sons such as budget constraints. Therefore, one must select an
acceptable number of stations (network) that most closely represents
the hydrological events occurring in the area. Then, the perform-
ance of this hydrological network can be evaluated by measuring the
values of reduction of uncertainty of the information transmitted
between the input message and output signals. Even though errors
will be included in the output signals, one should try to minimize
measuring uncertainty by increasing the existing number of stations
or changing the orientation of the net;.vork, i.e., changing the sta-

tion locations (Caselton and Husain, 1980).

5.3 Shannon's Information Methodology

The measure of uncertainty associated with the occurrence of
event is defined by Shannon as an entropy. For a hydrological vari-

able X (e.g. rainfall) measured at a station with events
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x,, x .o Xn), the entropy is formulated as (Husain and Caselton,

1?7 72?7

1980; Chapman, 1986):

N
H(X) = —Zl P(Xi) loga P(Xi) (5.1a)
i=

where P(Xi) is the probability of the outcome Xi' The units of

entropy depend on the base of algorithm in eqn. (5.1a). It will be
"hits" for base 2 and "decibel" for base 10. For computational con-
venience, a natural logarithm is considered for entropy computation
throughout this study with units of measurement "nats” (Chapman,
1986). For continuous distribution the entropy was calculated as fol-

lows:

HX;y = - (j’ 0 O T T B 0 T T ) et}
(5.1b)

in which f(xi:“v"z'"a’“"p[) is the probability density function of
hydrologic variable Xi and is fitted by a continuous distribution with

parameters (;11 Mysen- ,p!).

The concept of entropy can be generalized to more than one

station measuring the same variable, (e.g. rainfall). For example,

when there are "m" stations in a region with variables

« (Xz' Xa’ Xm), then the joint entropy will be:
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e . . m - . 2" ey > -

HX,, X,, ...X ) = —121 P(x;, x;, ...x;n) log P(x;, X;, ...%;)
(5.2)

where (Xl, Xz, ...Xm) are the measured hydrologic variable at "m"

stations, and P(xil, xi2 , ...x;n) is the joint probability of occurance

of the ith event at "m" stations.
Chapter 4 shows that the hydrological variable (rainfall) will

follow a gamma-distribution. The entropy of this continuous distri-

bution function using eqn. (5.1b) is:

HX) = - fG (x;v,8) In fG(X;u,a) dx (5.3)

O 8

The entropy of gamma-distribution function has been simplified

to (Husain, 1987):
HX) = —~0-1)¥@WW+InlIv) +v+lna (5.4)

where ¥(v) is the digamma function defined by (Chapman, 1986):

Y(v) = é‘;’- In(v). (5.5)

There are various forms of bivariate gamma distribution but
due to limitations in their derivations, their application is very lim-

ited (Mardia, 1960). For example, the following form
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- (P+q) P-1 - -1 . -
F.(x,v;a,p, = 8 __ __x e Y -x)4 5.6
g%, ¥:3,P.9) = FFy T(q) (y-x) (5.6)
y>x> 0
a, P, gq>0

which defines bivariate gamma distribution, assuming that one vari-
able should be greater than the other. However, this is not the case
when dealing with rainfall data where precipitation at one station is
not always greater than the precipitation on the other station. To
resolve this complexities, gamma-distribution values will be trans-

formed to normalized variates z and w as follows:

1,2
1 T g -7 £(t; at - 5.7
J—z-; I e - I ’ Ux: ax) ’ ( . 8)

3 :

w -it? v
1 3

e at = [ £(t; v, a.) dt 5.7b

=1 J £t vy, 2 (5.7b)

.where x and y are the gamma-distribution variables with parameters
(v,a8), whereas z and w are the normalized variables of x and y with
mean of zero and variance of one (Husain, 1989). Shannons (1949)
shows that the information transmitted by wvariable x about y, or y
about x is:

@ w £ (z,w)

T(x;y) = T(y;x) = - | | £ (z,w)n

_—— dzd .
ERE] RO I
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where

fn(z,w) = normal probability function of normalized variates
z and w, transformed from fG(x,y; ux,ax,uy,ay)
£(z) = normal probability function of normalized variate

z and transformed from fG(x; ux,ax).
f(w) = normal probability function of normalized variate

w and transformed from fG(y; uy,a y).
If p is the correlation coefficient between z and w, then

w

Equation (5.8) can be simplified to (Husain, 1987; Husain, 1989):
T(x;y) = T(y;x) = -+ In(l — pi) (5.9)
b4 Hl 2 zw . .

In hydrologic network optimization the objective is to retain a
station or a number of stations from a dense network so that maxi-
mum information will be transmitted by the retained station or sta-
tions about the region (Husain and Caselton, 1980; Husain, 1987).
For a single station to be retained from a dense network with "m"

stations, the objective function is:

m
Max T(X,,X,, -..X ;X;) = Max T(X;;X

)
i=1 L
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m-1
= H(XL) + i‘é‘i T(Xi;XL) (i=zL)

(i=1,2,...m)

(5.10)
where

T(X 1,Xz, Xm,XL) is the total information transmitted
by station XL about the region, and T(Xi’xL) is the information

transmitted by station "L" about individual station "i" and equal to

H(Xi) + H(XL) - H(Xi’XL)’ Similarly, to retain a group of stations

from an existing dense network, the objective function is as follows:

Max T(X ,X,, .X ;X X

m’ "KL’ - X

g)

m
= Max ZT(Xi,XK,X X
- i=l

L --Xg)

= Max [H(XK) + H(Xp) + .. H(X) + ¥ T(Xi;Xj)]
=1 =1
(5.11)

where (K,L,...,S) are the set of stations to be selected from "m"
stations existing in a dense network. All possible stations combina-
tions will be tried to calculate the transmitted information, for exam-
ple, selecting a set of "n" stations from a dense network of "m" sta-

tions the possible combinations will be
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M - __ml
n n!(m-n)!

where m! (m factional) = m (m-1)(m-2)...., from those combinations
stations that give maximum information will be retained (Caselton and

Husain, 1980).

Shannon's information theory can alsoc be applied for hydrologi-
cal network expansion using the data of the existing network to
improve its adequacy. To show how this technique can be applied, it
is better to explain it on a small scale. For this purpose. select
three stations (i, j, K), as shown in Figure 5.4, measuring hydro-

logical variable (e.g. rainfall) Xi, XJ and XK respectively. Then,

the entropy of each variable between each pair of them ‘will be

(Husain and Ukayli, 1986; Husain, 1989):

H(X;y = T(X;Xp + HX,X) - HX) (5.12a)
H(X) = T(X;X) + HX;,Xp - H(X) (5.12b)
H(X) = T(X;;Xp) + HX,Xp) - H(Xp) (5.12¢)
H(Xg) = T(xi;x'K) + HX,Xg) — H(X) (5.12d)
H(Xp) = T(X;iXg) + HX,Xg) — H(Xp) (5.12e)
H(Xg) = T(X;iXg) + HX,Xp) - HX) (5.12f)



Fig. 5.4: Triangular Element Formed by Joining
Three Hydrological Stations (i, j and
k) Measuring Hydrological Variables
Xi’ X.j and Xk, respectively (Husain,

1989).
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The above equations show that for any pair of stations on the. .....

same line such, as (i,j), a common information T(Xi;Xj) between them
will exist. Also, net information H(Xi’xj) - H(Xj) at i will exist

which depends on the distance between the station pair and will be
greatest at the station locations. The relationship between the three
stations and the entropy as well as the transmitted information is

shown schematically in Figure 5.5 (Husain and Ukayli, 1986).

Ukayli (1982) describes the variation of the net information for

pair of stations, shown in Figure 5.5, to behave exponentially as:

-bd./D-d,
Y,=Cce ' ° (5.13)
where
Y, = net information at a distance d; from station "".
C = net information at station location
b = coefficient of the exponential decay curve
- D = distance between pair of stations.

To find the total interpolated information at any point, expo-
nential decay coefficients of any point lying between two stations
should be computed. For example, total interpolated information at

<

location K lying between stations i and j, as shown in Figure 5.5 is



HIX;) - T(X;.X )
HiX;)

TiX;.X;)

H(Xj)-T(Xi,XJ-)
H(Xj’

Fig. 5.5: Schematic Diagram Entropy, Information
Transmission and Decay Curve (Husain,

1989).

64



65

computed using

Therefore,

Yi =T (xi;xk) -T (Xi;Xj) (5.14)
-b(D-d,)/d,
T(xi;xk) - T(xi;xj) = [H(xi)_T(xi;xj)] e (5.15)

from which the coefficient "b" (originally from i to j) will be

b = [d,/D-d,) HX) - TE;X) 1 | T’ Xp) ~T KX 1 (5.16)

Also, the exponential decay coefficient from j to i will be deter-

mined as before which equals:

b’ = [dl/(D-dl)] [H:(xi) - T(xi;xj) I/ 1 T(Xiyxk) -T (Xi;xj) ]

(5.17)

Then, using the previous relationships, the total interpolated

information at any point (XL) joining line i-j can be interpolated as:

mum

-b [dy/(D-d)]
AXXp) = T, X)) + [HX)-TX;, X)) e

-b' [(D-dL)/dL]

+ [HX)-TX, X)) e (5.18)

Shannon's information measure is capable of selecting the opti-

locations without the assumptions of normality and linearity.
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Also, it takes into account the variation of space and time. Multi-
purpose networks can also be designed using this technique because
it is not restricted to one variable, but it can use a number of dif-
ferent types of variables simultaneously in the design. Events for
unguaged locations can be estimated using this method by taking the
combinations of three station sites and interpolating the information
between each pair of them at any point on the line joining them.
This can be used to produce contour maps showing the high and low

information zones.

5.4 Analysis

To illustrate the applicability of the network design methodol~
ogy developed by Shannon, rainfall data on a daily basis for the
existing stations in hydrological Area III of the Kingdom of Saudi
Arabia (from installation date of the station until year 1984) were
obtained from the Ministry of Agriculture and Water Resources
through publication issues (MAW, 1984). The station locations and
topography of the area are shown in Table 2.1 and Figure 2.3

respectively. The analysis will cover the following:

A. hydrological network reduction, and

B. hydrological network expansion.

5.4.1 Hydrological Network Reduction
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_The objective .of network. reduction is to obtain maximum infor-
mation transmitted by a minimum number of select stations from an
existing network. This analysis will be focused on dense networks.
For this purpose, the hydrological area were divided into an an imag-
inary six dense zones, as shown in Figure 5.6, based on how close
the stations are to each other and also on ease of computations.
Because of the need to evaluate all possible combinations of "n" sta-
tions from "m" stations, the computational time may grow rapidly as
"n" becomes large. To avoid this combinational problem, the number
of stations in each .imaginary dense zone is assumed to be less than

10.

Concurrent rainfall data will be processed for each zone, i.e.,
when existing station on that zone receives rain, rainfall for the rest
of the stations will be considered.  Using eqns. (4.2) and (4.3) the
rainfall data, mean and variance for each station, are computed.
From this, scale and shape parameters are calculated. Entropy is
found at each station by substituting these parameters into eqn.
(5.4) which is equivalent to information transmitted by the station

since

T(Xi;Xj) H(Xi) + H(Xj) - H(Xi;Xj) when i*j
= H(Xi) when i=j.

After the gamma-distribution is fitted and the parameters

(shape and scale) are computed, they will be transformed to normal
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variables using eqn. (5.7). The transmitted information

T(Xi,Xj) when izj, will be computed by finding the correlation

between any pair of stations and substituting in eqn. (5.9). Finally,
optimum stations to be retained can be selected using the objective

function described by eqns. (5.10) and (5.11).

The information matrix as well as the optimum information and
stations retained for each dense zone existing in hydrological Area III
are shown respectively in Tables 5.1 through 5.12. Appendix B
shows sample output of Zone No. 5 of all station combinations with

their corresponding transmitted information.

Optimum information transmitted by the retained stations will be
plotted against the optimal station combination for each zone sepa-
rately. The obtained curves should follow those curves shown in
Figure 5.7 where curve "b" indicates homogeneous conditions at all
locations meaning that one station can represent the concerned area,
curve "c¢" indicates that events at each network location are indepen-
dent of one another. In other words, the area is heterogeneous and
curve "a" indicates that the existing network does not represent the
area fully. Therefore more stations are needed to improve tile ade-

quacy of the existing network.

For each zone, the optimum information transmitted versus the
optimum station combination is plotted in Figures 5.8 to 5.13. For

Zone No. 1, the slope of information transmission curve reaches con-
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Table 5.1: Shannon's Information Matrix (Gamma Distribution)
of Zone # 1.
No. 1 2 3 5 6 8 9 10
Stat-
tion Al118 | AOO1 | AO03 |A106 |A216 |A112 | A201 |A107 |A113 |A128
ID
1 2 3 4 5 6 7 8 9 10
1 0.3320 :0.1528 |0.1029 |0.0525 {0.0070 {0.1201 {0.0742 |0.0068 ;0.0540 {0.0040
2 0.1528 0.4817 {0.3830 {0.1225 |0.1105 |{0.2070 {0.1794 [0.0486 !0.0354 {0.0151
3 0.1029 10.3330 |0.5596 ;0.0773 |0.0588 [0.1898 {0.1593 |0.0553 |{0.0158 {0.0457
4 0.0525 {0.1225 |0.0773 |0.5136 |[0.0937 [0.1824 [0.0864 |0.0208 {0.0214 |0.0245
5 0.0070 {0.1105 {0.0588 [0.0937 |0.6238 (0.1841 |0.0695 {0.0010 ;0.0168 |0.0026
6 0.1201 {0.2070 {0.1898 }0.1824 |0.1841 [1.3191 |[0.1625 {0.0374 [0.0585 |0.0040
7 0.0742 {0.1794 {0.1593 {0.0864 [0.0695 |0.1625 |0.4976 |0.0328 :0.0215 10.0018
8 0.0068 !0.0486 [0.0553 |0.0208 |0.0010 {0.0374 |0.0328 |0.4772 [0.0468 |0.1067
9 0.0540 |0.0354 {0.0158 |0.0214 |0.0168 [0.0585 ;0.0215 |0.0468 {1.1011 |0.0271
10 0.0040 {0.0151 {0.0457 |0.0245 |0.0026 |[0.0040 {0.0018 |0.1067 ;0.0271 |0.9505
Table 5.2: Optimum Information and Stations Retained
in Zone # 1.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 6 2.4648 35.4
2 6,9 3.5400 50.9 15.46
3 6,9,10 4.5233 65.0 14.14
4 3,6,9,10 5.1177 73.6 8.55
5 3,5,6,9,10 5.5574 79.9 6.32
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Table 5.3: Shannon's Information- Matrix -
of Zone # 2.
No. 1 2 3 4 5 7
Stat-
tion Al124 | A108 |A117 |A206 | A217 |A120 |A211
D
1 2 3 4 S 6 7
1 1.7374 |0.0039 |0.1816 {0.0101 j0.0074 {0.0933 [0.0381
2 0.0039 {1.8396 {0.0652 ;0.0784 [0.0186 {0.0572 [0.0238
3 0.1816 |0.0652 |2.0871 |0.0443 |0.0186 |{0.0482 |0.1027
4 0.0101 |0.0784 {0.0443 {1.9117 {0.0129 }0.0369 |[0.0317
5 0.0074 [{0.0186 {0.0186 |0.0129 [2.0367 |0.0008 [0.0386
6 0.0933 [0.0572 {0.0482 {0.0368 |0.0008 {1.5988 {0.2013
7 0.0381 {0.0238 }0.1027 {0.0317 |0.0386 |0.2013 |1.8778
Table 5.4: Optimum Information and Stations Retained
in Zone # 2.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 3 2.5478 19.5
2 3,5 4.5659 34.9 15.42
3 3,5,7 6.4940 49.6 14.73
4 3,4,5,7 8.2215 62.8 13.20
5 2,3,4,5,7 9.9917 76.3 13.52
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Table 5.5:... Shannon's.Information Matrix .- .
of Zone # 3.

Stat-
tion B003 [ B101 |{B212 | TA219 |BOO1 |B103 | TA237
ID

w
(o 2]
-3

! 1 2 3 4

.1276 |0.0012 {0.08393
.0261 |0.0444 |0.0082
.1126 |0.0176 |0.0557
.9066 [0.0107 |0.1292
.9066 |0.0107 }0.1292
.0107 {1.9849 ;0.0057
.1292 |0.0057 |1.3198

1.9478 10.2065 {0.1834 [0.1768
0.2065 [1.9144 |0.2056 |0.0990
0.1834 (0.2056 |1.9847 |0.0885
0.1768 [0.0990 {0.0885 {0.0992
0.1276 |0.0261 |0.1126 |0.0992
0.0012 {0.0444 10.0176 {0.0077
0.8935 {0.0082 [0.0557 }0.1160

=1 U WD
OCOrRLrFRPLROOO

Table 5.6: Optimum Information and Stations Retained
in Zone # 3.

Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)

2.7326 21.1
4.7163 36.4- 15.29
6.5175 50.2 13.88
6 8.3365 64.3 14.02
;5,6 10.0444 77.4 13.17

Db W




Table 5.7: - Shannon's..Information Matrix. .
of Zone # 4.
No. 1 2 3 4 5 6 7 8 9
Stat-
tion A004 | A105 |A123 [ A213 |A103 | A121 {N103 |N203 [ A104
ID
1 2 3 4 5 6 7 8 9
1 2.1168 |0.0061 |0.0291 {0.1085 |0.0521 |[0.0832 {0.0103 {0.0221 }0.0222
2 0.0061 |2.2420 |0.0516 |0.0004 |[0.0654 [0.0054 |0.0068 |0.0929 |0.0002
3 0.0291 |0.0516 |2.1815 [0.0043 |0.0013 |0.0260 {0.0076 |0.0045 |0.0025
4 0.1085 |0.0004 |0.0043 |1.9757 [0.0407 |0.0333 [0.0628 |0.0958 }0.0314
5 0.0521 |0.0654 |0.0013 |0.0407 |2.1480 {0.0488 {0.0013 |0.0339 [0.0209
6 0.0832 |0.0054 [0.0260 |0.0333 [0.0488 |2.1440 |0.0374 |0.0161 |0.0228
7 0.0103 |0.0086 |0.0076 |0.0628 |0.0013 |0.0374 [2.2860 |0.2641 }0.0317
8 0.0221 |0.0928 {0.0045 |0.0958 [0.0339 |0.0161 ;0.2641 |{1.8604 |0.0032
9 0.0222 |0.0002 |0.0025 {0.0314 [0.0209 |0.0228 |{0.0317 |0.0032 |2.5639
Table 5.8: Optimum Information and Stations Retained
in Zone # 4.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 7 2.7099 13.9
2 7,9 5.2735 27.0 13.13
3 2,7,9 7.5954 38.9 11.90
4 1,2,7,9 9.7816 50.1 11.27
5 1,2,3,7,9 11.9114 61.0 10.92
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--- - Table 5.9: Shannon's Information Matrix -
of Zone # 5.
No. 1 2 3 4 5 6 7 8
Stat-
tion B002 | B216 | B221 |B217 | B222 |B114 | B004 | BOO5
1D
1 2 3 4 5 6 7 8
1 1.3851 {0.0673 }0.1388 {0.1067 [0.0030 |0.0634 {0.0757 |0.1002
2 0.0673 {1.4050 |0.1554 {0.0722 |0.0042 [0.0180 {0.0332 |0.1088
3 0.1388 -10.1554 {1.5378 |0.0922 {0.0364 {0.0529 |0.0954 |0.1681
4 0.1067 {0.0722 10.0922 |1.1433 {0.0741 |0.0973 [0.0723 {0.0501
5 0.0030 {0.0042 {0.0364 |0.0741 |{1.4783 [0.1273 |0.1773 ]0.0942
6 0.0634 |0.0180 10.0529 |0.0973 |0.1273 }1.5326 |[0.0870 |0.1418
7 0.0757 10.0332 {0.0954 |0.0723 {0.1773 |0.0870 |1.4327 |0.2738
8 0.1002 }0.1125 {0.1681 [0.0501 |0.0942 {0.1418 [0.2738 |1.5227
Table 5.10: Optimum Information and Stations Retained
in Zone # 5.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 8 2.4597 21.5
2 3,8 3.9568 34.6 13.09
3 3,6,8 5.3857 47.1 12.49
4 3,5,6,8 6.6402 58.1 10.97
) 1,3,5,6,8 7.8959 69.0 10.98
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Table 5.11: Shannon's Information Matrix
of Zone # 6.
No. 1 2 3 4 5
Stat-
tion TA229 TA235 TA215 TA228 TA236 TA238
D
1 2 3 4 5 6
1 1.5845 [0.0949 ]0.0344 |0.0891 {0.0610 |0.2015
2 0.0949 |1.3835 [0.0273 |0.2177 |0.1086 |0.0648
3 0.0344 {0.0273 {1.5301 {0.0081 [0.0716 |0.0051
4 0.0891 |0.2177 [0.0081 {1.4997 [0.0445 {0.0399
5 0.0610 (0.1086 {0.0716 [0.0445 |1.4819 [0.0352
6 0.2015 |0.0648 |0.0051 [0.0399 |0.0352 |2.1177
Table 5.12: Optimum Information and Stations Retained
in Zone # 6.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 6 2.4641 25.7
2 4,6 4.0892 42.6 16.92
3 3,4,6 5.6382 58.7 16.13
<4 1,3,4,6 7.0212 73.1 14.40
5 1,3,4,5,6 8.4316 87.8 14.69
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stant value when the number of stations equals to 5, which means
that those stations can represent Zone 1. On the other hand, the
other zone's five stations are not enough to represent them. Even
more, Zones 4 and 5, with the existing stations, are not enough to
represent the rainfall distribution over them because the curve of the
information transmitted by each of them give no indication of being
straight, i.e., slope equal to zero , and their relative transmitted
information is low. Therefore, hydrologic network expansion should
be performed to locate sites where stations can be installed so an
acceptable picture of areal rainfall distribution can be achieved.

Network expansion will be done on the following part.
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.-.5.4.2 Hydrological Network Expansiaon ——— e -

Hydrological Area III was divided into five areas for the pur-
pose of network expansion. This division was based on how stations
are located and where station distribution is low, especially in the
northeast and southeast of hydrological Area III. For this purpose,
the very close rainfall stations existing in neighboring areas were
included to observe their effects upon rainfall distribution. The
boundaries of the five areas as well as those stations from neighbor-
ing areas are shown in Figure 5.14, Hydrological network expansion

will include the following:

* representation of study area into triplets,

* information computation at each local station and information

interpolation contouring, and

* recommendations for additional station sites.

Each area will be divided into a number of feasible triplets, so
information transmitted will be computed between the line joining any
pair of stations for various points. Tables 5.13 to 5.17 list the sets

of feasible triplets for each of the five areas.

For each triangle the entropy was computed at each station
locations using eqn. (5.4), with the information transmission derived
in eqn. (5.8). These values were then substituted in eqns. (5.16)

and (5.17) to calculate the exponential decay coefficient b and b'.
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Table 5.13: Sets of Feasible Triplets
in Area # 1

Number Stations Sets
1 TA203 TA239 TA238
2 TA203 TA238 TAO005
3 TA203 TAO05 TAl11l
4 TA203 TA111 TA112
5 TA239 TA239 TAO005
6 TA239 TAO005 TA111
7 TAO005 TA112 TA112




Table 5.14: Sets of Feasible Triplets
in Area # 2

Number Stations Sets
1 B111 ROO3 SU201
2 B111 ROO03 B113
3 B111 suU201 sU001
4 B111 SU001 B113
5 R0O03 SU201 SU001
6 - ROO3 sSU201 B113
7 SU201 SU001 B113
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Table 5.15: Sets of Feasible Triplets
in Area # 3

Number Stations Sets
1 Bill TAO005 TA215
2 B1l1 TAO005 TA247
3 B11l1 TAO005 TA1lll
4 Bil1l1 TA215 B103
5 B111 TA247 B103
6 B111 TA247 B222
7 B111 TA247 TA1ll
8 B1i1 B103 B222
9 B111 B222 B114
10 B111 B114 ~ B004
11 TAO005 TA215 TA247
12 TA247 B222 B114
13 TA247 B114 B004

88



Table 5.16: Sets of Feasible Triplets
in Area # 4

Number Stations Sets
1 Al10 B209 N201
2 Al10 B209 A105
3 All10 N201 A105
4 Al110 N201 NOO01
5 All0 A105 NoOo1
6 B209 N201 A105
7 B209 N201 NOO1
8 B209 A105 NOO1
9 N201 A105 NOO1

89



Table 5.17: Sets of Feasible Triplets
in Area # 5
Number Stations Sets
1 B004 B0O05 B113
2 B004 B005 B216
3 B004 BO0S B219
4 B004 B113 B219
5 B005 B216 B002
6 B005S B002 B219
7 B005 B002 B208
8 BO05 B219 B208
9 B113 B219 B208
10 B113 B002 B219
11 B113 B219 B110
12 B113 B219 B209
13 B113 B208 B110
14 B113 B110 Al10
15 B113 Al110 A209
16 B216 B002 B219
17 B216 B002 B208
18 B002 B208 B110
19 B219 B208 B209
20 B219 B110 Al10
21 B219 B110 A209
22 B208 B110 Al110
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Then substituting those coefficients into egn...(5.18), the interpolated
information at various points of the line segments forming triplets was

estimated.

Finally, the interpolated transmitted information values were
used to produce contour maps as shown in Figures 5.15 to 5.19 for

area No. 1 to 5 respectively.

The interpolated information values with the information trans-
mitted by each station were used to draw contour maps. The contour
map for Area I is shown in Figure 5.15. It consists of one loop with
information ranging from 49 to 154 nats. The map shows relative
homogeneity, but there is high variation between minimum and maxi-
mum transmitted information which indicates that one station at the
middle where the transmitted information is low, can be added to
reduce this variation. Actually, there are two stations which have
not been included in the analysis of information for this area due to
poor record. They are TA1ll3 and TA123. Station TA1ll3 was can-
celled due to proximity to station TA005. The other station TA123 is

a new station located near station TA203.

The interpolated transmitted information values of rainfall in
Area 2 Figure 5.16 shows high homogeneity. The information values
in this area varies between 88 and 127 nats showing low variations
compared to Area 1. This is due to the nature of this part of
hydrological Area III where topography is flat and the amount of rain

fall is low compared to Area 1.
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Figure 5.17 shows the interpolated transmitted information of.
rainfall in Area 3. This figure consists of one loop which is the
same as Areas liand 2 with ix;formation varying from 76 to 126 nats.
However, the homogeneity is lower than those shown in the previous
areas indicating that more stations are needed to improve the homoge-

neity of the area.

The interpolated information values of rainfall in Areas 4 and 5
show high heterogeneity, as shown in Figures 5.18 and 5.19 respec-
tively. There are two contour loops in Area 4 with high information
values varying from 71 to 161 nats; whereas for area 5, there are
three contour loops having information values ranging from 56 to 111
nats. To resolve the variability in the measured rainfall in both
regions, a dense network is needed for an accurate areal estimation

of rainfall.

In each area, a proposed station number and site location are
identified. However, it should be noted that it is a difficult task to
identify station sites and number becausé it depends on several fac-
tors such as the accessibility to site locations and budget con-

straints.
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Chapter 6

FISHER'S INFORMATION MEASURE

6.1 Background

In 1925, Fisher derived a statistical relationship to measure the
information content in a given set of data. For a random variable X
with n independent events, Fisher information content with respect to

a population parameter a is as follows (Husain and Khan, 1983):

(6.1)

5 In fx(X;u) 2
I, =n f £, (x50 " dx

where

fx(x,a) = Probability density function of X (p.d.f.).

If & is the estimate of a, and considering & as a single obser-

vation taken from the sample distribution f A (8,a), then the informa-

tion content about & is (Husain and Khan, 1983):

S§ln £, 8;a) 1°
A ] da

I @ = [ £, @0 [ = (6.2)

For a large data distributed normally, the population parameter

* of & can be specified by mean X and variance ¢-. Hence, the p.d.f.

of £ A (8) with bias in the mean value f is (Husain and Khan, 1983):
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. 2
£, @® = @r o) 12 exp | &=+ B) (6.3)
20
Combining Equations 6.2 and 6.3, we get
2
If - (1+38 é oX) (6.4)

[}

If B is assumed to be zero, Equation 6.4 will become

- 1
If = = (6.95)
o

Equation 6.5 is the basis of Fisher's information measure which
can be stated as follows: the information content in a sequence of
observations as the reciprocal of the variance of the estimates of the

parameter of interest (Husain and Caselton, 13980).

Fisher's information measure has been recently introduced to
the field of network design. For example, it has been applied in the
design of hydrological networks (Husain and Caselton, 1980) and air

monitoring network design (Husain and Khan, 1983).

To use Fisher's information measure in hydrological network
design, consider two hydrological variables Xi and Xj' After collect-
ing N1 concurrent observations, the data collection scheme for vari-
able Xi is discontinued but extended to N2 additional measurements

on X,. Based on the concurrent N1 observations, a linear regression,

i



100

with Xi as dependent variable and Xj as .independent variable is .car-

ried out yielding the linear model (Husain and Caselton, 1980; Husain
and Khan, 1983):

Xi,k =a+bX, - ij) (6.6)
where
a,b = Regression coefficients.
X-j = Mean of X based on N, observations.

Using eqn. (6.6), N_ estimates of Xj based on the N, addi-

2
tional observations of X, are obtained. If ii and Xi are the estimates
of the mean of Xi based on N1 observation and N2 regression esti-
mates, respectively, then the weighted estimate of the mean of Xi,xi

is (Husain and Khan, 1983):

xl = (N, Xi + N, ii/(Ni + N,) (6.7)

where:
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~ Nx"Nz
i ; xl,k / Nz
1 +1

>
]

Based on the normality assumptions of Xi and Xj’ the wvariance

of Xi, denoted by ozm, is derived as follows (Husain and Caselton,

1980):

X N

2 i 2 2 2

. = - P.: — (1-p.) / (N _-3) (6.8)
m N [ N1+Nz{ ij ij 1 } ]

GXZ/N = The variance of the estimates of the mean for the
i

random sequence of Xi with N1 observations

o;. = Correlation coefficient between Xi and Xj based on-

ons N . concurrent observations.

For an unbiased estimate when E(-X-i) = X-i’ the information con-
tent of Xi and Xj' which is shown in eqgn. (6.5) as the reciprocal of

the variance, and here as the reciprocal of the variance of the esti-

mates of the mean, is defined as (Husain and Khan, 1983):
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. -1
N l—p.2
. = - 2 {52 _ ij j2
If (Xi,Xj) 1 N1+Nz pij N1 =3 for i%j
=1 for all i = j (6.9)

Fisher's information measure is one of the methods that can be
used in the design of hydrological network because it is able to take
into account the variation of space and time and it can be used for
multivariate cases where estimation at a point location is based on
data from a number of station locations. Unfortunately, Fisher's
information measure is not powerful in hydrological network design
because it relies upon linearity, assumes linear variation of precipita-
tion between stations; and normality assumptions in its derivation

(Husain and Caselton, 1980).

6.2 Analysis

Daily rainfall data as described in the analysis of hydrological
network reduction using Shannon's information measure will be used
in this section to illustrate the applicability of Fisher's information
measure. Also, the objective function as well as zones to be studied

will be the same as before.

6.2.1 Hydrological Network Reduction

For each dense zone shown in Figure 5.6, the correlation coef-

ficients for all possible combinations will be computed. Then, by



knowing the total concurrent observations for each station separately,
and using eqn. (6.9), the information transmitted of all possible com-

binations in each zone will be computed.

Applying the objective function with its two constraints, opti-
mum station combination can be selected. The objective function Z,

which is to be maximized is:

Z=max i If (xi;xj) 81,5 (6.10)
i,j=1
where
Z = Objective function
Si’ j = decision variable = 0 if station i=j to be discounted or

information can't be transferred
from j to i.

1 if the information is transferred
from j to i.

The constraints to be considered are (Husain and Caselton, 1980;

Husain and Khan, 1983):

(a) Information transferability constraint: which indicates that
information from only one station j can be transferred to

another station i.

m
y & . =1 (6.11)
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_..(b)..Budgetary constraints: if the maximum naGmber. of stations. .. _.__.
that can be retained due to budgetary constraints is n,

then

5 . = n (6.12)

Fisher's information transmission matrix and the selected opti-
mum stations with their corresponding information transmission for all
zones are listed in Tables 6.1 to 6.12. Appendix C shows sample
output for Zone 5 showing all station combinations with their trans-

mitted information.

The optimal information transmission for Zone 1 shown in Table
6.2 is higher than the other regions; however, marginal information
gain by retaining an additional station is low compared to other
zones. This is due to the high number of stations existing in that
zone. On the other hand, Zones 2, 3, 4 and 5 have high information
transmission and low marginal information compared to Zone 6 where

more stations are needed to solve its heterogeneity.

Fisher's information measure retains more than one alternative
of station combinations because it depends on the correlation coeffi-
cient between stations. Those stations with the same correlation will

be retained with different combinations as shown in the tables.

Graphs showing optimum information transmitted using Fisher's

technique versus optimum station combinations are shown in Figures
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.- Table 6.1: Fisher's Information Matrix
of Zone # 1.
No. 1 2 3 4 5 6 7 8 9 10
Stat- .
tion A118 | A0O1 {A003 | A106 |A216 |A112 [A201 |A107 |A113 |Al28
ID
1 2 3 4 5 6 7 8 9 10
1 1.0000 {0.6763 .6428 {0.6754 [0.5491 |{0.6036 |0.5826 {0.5364 |0.5608 [0.5383
2 0.6763 |1.0000 .8400 |0.7050 [0.6011 |0.6240 |0.5944 !|0.5440 |0.5485 |0.5640
3 0.6428 |0.8400 {1.0000 [0.6655 {0.6051 |0.6017 |0.5684 [0.5436 [0.5381 |0.5595
4 0.6754 |0.7050 }[0.6655 {1.0000 [0.6044 |0.6118 [0.5992 [0.5518 |0.5553 |[0.5489
5 0.5491 |0.6011 |0.6051 |0.6044 |1.0000 |0.5227 |0.5527 |0.5050 |(0.5181 |0.5217
6 0.6036 |0.6240 |0.6017 }0.6118 |0.5227 |[1.0000 |0.5463 |0.5285 |0.5240 |0.5274
7 0.5826 |0.5944 |0.5684 10.5992 {0.5527 [0.5463 |1.0000 10.5405 |[0.5516 |0.5362
8 0.5364 {0.5440 {0.5436 !0.5518 {0.5050 10.5285 |0.5405 |1.0000 [0.5634 |0.5375
9 0.5608 |0.5485 [0.5381 ;0.5553 |[0.5181 [0.5240 |0.5516 {0.5634 |[1.0000 |0.5601
Lo 0.5383 {0.5640 |0.5595 }0.5489 |0.5217 |0.5274 {0.5362 {0.5357 |0.5601 |1.0000
Table 6.2: Optimum Information and Stations Retained
in Zone # 1.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Tans. (%)
1 2 6.6973 66.9
2 2,8 7.1681 71.7 4.71
2,9
3 2,8,9 7.6047 76.0 4.37
4 2,8,9,10 8.0406 80.4 4.36
« 5 2,7,8,9,10 8.4463 84.5 4.06
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. Table 6.3: Fisher's Information Matrix
of Zone # 2.
No. 1 2 3 4 5 6 7
Stat-
tion Al124 1 A108 | A117 |A206 | A217 |A120 {A211
D
1 2 3 4 5 6 7
1 1.0000 |0.5206 {0.6041 !0.5272 {0.5169 {0.5320 {0.5637
2 0.5206 {1.0000 10.5353 |0.6310 [0.5144 }(0.5418 |0.5169
3 0.6041 [0.5353 {1.0000 [0.5595 [(0.5234 {0.5489 {0.5672
4 0.5272 |0.6310 {0.5595 {1.0000 |0.5110 ;0.5382 |{0.5683
5 0.5169 [0.5145 [0.5234 {0.5110 |1.0000 |0.5000 {0.5474
6 0.5320 }0.5418 |0.5489 }0.5382 0.5000 (1.0000 |0.5581
7 0.5637 |0.5169 |0.3672 !0.5683 [0.5474 |0.5581 |1.0000
Table 6.4: Optimum Information and Stations Retained
in Zone # 2.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Tans. (%)
1 3 4,.3384 62.0
2 3,4 4.8757 69.7 7.69
3 3,4,5 5.3523 76.5 6.81
4 1,4,5,6 5.8034 82.9 6.45
3,4,5,6
5 1,2,5,6,7 6.2351 89.1 6.17
. 1,4,5,6,7
2,3,4,6,7
3,4,5,6,7




Table 6.5:..... Fisher's Information Matrix
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of Zone # 3.
No. 1 2 3 4 5 7
Stat-
tion B003 |B101 | B212 | TA219 | B0O01 |B103 | TA237
ID
1 2 3 4 5 6 7
i
! 1 1.0000 {0.5959 |0.5783 [0.5752 |0.6002 {0.5205 [0.5941
2 0.5959 |1.0000 [0.5643 |0.5617 {0.5677 |0.5204 (0.5684
3 0.5783 [0.5643 {1.0000 {0.5205 |0.5758 |0.5028 {0.5477
4 0.5752 {0.5617 }0.5205 |1.0000 [0.5653 |0.5116 [0.6266
5 0.6002 {0.5677 {0.5758 {0.5653 {1.0000 {0.5050 {0.6207
6 0.5205 [0.5204 [0.5028 {0.5116 |0.5050 [1.0000 }0.5136
7 0.5941 [0.5684 |0.5477 ]0.6266 [0.6207 |0.5136 |1.0000
Table 6.6: Optimum Information and Stations Retained
in Zone # 3.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Tans. (%)
1 7 4.4771 63.9
2 6,7 4 .9575 70.8 6.95
3 1,6,7 5.4215 77.5 6.63
4 1,3,4,6 5.8227 83.2 5.73
5 1,2,3,4,6 6.2268 88.9 5.77
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- Table 6.7:.. Fisher's Information Matrix
of Zone # 4.
No. 1 2 3 4 5 6 7 8 9
Stat-
tion A004 | A105 |A123 | A213 |A103 |A121 |N103 [N203 [A104
ID
1 2 3 4 5 6 7 8 9
1 1.0000 [(0.5373 {0.6066 |0.6555 |0.7174 |0.53995 [0.5498 [0.5386 |{0.5650
2 0.5373 |1.0000 j0.5345 }0.5295 [0.5255 |0.5108 {0.5206 [0.5096 |0.5691
3 0.6066 |0.5345 [1.0000 |0.5764 [0.5755 [0.5516 [0.5252 |0.5238 |0.5723
4 0.6555 |0.5295 [0.5764 |1.0000 [0.6639 [0.5518 [0.5203 [0.5326 [0.5368
5 0.7174 |0.5255 |{0.5755 |0.6639 {1.0000 {0.5871 |0.5249 {0.5275 |0.5459
6 0.5995 |0.5108 {0.5516 {0.5518 {0.5971 [1.0000 ]0.5497 |0.5295 |0.5685
7 0.5498 10.5206 {0.5252 {0.5203 [0.5249 [0.5497 {1.0000 |0.6135 |0.5732
8 0.5386 |0.5096 [0.5238 {0.5326 |0.5275 [0.5295 {0.6135 [1.0000 {0.5275
g 0.5650 |0.5691 [0.5723 [0.5368 {0.5459 {0.5685 {0.5732 [0.5275 |1.0000
Table 6.8: Optimum Information and Stations Retained
in Zone # 4.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Tans. (%)
1 1 5.7697 64.1
2 1,7 6.3030 70.0 5.93
3 1,2,7 6.7657 75.2 5.14
4 1,2,7,9 7.1925 79.9 4.74
,2,8,9
«5 1,2,6,7,9 7.5930 84.4 4.45
1,2,6,8,9
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Table 6.9: Fisher's Information Matrix
of Zone # 5.
No. 1 2 3 4 5 6 7 8
Stat-
tion B002 | B216 | B221 | B217 [ B222 | B114 {b004 | B0O5
ID
1 2 3. 4 5 6 7 8
1 1.0000 |0.5848 |0.6261 |0.6153 |0.5215 |0.5439 |0.5237 {0.5875
2 0.5848 |1.0000 |0.6372 |0.5300 |0.5238 [0.53%5 }0.5231 ;0.5740
3 0.6261 (0.6372 |1.0000 {0.5555 |0.5621 {0.5646 [0.5453 |0.6402
4 0.6153 |0.5300 |0.5555 |1.0000 [0.53%94 [0.5231 [0.5166 |0.5593
5 0.5215 [0.5238 |0.5621 {0.5394 |[1.0000 {0.5542 |0.5523 |0.5927
6 0.5439 |0.5395 |0.5646 [0.5231 |0.5542 [1.0000 {0.5329 |0.6317
7 0.5237 10.5231 |0.5453 !0.5166 [0.5523 |0.5329 }1.0000 |0.5731
8 0.5875 |0.5740 |0.6402 [0.5593 ]0.5927 |{0.6317 [0.5731 ;1.0000
Table 6.10: Optimum Information and Stations Retained
in Zone # 5.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Tans. (%)
1 8 5.1585 64.5
2 1,8 5.6377 70.5 5.99
3 1,7,8 6.0647 75.8 5.34
4 3,4,5,7 6.4680 80.9 5.04
5 3,4,5,6,7 6.9034 86.3 5.44




. Table 6.11:  Fisher's Information Matrix
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of Zone # 6.
No. 1 2 3 4 5 6
Stat-
tion TA229 TA235 TA215 TA228 TA236 TA238
ID
1 2 3 4 5 6
1 1.0000 {0.5212 [0.5827 [0.5517 (0.6184 }0.5679
2 0.5212 |1.0000 |0.5221 |0.5532 [0.5365 {0.5254
3 0.5827 {0.5221 |[1.0000 }0.5296 (0.5913 |0.5316
4 0.5517 {0.5532 |[0.5296 |1.0000 |0,5537 {0.5319
5 0.6184 {0.5365 [0.5913 |0.5537 [1.0000 }{0.5493
6 J0.5679 0.5254 [0.5316 {0.5319 [0.5493 |1.0000
Table 6.12: Optimum Information and Stations Retained
in Zone # 6.
Optimum Optimum Optimum Relative Marginal
Station Station Information Information Information
Combination No.Retained Transmitted Trans. (%) Trans. (%)
1 5 3.8492 64.2
2 1,2 4.3223 72.0 7.89
1,4
3 1,2,4 4.7691 79.5 7.45
4 2,4,5,6 5.2097 86.8 7.34
5 1,2,3,4,6 5.6184 93.6 6.81
. 2,3,4,5,6
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. 6.1 through 6.6. As these figures reveal, the marginal information
transmitted after retaining two stations are very low with slopes close
to zero. Similar behavior is existed in all other curves due to the

linearity assumption that Fisher's information measure relies upon.
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Chapter 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

On the basis of the analysis conducted, a number of retained

stations were selected from the existing hydrological network of Area

III by applying Fisher's and Shannon's information concepts. Table

7.1 summarizes the retained station combinations, optimum informa-

tion, and marginal and relative information transmitted for all subre-

gions in Area III. The following conclusions are drawn from this

study:

The application of mathematically derived bivariate and mul-
tivariate gamma distribution is quite complex. Therefore, a
generalized bivariate and multivariate gamma distribution is
not used for this study. However, the transformation
scheme from any distribution to normal distribution pre-

sented in this study seems to be a useful tool.

The processing of rainfall data collected in Area III shows

some inconsistency and discontinuity in record length.

The information transmission, as derived by Fisher, is
restricted to the assumption of linearity, assuming homoge-

neous area, and normality, mean equal to zero and variance
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Table 7.1: Comparision Between Retained Stations, Opti-
mum Information, Marginal and Relative Infor-
mation Transmitted about Different Zones
Using Shannon's and Fisher's Information

Theories.
Optimum Station- Optimum Marginal Relative
Zone Methodo- No. Retained Informa- Transmitted Information
# logy (five Station tion Information Transmitted
Combination) % %
1 Shannon 3,5,6,9,10 5.5574 6.321 79.891
Fisher 2,7,9,9,10 8.4463 4.057 84.463
2 Shannon 2,3,4,5,7 9.9917 13.520 76.336
Fisher 1,2,5,6,7 6.2351 6.167 89.073
1,4,5,6,7
2,3,4,6,7
3,4,5,6,7
3 Shannon 1,2,3,5,6 10.0444 13.166 77.429
Fisher 1,2,3,4,6 6.2268 5.769 88.950
4 Shannon 1,2,3,7,9 11.9114 10.915 61.920
Fisher 1,2,6,7,9 7.5930 4.450 84.367
1,2,6,8,9
5 Shannon 1,3,5,6,8 7.8539 10.979 69.035
Fisher 3,4,5,6,7 6.9034 5.443 86.293
6 Shannon 1,3,4,5,6 8.4316 14.686 87.798
Fisher 1,2,3,4,6 5.6184 6.812 93.640
2,3,4,5,6
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equal to one. These assumptions may not be applicable in
hydrologic network design due to non-linearity and skew-
ness which commonly exists in time series data such as
rainfall. Shannon's information criterion, however, is not
restricted to the above assumptions. The suggested sta-
tions to be retained after applying Fisher's and Shannon's
information concepts are shown in Figures 7.1 and 7.2

respectively.

In the case of hydrological network expansion of Area III,
the proposed stations based on the finding presented in the
last chapter are shown in Figure 7.3. The suggested loca-
tions of the stations is preliminary. The final decision on
location depends on various factors such as the graphical
features of the sites and its accessibility. The final
retained as well as the proposed new stations in hydrologi-

cal Area IIl are shown in Figure 7.4
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7.2 Recommendations -

Based on the analysis presented in this study the following

recommendations are made:

1.

Scientific methods should be applied when designing hydro-
logical networks in order to give a correct picture of a real

representation of a variable such as precipitation.

Hydrological network reduction or expansion should be per-
formed regularly to check the integrity of the existing net-

work.

Unlike Fisher's information theory, Shannon's information
theory does not depend on normality or on linearity in its
derivation. Shannon's information theory should be applied
to check the status of the existing hydrological networks
for other hydrological areas of the Kingdom of Saudi Ara-

bia.

For other types of networks such as air-monitoring, run-off
gages, etc., Shannon's information method is suggested for
network design. This is due to its advantages over the
other types of network design methods, especially for large

areas where heterogeneity is expected.
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Table A~ Critical Values X*,, for the Chi-Squared Distribution
(Devore, 1982).

xi Density function

}

: Shaded area = a

a —’x:gr

N\ 995 99 95 95 9 .0 05 .25 O  .005

1] 0000 0000 0001 0004 0016 2706 3843 5025 6637 7.882
2| 0010 0020 0051 0.103 0211 3605 5992 7378 9210 10.557
30 0072 0115 0216 0352 0584 6251 7815 9348 11344 12.837
41 0207 0297 0488 0711 1068 7.779 0488 11.143 13.077 14.860
5| 0412 055 0831 1.145 1610 9236 11.070 12.832 15085 16.748
6| 0676 0872 1237 1.635 2204 10.645 12.592 14440 16.812 18.548
7] 0989 1239 1690 2.167 2833 12.0017 14067 16012 15474 20276
8| 1344 1646 2180 2733 3490 13362 15507 17.534 20.090 21.954
9| 1.735 2088 2700 3.325 4.168 14.684 16.919 19.022 21.665 23.587
10| 2156 2558 3247 3940 4865 15987 18307 20483 23.209 25188
11| 2603 3053 3816 4.575 5578 17.275 19.675 21.920 24.724  26.755
12| 3.074 3571 4404 5226 6304 18.549 21026 23337 26217 28300
13| 3565 4.107 5009 5.892 7.041 19812 22362 24735 27.687 29.817
14| 4075 3660 5629 6571 7.9 21.06¢ 23.685 26.119 29.141 31.319
15| 4.600 5229 6262 7.261 8.547 22307 24996 27.488 30.577 32.799
16 5142 5812 6908 7.962 9.312 23542 26296 28.845 32.000 34.267
17| 5697 6407 7564 8.682 10.085 24769 27.587 30.190 33.308 35.716
18| 6265 7.015 8231 9.390 10.865 25980 28.869 31.526 34.805 37.156
19| 6843 7632 8906 10.117 11651 27.203 30.143 32.852 36.19 38.580
20| 7434 8260 9.591 10851 12443 28412 31410 34170 37.566 39.997
21| 8.033 8.897 10283 11.591 13.290 29.615 32.670 35478 35.930 41.399
2| 8643 9542 10982 12.338 14.042 30.813 33.924 36781 40.289 42.796
23| 9260 10.195 11.688 13.090 14.848 32.007 35172 38.075 41.637 44.179
24| 9886 10.856 12.401 13.848 15.659 33.196 36415 39.364 42.980 45.558
25 | 10519 11523 13.120 14.611 16473 34381 37.652 :0.646 44313 46.925
26 | 11160 12.198 13.844 15379 17.292 35.563 38.885 41.923 45.612 48.290
27 | 11.807 12.878 14573 16.151 18.114 36741 40113 43.194 46962 49.642
28 | 12461 13.565 15308 16.928 18.939 37.016 41337 44461 48.278 50.993
29 | 13.120 14.256 16.147 17708 19.768 39.087 42.557 45.772 49.586 52.333
30 | 13.787 14.954 16791 18.493 20.599 40.256 43.773 16.979 50.892 S3.672
31 | 14.457 15.655 17538 19.280 21.433 41.422 44985 48.231 52.190 55.000
32 {15134 16362 18.291 20072 22271 42.585 46.194 49480 S$3.486 56.328
33| 15814 17.073 19.046 20866 23.110 43.745 47.400 50724 S4.TI4  57.646
34 | 16501 17.789 19.806 21.664 23.952 44.903 48.602 51.966 S6.061 58964
35 [ 17.191 18.508 20.569  22.465 24.796 46.050 49.802 S53.203 S7.340 60272
36 [ 17.887 19.233 21336 23269 25.643 47212 S0.998 4437 S8.619 61.581
37 | 18.584 19.960 22.105 24.075 26492 48.363 52192 55.667 59.891 62.880
38 | 19289 20691 22878 24.884 27.343 49.513 53384 56896 61.162 64181
39 119.994 21425 23.654 25.695 28.196 S0.660 54.572 SB.AI9 62426 65.473
40 |20.706 22.164 24.433 26.509 29.050 S51.805 55758 $9.342 63.691 66.766

3
Forv>4o,x1,éu(|-l+z.\/z)
. 9v 9,
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CHI -SQUARE TEST FOR
STATION "A105"

IRAINFALL)|OBSERVED| ALPHA | BETA | COMMULATIVE | EXPECTED |(E=0)##2|
{ | FREQUNCY | [ | FREQUNCY | FREQUNCY | ————]
i 1 (0) | | | | (E) | £ |
e R L e R R e e b L L L R L LR |
| 1 | 2 | 1.674 | 8.909 | 1.5206 | 4.5284 | 0.478 |
“ 2 “ [ " 1.674 " 8.909 “ 4,.5284 “ “ |
|
| 3 | 6 | 1.674 | 8.909 | 8.3384 ] 3.8100 | 1.260 |
{ Y | 3 | 1.674 | 8.909 | 12,6171 ( 8.8121 | 0.540 |
“ 5 “ 8 “ 1.674 “ 8.909 “ 17.150% “ “ “
| 6 | 4 | 1.674 | 8.909 | 21.7913 | 8.6436 | 0.048 |
“ 7 “ 4 “ 1.674 “ 8.909 “ 26.4349 “ “ “
| 8 ] 4 | 1.674 | 8.909 | 31,0066 | 9.0183 | 1.010 |
“ 9 “ 2 “ 1.674 " 8.909 “ 35.4532 “ “ "
1 10 Y 1 1.674 1 8.909 | 39.7375 1 4.2843 | 0.687 |
I 11 “ 6 | 1.674 “ 8.909 “ 43.8345 “ 4,9070 " 0.884 “
| l
I 12 I 4 | 1.674 | 8.909 | 47.7283 | | |
| 13 | 1 | 1.674 | 8.909 | 51.4101 | 11.0418 | 2.300 |
“ n “ 1 “ 1.674 " 8.909 ” 54.8763 “ “ “
| 15 ] 3 | 1.674 ) 8.909 | 58.1275 | | |
| 16 | 2 | 1.674 | 8.909 | 61.1672 i 9.1249 | 1,070 |
“ 17 ” 1 “ 1.674 “ 8.909 " 64.0012 “ “ “
“ 18 “ 6 .“ 1.674 “ 8.909 " 66.6368 “ 2.6356 “ 4,290 “
{ 19 {1 | 1.674 | 8.909 | 69.0825 | . | {
| 20 I 1 | 1.674 | 8.909 | 71.3476 | 6.80u48 | 0.006 |
“ 21 “ 5 “ 1.674 “ 8.909 “ 73.4416 “ “ "
| 22 {1 { 1.674 | 8.909 | 75.3744 i | |
| 23 {1 { 1.674 | 8.909 | 77.1557 ( { (
| 24 |1 | 1.674 | 8.909 | 78.7953 | | |
] 25 | 1 ] 1.674 | 8.909 | 80.3026 } | !
| 26 I 2 | 1.674 | 8.909 | 81.6867 | | |
{ 27 { 1 { 1.674 | 8.909 | 82.9563 | | (
| 28 | 1 | 1.674 | 8.909 | 84.1198 | 22,5584 | 0.014 |
| 29 | 2 | 1.674 | 8,909 | 85.1851 ] ] |
{ 31 i 2 (| 1.674 | 8.909 | 87.0507 | | i
I 33 P { t.674 { 8,909 | ‘88.6075 { { |
] 35 ] 1 | 1.674 | 8.909 | 89.9031 ] | |
| 36 | 2 | 1.674 | 8.909 | 90.u4662 ] | |
| 38 |1 { 1.674 | 8.909 | 91.4458 { I |
| 4o | 1 | 1.674 | 8.909 | 92,2567 | | |
| 45 I | 1.674 | 8,909 | 93.7183 | | |
“ 50 “ 1 “ 1.674 “ 8.909 “ 94,6175 “ “ “

> Xtable > x2

2 - 1a
X calculated 12.587

DF = 12 - 2 = 10

N .
Xtable = Xg 05 10 = 18-307

2

calculated

.. Accept the assumed distribution
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| ] .
{ CHI=-SQUARE TEST FOR |
] STATION "A108" |
| ]

TRATNFALL |OBSERVED] ALPHA | BETA |COMMULATIVE] EXPECTED | (E-0)*%2 |

{ | FREQUNCY | | | FREQUNCY | FREQUNCY | ————— ]

| | (0) { | | | (E) ( E |

| J | | | | ( (

| 1 | 89 1 0.601 112,55 | 95.956 | 96 i 0.51 |

| 2 | 37 { 0.601 {12.55 | 141,375 | 45 ! 1.42 | 2 = 17.278

| 3 1 39 | o0.601 {12.55 [ 175.317 | 34 |  0.73 | Xcalculated .

| b 1 37 | 0.601 112.55 | 202.663 | 27 | 3.70 |

| 5 | 24 | 0.601 112.55 | 225.u483 | 23 1 o.o4 | _

| 6 | 28 | 0.601 [12.55 | =2u4.925 | 20 |  3.20 | DF = 21 - 2 =19

“ 7 “ 1 “ o.mo, “dm.mm “ maw.ﬂdm “ 17 “ 0.53 n ) )
8 12 0.601 |12.55 276.357 15 0.60 = 43 >

| 9 { 14 | 0.601 112.55 | 289.216 | 13 | 0.08 | X 0.05, 19 (table) 30.143 xnmwncwmnma

{ 10 { 8 | 0.601 (12.55 | 300.574 | 11, [ 0.82 |

b1 P11 | 0.601 [12.55 | 310.651 | 10 { 0.10 |

| 12 ] 8 ! 0.601 112.55 | 319.624 | 9 | 0.11 | .. Accept the hypothesis.

{ 13 { 9 | 0.601 |12.55 | 327.638 | 8 } 0.13 |

I 14 |7 | 0.601 [12.55 | 33u.814 | 7 | 0.00 |

| 15 } 6 | 0.601 {12.55 | 341,254 | 7 | 0.14 |

| 16 | & | 0.601 |12.55 | 347.045 | 6 | 0.70 |

| 17 { 6 | 0.601 |12.55 | 352.260 | 5 ] 0.20 |

1 18 [T | 0.601 112.55 | 356.964 | 5 | 0.20 |

" 19 “ 6 “ o.mod.",m.mm “ 361.213 “ 5 “ 0.20 “

{ 20 | 3 | 0.601 [12.55 | 365.054 | | |

1 21 I 4 | 0.601 §112.55 | 368,531 | 7 i 3.57 |

“ 22 “ 5 “ 0.601 “,m.um “ 371.681 " : “ “

| 23 1 & | 0.601 {12.55 | 374.538 | { |

| 24 ] 1 i 0.601 112,55 | 377.131 | | |

| 25 (1 | 0.601 112,55 | 379.485 | | !

| 26 i 4 { 0.601 112,55 | 381.625 | | !

I 27 ] 2 { 0.601 §{12.55 | 383.570 | { (

| 28 P 2 | 0.601 |12.55 | 385.3u1 | i ]

| 29 | 1 { 0.601 {12.55 | 386.952 | l ]

] 30 i 2 { 0.601 |12.55 | 388.420 | { |

I 3N ] 1 | 0.601 112.55 | 389.758 | { {

{ 32 { 1 | 0.601 112,55 | 390,977 | 30 { 0.30 |

| 35 | 1 | 0.601 |12.55 | 394.029 | | ]

| 36 ] 1 | 0.601 112.55 | 39u.874 | | {

| 37 | 1 | 0.601 ]12.55 | 395.646 | | |

| 38 1 | 0.601 |12.55 | 396.351 | I |

| uo I 1 | 0.601 [12.55 | 397.584 | | | v

| us ] 1 | 0.601 112.55 | 399.854 | i |

| 85 | 1 | 0.601 |12.,5% | 403.862 | | |

{ 100 I 1 { 0.601 |12.55 | 404.000 | ] ]
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I 1

n

11.3851
{0.0673
|0.1388
10.1067
10.0030
10.0634
10.0757
{0.1002

0.0673
1.4050
0.1554
0.0722
0.0042
0.0180
0.0332
0.1088

0.1388
0.1554
1.5378
0.0922
0.0364
0.0529
0.0954
0.1681

0.1067
0.0722
0.0922
1.1433
0.0741
0.0973
0.0723
0.0501

0.0030
0.0042
0.0364
0.0741
1.4783
0.1273
0.1773
0.09u42

0.0634
0.0180
0.0529
0.0973
0.1273
1.5326
0.0970
0.1418

0.0970
1.4327
0.2738

0.10021
0.10881
0.1681]
0.05011
0.09421
0.14181
0.27381
1.52271

- -

GLE STATION CASE
e e D Y

PT. INF

1.9403
1.8641
2.2711
1.7081
1.9948
2.1303
2.2576
2.4597

. TRANS.

STATION CASE
IR

PT. INF

3.3043
3.5u84
3.0867
3.5810
3.5966
3.6789
3.8013
3.5268
3.1628
3.5934
3.6237
3.6893
3.7780
3.4103
3.8752
3.8543
3.9051
3.9568
3.2914

. TRANS.

STATION RETAINED

BEST I[NF.

N AN E LN

E W W W W W NN NN NN o el oad ood ot ood b

TRANSFER STATION COMBINATION



3.3131 8 4 6
3.3988 L] 4 7
3.5595 32 4 8
3.5615 62 5 6
3.5906 58 5 7
3.8678 60 5 8
3.7181 60 6 7
3.9308 58 6 8
3.72u0 58 7 8

REE STATION CASE
B L a2 2 22

OPT. INF. TRANS. BEST GRID COMB. STATION COMBINATION

4.7981 63 1 2 3
4. 447 155 1 2 4
4.9438 107 1 2 5
14.9509 108 1 2 6
5.0331 108 1 2 7
5.0975 189 1 2 8
4.6566 158 1 3 4
5.1360 107 1 3 5
5.1100 107 1 3 6
5.1659 108 1 3 7
5.2175 108 1 3 8
u.6224 106 1 u 5
4.6381 108 1 4 6
4.7206 105 1 4 7
4.8379 243 1 4 8
5.0279 6 1 5 6
5.0101 6 1 5 7
5.1854 225 1 5 8
5.1144 9 1 6 7
5.2251 222 1 6 8
5.0433 222 1 7 8
1.6600 158 2 3 u
5.1249 134 2 3 5
5.1040 161 2 3 6
5.1548 135 2 3 7
5.2064 135 2 3 8
4.7020 106 2 4 5
u.7091 108 2 4 6
u.7915 105 2 y 7
.8557 162 2 u 8
5.0549 24 2 5 6
5.0223 177 2 5 7
5.1640 234 2 5 8
5.1498 180 2 6 7
5.2270 231 2 6 8
5.0202 231 2 7 8
1.9263 25 3 4 5
4.9004 25 3 4 6
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4.9565 2u 3 b 7
5.0079 27 3 4 8
5.2856 22 3 5 6
5.23648 6 3 5 7
5.3u08 9 3 S 8
5.3u58 18 3 6 7
5.3857- - 15--= 3-==-6----8
5.1988 6 3 7 8
§.7443 6 4 5 6
4.7297 24 b 5 7
4.9436 81 4 5 8
4.8341 27 L 6 7
4.9834 78 4 6 8
4.8015 78 L) 7 8
5.0191 240 5 6 7
5.2818 240 5 6 8
5.0267 237 5 7 8
5.1397 236 6 7 8

UR STATION CASE
FEJE0E T

OPT. INF. TRANS. BEST GRID COMB. STATION COMBINATION

5.8347 208 1 2 3
6.2399 16 1 2 3 5
6.2672 6t 1 2 3 6
6.1354 52 1 2 3 7
6.1526 52 1 2 3 8
5.8488 114 1 2 4 5
5.8800 114 1 2 4 6
5.8017 126 1 2 4 7
5.8586 125 1 2 u 8
6.3491 78 1 2 5 6
6.1993 78 1 2 5 7
6.3578 80 1 2 S 8
6.2866 80 1 2 6 1
6.3318 80 1 2 6 8
6.2820 80 1 2 7 8
6.0607 118 1 3 4 5
6.0919 118 1 3 4 6
5.9939 126 1 3 u 7
6.0111 126 1 3 4 8
6.5413 78 1 3 5 6
6.3914 78 1 3 5 7
6.4906 80 1 3 5 8
6.4457 78 1 3 6 7
6.5646 80 1 3 6 8
6.4148 80 1 3 71 8
6.0277 77 1 u 5 6
5.8779 7 1 y 5 7
6.0450 80 1 & 5 8
5.9738 80 1 4 6 7



6.0190
5.9695
6.2833
6.4088
6.2590
6.3633
6.0641
6.0952
5.9973
6.0145
6.5302
6.3803
6.4794
6.4397
6.4586
6.4037
6.1073
5.9575
6.1160
6.0448
6.0900
6.0404
6.3103
6.4358
6.2712
6.3987
6.3316
6.1818
6.2809
6.2361
6.2550
6.2054
6.5410
6.6u02
6.4852
6.59u6
5.9998
6.1252
5.9786
6.0830
6.2680

126
128
96
77
77
80
80
80
78
16
L
198
200

254

E STATION CASE

HERRNHRRRA RN

OPT. IN

7.3104
7.3415
7.2435
7.2608
7.7909
T.6411

F. TRANS. BEST GRID COMB.

<

100
100
95
95
20
20

VI £ &8 & FWOLULWOWWODWQWOWNDNNONNODNNNONNNMNODNONNONNDNNOMNNDNONONNNNONN = e o oo

STATION

e e e e I

DOV VUV AUV UEESEELESEEFEONONVUVE EFEES S HFWWWW W W W®WWwWWwOOUVUDWVE &S

NN NN N AN VMV AN NN OO MUV VNN E &S ENNOAONNO

QB ORP®NDOORNOONRP TN NDONNNNNRDNONRNNRNNAU®OOO R NO®

COMBINATION
2 3 4
2 3 4
2 3 4
2 3 4
2 3 5
2 3 5

~NO0N® OV,

154
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19
20
19
19°
42
52
4y
4y
4y
15
29
30
30
29
42
42
LYy
u2
uy
45
27

. 7402
.6954
L7142
.66u4k

.3857
.2359
-394y
.3232

.3684
.3188
.6376

.7630

.6132
L7175
.5779

.4280

.5272

.uga23

.5012

.4516

. 1967

~mm==f====3-==-5m-=f-==-8

-30-
30
29
29
30
30
29

.8959-===-=~
. T460
.8503
.32u8
.1503
3004
Louv
.6642
5813
LR
".5306
", 4857
'.50u6
. 4550
. 7907
'.8898
'.7349

42

k2

Ly
42
4y
45
42

45
35

OO O OO ™
NN NN
L T T o T o
TN - o~ NN
T NN~
@0 MmN MmO IN
* e & e a4 2 @

A e A e e e e

r.5364
r.6407
7.8956
r.3839

<



APPENDIX - C



-0000 ©.5848 0.6261 0.6153 0.5215 0.5h39 0.5237 0.5875 |
.5848 1.0000 0.6372 0.5300 0.5238 0.5395 0.5231 0.5740 |
'.6261 0.6372 1.0000 0.5555 0.5621 0.5646 0.5453 0.6402 |
'.6153 0.5300 0.5555 1.0000 0.5394% 0.5231 0.5166 0.5593 |
.5215 0.5238 0.5621 0.5394 1.0000 0.5542 0.5523 0.5927 |
'.5439 0.5395 0.5646 0.5231 0.5542 1.0000 0.5329 0.6317 |
'.5237 0.5231 0.5453 0.5166 0.5523 0.5329 1.0000 O0.5731 |
I.5875 0.5740 0.6402 0.5593 0.5927 0.6317 0.5731 1.0000 |

.E STATION CASE
SO 95 06 36 000 0000 0

. INF. TRANS. STATION RETAINED

1.0027
.9123
.1310
1.8394
l. 8459
. 8900
1. 7669
1. 1585 ==~ =emmem e ena e 8

o YU & W N -

' TATION CASE
T )

". INF. TRANS. BEST INF. TRANSFER STATION COMBINATION

. 4314 41 1 2
1. 5647 48 1 3
). 505U 9 1 4
1.5253 8 1 5
. 5449 8 1 6
1.5099 5 17
16377 ==mmmmmmmm—mmmeeee L 1--~--8
1. 4938 64 2 3
1. 4285 u1 2 4
1. 4605 16 2 5
1.4707 8 2 6
178 5 2 7
1.5845 * 64 2 8
3.5754 1 3 4
5.5759 3 3 5
55660 1 3 6
5.5857 1 37
7.6200 16 3 8
5. 4066 16 4 s



5.4382 32 4 6
5.3591 8 L 7
5.6270 32 5 8
5.37115 58 5 6
5.2958 33 5 7
5.5658 64 5 8
5.3571 1 6 7
5.5268 64 6 8
5.5854 64 7 @

ZE STATION CASE
HEHE RS R

JPT. INF. TRANS. BEST GRID COMB. STATION COMBINATION

£.9275 81 1 2 3
5.8317 136 1 2 y
5.9517 108 1 2 S
5.9713 108 1 2 6
5.9362 100 1 2 7
6.0530 189 1 2 8
5.9494 122 1 3 4
6.0096 98 1 3 5
6.0000 95 1 3 6
6.0194 95 1 3 7
6.0499 108 1 3 8
5.9100 27 1 4 5
5.9296 27 1 u 6
5.8946 19 T8 7
6.0224 81 1 4 8
6.0101 6 1 5 6
5.9730 5 1 s 7
6.0450 63 1 5 g
6.0120 5 1 6 7
6.0060 63 1 6 8
6.0647~=~==~=~- e X R {==meF-=~-8
5.9383 122 2 3 u
5.9387 125 2 3 5
5.9292 122 2 3 6
5.9485 122 2 3 7
5.9828 162 2 3 8
5.9517 108 P n 5
5.9713 108 2 4 6
5.9183 100 2 4 7
6.0530 162 2 u 8
5.9453 15 2 5 6
5.9082 4 2 5 7
5.9918 243 2 s 8
5.9378 5 2 6 71
5.9528 243 2 6 8
6.0114 243 2 7 8
6.0203 7 i 4 s
6.0108 1 3 4 6
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6.0302 1 3 [ 7
6.0607 27 3 4 8
6.0112 3 5 6
6.0236 1 3 5 7
6.0273 27 3 5 8
6.0211 1 3 6 7
5.9883 27 3 6 8
6.0470 27 3 7 8
5.9034 78 i 5 6
5.8543 14 4 5 7
6.0342 81 L S 8
5.9053 - 41 4 6 7
5.9953 81 4 6 8
6.0539 81 4 7 8
5.8192 119 5 . 6 T
5.9341 243 5 6 8
5.9927 243 5 7 8
5.9537 2h3 6 7 8

R STATION CASE
TR

OPT. INF. TRANS. BEST GRID COMB. STATION COMBINATION

6.3122 256 1 2 3 N
6.3654 64 1T 2 3 5
6.3629 64 1 2 3 6
6.3822 64 1T 2 3 7
6.2873 64 1 2 3 8
6.2923 65 1 2 4 5
6.2878 113 1 2 4 6
6.3080 113 1 2 4 7
6.2142 113 1 2 4 8
6.3975 80 1 2 5 6
6.3994 80 1 2 s 7
6.3589 80 1 2 5 8
6.4384 80 1 2 6 7
6.3396 80 1 2 6 8
6.3487 77 1T 2 7 8
6.3873 86 1 3 4 5
6.3847 86 1 3y 6
6.5041 86 1 3 4 7
6.3092 86 1 3 4 8
6.4u49 78 1 3 5 6
6.4573 70 1 3 5 7 '
6.3694 72 1 3 5 8
6.45u8 * 70 1 3 6 7
6.3599 70 1 3 s 8
6.3792 70 1 3 7 8
6.3558 16 t 4 s 6
6.3577 16 1 4 5 7
6.3173 16 1 & 5 8
6.3967 16 1 4§ 6 7
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6.2979 16 1 4 6 8
6.3071 13 1 ] 7 8
6.4578 4 1 5 6 7
6.3784 2 1 5 6 8
6.3803 2 1 5 T 8
6.3803 2 1 6 7 8
6.3762 86 2 3 4 5
6.3736 86 2 3 4 6
6.3930 86 2 3 4 7
6.2981 86 2 3 4 8
6.3741 ou 2 3 5 6
6.3864 86 2 3 5 7
6.2985 88 2 3 5 8
6.3839 86 2 3 6 7
6.2890 86 2 3 6 8
6.3083 86 2 3 7 8
6.3975 80 2 4 5- 6
6.3994 80 2 4 5 7
6.3589 80 2 4 5 8
6.4384 80 2 L3 6 7
6.3396 80 2 4 6 8
6.3443 7 2 4 7 8
6.3930 8 2 5 6 7
6.3136 6 2 5 6 8 -
6.3155 6 2 5 7 8
6.3062 2 2 6 7 8
6.u4557 13 3 4 5 6
6.84680~~—-~rm-messmeos—oo L e udndndes 3-==--f--=-=5--=-7
6.3801 4 3 b4 5 8
6.u4655 1 3 4 6 7
6.3706 1 3 4 6 8
6.3900 1 3 i 7 8
6.4590 1 3 5 6 7
6.3711 2 3 5 6 8
6.3834 1 3 5 7 8
6.3809 1 3 6 7 8
6.3511 64 4 5 6 7
6.2717 62 4 5 6 8
6.2616 6 4 5 7 8
6.2736 22 4 6 7 8
6.1875 85 5 6 7 8

/E STATION CASE

12222 222 2. 22 22 2.2 3

OPT. INF. TRANS. BEST GRID COMB. STATION COMBINATION

<

6.7501 125 1 2 3 4 5
6.7476 125 1 2 3 b4 6
6.7669 125 1 2 3 b 7
6.6720 125 1 2 3 L 8
6.8078 20 1 2 3 5 6
6.8201 25 1 2 3 5 7



6.7322
6.8176
6.7227
6.7420
6.7822
6.7841
6.7436
6.8231
6.7243
6.7334
6.8842
6.80u8
6.8067
6.8067
6.8296
6.8420
6.75u41

6.8395

6.7446
6.7639
6.8927
6.8048
6.8171
6.8146
6.8425
6.7631
6.7650
6.7650
6.8261
6.8185
6.8309
6.7430
6.8284
6.7335
6.7528
6.8218
6.7339
6.7462
6.7437
6.8842
6.80u8
6.8067
6.8067
6.7613
6.9034
6.8155
6.8279
6.8254
6.8188
6.7194

2y
25
25
25
4y
N
ug
4y
4y
41
29
30
30
30
B2
32
34
32
32
32
27
30
27
27

- \uvwve

- — - - - - -

- - e -
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ViUV £ & & EFVEFEE 0N W W W W W W W W WU S &S & WWwWwWwwwwwwwpNNN

MNP NOMNDMNNNDNDNDODNDD

MEEFFEFFETOWODww

ooV UVMUVMOOAN VMV OOV eSS SSSSOoOONVV VIV VIS ESLSESESEAAUMWY

NN oSNNIV VIO

NN NN NSNSNONNN NN VMUV NSNS NN TN

D00 OO RPO OO OO0~V OO~ OO0~ O 0~ ~ O\ WO ~ ® 0 ~ O ~JO\ 0 ® ~ O

141



10.

11.

12.

142

REFERENCES

Bradsley, W. E., and Manly, B. F., "Note On Selecting An
Optimum Raingage Subset", Journal of Hydrology, No.
76, 1985, pp. 197-201.

Bras, R. L., and Rodrigues-Iturbe, I., "Network Design for
the Estimation of Areal Mean of Rainfall Events", Water
Resources Research, Vol.12, No. 6, 1976, pp. 1185-1195.

Caselton, W. F., and Husain, T., "Hydrologic Networks
Information Transmission”, ASCE, Journal of the Water
Resources Planning and Management Division, 1980, 106,
pp. 503-520.

Chapman, T. C.,"Entropy as a Measure of Hydrologic Data
Uncertainty and Model Performance", J. Hydrology,
Vol.85, 1986, pp. 111-126.

Chow, V. T., "Handbook Of Applied Hydrology", McGraw-Hill
Book Company, New York, 1964.

Clark, I., "Practical Geostatistics", Elsvier Applied Science
Publishers, London, 1984.

Creutin, J. D., and Obled, C., "Objective Analyses and Map-
ping Techniques for Rainfall Fields : An Objective Com-
parison”, Water Resources Research, Vol. 18, No. 2,
1982, pp. 413-431.

"Daily and Monthly Rainfall Data For The Year 1981", Ministry
of Agriculture and Water, Saudi Arabia, Hydrological
Publication No. 105. '

"Daily and Monthly Rainfall Data For The Year 1982", Ministry
of Agriculture and Water, Saudi Arabia, Hydrological
Publication No. 106.

"Daily and Monthly Rainfall Data For The Year 1983", Ministry
of Agriculture and Water, Saudi Arabia, Hydrological
Publication No. 108.

"Daily and Monthly Rainfall Data For The Year 1984", Ministry
of Agriculture and Water, Saudi Arabia, Hydrological
Publication No. 111.

Desi, F., Czelani, R. and Rackoczi, F., "On Determining the
Rational Density of Precipitation Measuring Networks".



13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Proc. WMO/IASH -Symp:- on the Design of Hydrological
Networks, Quebec, IASH, No. 67, 129-129, 1965.

Devore, J., "Probability and Statistics for Engineering and
the Sciences", Brooks/Cole Publishing Company, Califor-
nia, 1982.

Dingman, S. L., Seely-Reynolds, D. M., and Reynolds III,
R. C., "Application of Krigging To Estimating Mean
Annual Precipitation In A Region of Orographic Influ-
ence", Water Resources Bulletin, Vol. 24, No. 2, April
1988, pp. 329-339.

Hershfield, D. M., "On the Spacing of Raingages". Proc.
WMO/IASH Symp. On the Design of Hydrological Net-
works, Quebec, IASH Pub. No. 67, 72-79, 1965.

Hoffmann, W., "Objectives and Approaches in Hydrological
Network Planning and Design", WMO Publication No. 433,
1974, pp. 9-14.

Husain, T., "Hydrologic Network Design Formulation", Cana-
dian Water Resources Journal, Vol. 12, No. 1, 1987, pp.
44-63. .

Husain, T., "Hydrologic Uncertainty Measure and Network
Design", Water Resources Bulletin, Vol. 25, No.3, June
1989, pp. 527-534.

Husain, T., and Caselton, W. F., "Hydrologic Network Design
Methods and Shannon's Information Theory", IFAC, Water
and Related Resource System, 1980, pp. 2539-267.

Husain, T., and Khan, S. M., "Air Monitoring Network
Design Using Fisher's Information Measures - A Case
Study", Atmospheric Environment, Vol. 17, No. 12, 1983,
pp. 2591-2598.

Husain, T., and Khan, H. U., "Shannon's Entropy Concept
In Optimum Air Monitoring Network Design", The Science
of the Total Environment, Vol. 30, 1983, pp. 181-190.

Husain, T., and Ukayli, M. A., "Meteorological Network
Expansion Using Information Decay Concept", Journal of
Atmospheric and Oceanic Technology, Vol. 3, No. 1,
March 1986, pp. 27-35.

Hutchinson, P., "Estimation of Rainfall in Sparsely Gauged ,
Areas", Bull. IASH, 14, 101-119 (1969).



R ]

RIS

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

"Hydrometeorological Station Locations in the Kingdom As of
the Year 1984", Ministry of Agriculture and Water, Saudi
Arabia, Hydrological Publication No. 104.

Kupriianov. "General Principles of Hydrological Network
Design", WMO Publication No. 433, 1974, pp. 151-165.

Lebel, T., Bastin, G., Obled. C., and Creutin, J. D., "On
the Accuracy of Areal Rainfall Estimation : A Case
Study", Water Resources Research, Vol. 23, No. 11,
1987, pp. 2123-2134.

Linsley, Jr., Kohler, M. A., and Paulhus, J. L., "Hydrology
for Engineers", McGraw-Hill Book Company, New York,
2nd Edition, 1975. .

Mardia, K. U., "Families of Bivariate Distributions", Griffins
Statistical Monograph and Gurses. Griffins, London,
1960, pp. 82-107.

"Monthly Hydrological Data For 1963-1980, Rainfall Intensity",
Ministry of Agriculture And Water, Saudi Arabia, Hydro-
logical Publication No. 98, Vol. 4

Moss, M. E., "Some ‘Basic Considerations in the Design of
Hydrologic Data Networks", Water Resources Research,
Vol. 15, No. 6, 1979, pp. 1673-1676.

Palmer, R. N., ASCE, A. M., and Mackenzi, M. C., "Opti-
mization of Water Quality Monitoring Networks”, Journal
of Water Resources Planning and Management, Vol. 111,
No. 4, October 1985, pp. 479-493.

Richardson, C. W., "Stochastic Simulation of Daily Precipita-
tion, Temperature, and Solar Radiation", Water Resources
Research, vol.17, no. 1, 1981, pp. 182-190.

Rodda, J. C., Downing, R. A., and Law, F. M., "Systematic
Hydrology", Butterworths, London, 1976.

Shannon, C. E., and W. Weaver, "Mathematical Theory of
Communication", University of Illinois Press, 1949.

Singh, V. P., Rajagopal, A. K., and Singh, K., "Derivation
of Some Frequency Distributions Using Principle of Maxi-
mum Entropy (POME)", Adv., Water Resources, Vol. 9,
June, 1986.



145

36. Solomon, S. I., Denouvilliez, J. P.,-Chart, E. J., Woolley,
J. A., and Cadon, C., "The use of Square Grid System
for Computer Estimation of Precipitation, Temperature,
and Runoff", Water Resources Research,

37. Stol, Th., "The Relative Efficiency of the Density of Raingage
Networks", Journal of Hydrology, Vol. 15, 1972, pp.
193-208. 4, 5, 919-929, 1968.

38. Ukayli, M. A., T. Husain and U. K. Khan, "Status of the
Meteorological Network in the Arabian Gulf Region",
Journal of Meteorology, Vol. 7, No. 71, 1982, pp.
232-237.



