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3OASU/LAB, Université de Bordeaux, F-33615 Pessac, France
4Department of Physics and ITCP, University of Crete, PO Box 2208, 71003 Heraklion, Crete, Greece
5IESL and Institute of Astrophysics, Foundation for Research and Technology-Hellas, PO Box 1527, 71110 Heraklion, Crete, Greece

Accepted 2018 September 27. Received 2018 September 16; in original form 2018 June 20

ABSTRACT
Recent studies of the diffuse parts of molecular clouds have revealed the presence of parallel,
ordered low-density filaments termed striations. Flows along magnetic field lines, Kelvin–
Helmholtz instabilities and hydromagnetic waves are amongst the various formation mech-
anisms proposed. Through a synergy of observational, numerical, and theoretical analysis,
previous studies singled out the hydromagnetic waves model as the only one that can account
for the observed properties of striations. Based on the predictions of that model, we develop
here a method for measuring the temporal evolution of striations through a combination of
molecular and dust continuum observations. Our method allows us to not only probe temporal
variations in molecular clouds but also estimate the strength of both the ordered and fluctu-
ating components of the magnetic field projected on the plane of the sky. We benchmark our
new method against chemical and radiative transfer effects through 2D magnetohydrodynamic
simulations coupled with non-equilibrium chemical modelling and non-local thermodynamic
equilibrium line radiative transfer. We find good agreement between theoretical predictions,
simulations, and observations of striations in the Taurus molecular cloud. We find a value of
27 ± 7 μG for the plane-of-sky magnetic field, in agreement with previous estimates via the
Davis–Chandrasekhar–Fermi method, and a ratio of fluctuating to ordered component of the
magnetic field of ∼10 per cent.

Key words: methods: numerical – methods: observational – ISM: clouds – ISM: magnetic
fields – ISM: molecules.

1 IN T RO D U C T I O N

Molecular clouds are usually observed to be complex, turbulent
systems (Heyer & Brunt 2004; Heyer, Williams & Brunt 2006;
Falgarone, Pety & Hily-Blant 2009; André et al. 2014) with internal
velocities ranging from ∼0.2 km s−1 in pre-stellar cores (Goodman
et al. 1998), up to a few km s−1 on their largest scales (Larson
1981; Solomon et al. 1987; Ossenkopf & Mac Low 2002; Roman-
Duval et al. 2011). Given their internal velocities, observing tem-
poral variations of even the smallest resolved structures through
a sequence of observations is prohibitive for one lifetime. Ro-
bust measurements of the temporal variations in molecular clouds
could provide invaluable information in determining their life-
times and the time-scales of star formation (Tassis & Mouschovias
2004).

� E-mail: Aris.Tritsis@anu.edu.au

In stark contrast to the general turbulent nature of molecular
clouds (Mac Low & Klessen 2004; McKee & Ostriker 2007; Feder-
rath & Klessen 2012; Padoan et al. 2014), a recently discovered type
of low-density, elongated structures is always observed to be well
ordered, quasi-periodic and well aligned with the plane-of-the-sky
(POS) magnetic field (Goldsmith et al. 2008; Miville-Deschênes
et al. 2010; Palmeirim et al. 2013; Alves de Oliveira et al. 2014;
Cox et al. 2016; Malinen et al. 2016; Panopoulou, Psaradaki &
Tassis 2016). Because of their highly ordered nature, these struc-
tures, termed striations, are unlikely to form from a turbulent pro-
cess. Striations are a common feature amongst interstellar clouds
and are often associated with denser filaments (Palmeirim et al.
2013; Alves de Oliveira et al. 2014; Cox et al. 2016; Malinen et al.
2016), and the sites of star formation.

Striations were first seen in the Taurus molecular cloud (Gold-
smith et al. 2008; Narayanan et al. 2008) and since their discovery,
a number of physical mechanisms were proposed to explain their
formation. The most popular explanation was that they are created
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because of flows along magnetic field lines (Miville-Deschênes
et al. 2010; Palmeirim et al. 2013; Alves de Oliveira et al. 2014;
Neha et al. 2018). Other possibilities included a Kelvin–Helmholtz
instability either along or perpendicular to magnetic field lines
(Heyer et al. 2016; Tritsis, Tassis & Willacy 2016) and hydro-
magnetic waves (Goldsmith et al. 2008; Heyer et al. 2016; Tritsis &
Tassis 2016). For an alternative formation mechanism see Chen
et al. (2017).

Tritsis & Tassis (2016) performed a combined theoretical, numer-
ical, and observational analysis of striations considering four dif-
ferent physical models including sub-Alfvénic and super-Alfvénic
flows along field lines, a Kelvin–Helmholtz instability, and that of
hydromagnetic waves. They found that the models involving flows
along field lines and that of a Kelvin–Helmholtz instability pro-
duced striations-like structures but with such an extremely small
contrast between adjacent striations that they would not be ob-
servable. Specifically, the maximum contrast in these models was
∼0.01 per cent compared to ∼25 per cent in the observations. Ad-
ditionally, they found that the power spectra of cuts perpendicular
to the striations-like structures formed were not in agreement with
observations.

Tritsis & Tassis (2016) also examined a model in which striations
are formed as a result of fast magnetosonic waves compressing the
gas and creating ordered structures parallel to magnetic field lines.
In this model, fast magnetosonic waves are excited as a result of
phase mixing with Alfvén waves (Nakariakov, Roberts & Murawski
1997). When second-order terms in the linearized magnetohydrody-
namics (MHD) equations can be neglected, Alfvén waves and fast
magnetosonic waves (if at all present in the system) propagate inde-
pendently. However, when second-order terms are non-negligible,
the equation governing the non-linear dynamics of fast magne-
tosonic waves (Nakariakov & Oraevsky 1995) will contain terms
associated with the perturbed quantities of the Alfvén wave. Phase
mixing of Alfvén waves with compressible modes has been exten-
sively studied in the context of solar physics and the heating of the
solar corona (e.g. Heyvaerts & Priest 1983; Lee & Roberts 1986;
Parker 1991; Nakariakov et al. 1997) and magnetospheric physics
(e.g. Malara, Primavera & Veltri 1996) both numerically and ana-
lytically and in the presence of density inhomogeneities has been
found to be strong (however, see also Cho & Lazarian 2002). Based
on numerical simulations, Tritsis & Tassis (2016) found that the
maximum contrast between adjacent striations for this model to be
comparable to observations. They also found that the power spectra
of cuts perpendicular to striations were in agreement with observa-
tions. They concluded that of the four models the only mechanism
consistent both qualitatively and quantitatively with observations of
striations is the one that involves the excitation of fast magnetosonic
waves.

From the physical model developed by Tritsis & Tassis (2016)
a number of predictions arose. These predictions can be tested
observationally. One prediction is that, in the presence of bound-
aries, these hydromagnetic waves can get trapped, setting up normal
modes. This prediction was recently confirmed in the case of the
molecular cloud Musca (Tritsis, Yorke & Tassis 2018). The discov-
ery of normal modes is confirmation of the hydromagnetic waves
model since this scenario cannot be realized under some turbulent
process.

Apart from striations, magnetic fields influence the evolution and
formation of the densest parts of molecular clouds. However, the
exact role of magnetic fields and their relative importance com-
pared to other processes is still under debate (e.g. Federrath 2016a).
Robust measurements of the field strength, free from instrumental

effects, are essential in order to set constraints on theoretical models
and simulations.

The two most popular techniques for measuring magnetic fields
in molecular clouds are through polarization measurements and
the Davis–Chandrasekhar–Fermi (DCF) method or variations of it
(Davis 1951; Chandrasekhar & Fermi 1953; Hildebrand et al. 2009),
and the Zeeman effect (for a review on magnetic field measurements
in the ISM see Crutcher 2012). However, in both of these methods,
instrumental effects can significantly affect the final results. Zeeman
observations require long integration times in order to achieve the
high signal-to-noise ratios (SNR) necessary, and a gain difference
between left and right circular polarizations can introduce a signal
even if it is not present. In the case of polarimetric observations,
an intrinsic spread of polarization angles due to systematics can
lead to an underestimation of magnetic field strengths. Recently,
González-Casanova & Lazarian (2017) developed a new method
for studying magnetic fields through velocity gradients from spec-
troscopic observations. However, their method currently does not
take into account optical depth effects.

In this paper, we test a second prediction from the physical model
developed by Tritsis & Tassis (2016; see Section 2) and develop a
method for measuring the time-scales of striations and the ordered
and fluctuating components of the magnetic field. In Section 2, we
provide the theoretical background and describe the method. Nu-
merical simulations and synthetic observations used to benchmark
our analysis are presented in Section 3. In Section 5, we employ
Herschel dust emission maps to create a new column density map
of the region with striations in Taurus. We use this map and 12CO (J
= 1–0) line emission data to derive the time-scales of the striations
in Taurus and estimate the magnetic field. We discuss our results in
Section 6 and summarize in Section 7.

2 ME T H O D

Since striations are created by fast magnetosonic waves, measure-
ments of their time-scales, namely the angular frequencies of the
waves, can be used to measure the magnetic field strength through
their dispersion relation:

ω

k
=

√
v2

A + c2
s . (1)

In equation (1), ω is the frequency of the waves, k is the wavenum-
ber, cs is the sound speed, and vA is the Alfvén speed. Here, we
ignored waves propagating in directions other than exactly perpen-
dicular to the magnetic field (see Section 6 for a discussion on our
assumptions). By substituting the expression for the Alfvén speed
(vA = B0/

√
4πρ0, where B0 is the mean magnetic field and ρ0 is the

mean density), ignoring the sound speed (c2
s � v2

A; see Section 6)
and rearranging we get

B0 = ω

k

√
4πρ0. (2)

In regions of striations, the displacement of the gas at every
position r and time t will be given as a superposition of waves:

ξ (r, t) =
∑

n

Ane
i(kn r−ωnt), (3)

where A is the amplitude and the subscript n denotes different wave
modes. Taking the derivative of the displacement we get

v1(r, t) = −
∑

n

iAnωne
i(kn r−ωnt), (4)
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where v1 is the perturbed velocity of the region, and we carry out
our analysis in the frame of reference of the cloud such that the
bulk velocity (v0) is zero. Furthermore, by linearizing the continu-
ity equation, ignoring second-order terms, and integrating we find
(Spruit 2013)

ρ1 = ρ0∇ · ξ (r, t), (5)

where ρ1 is the perturbed density. By performing the same analysis
for the induction equation of ideal MHD and assuming that the
velocity along field lines in such regions is much smaller than the
perpendicular velocity components (see Section 6) we obtain

B1 = B0∇ · ξ (r, t), (6)

where B1 is the magnitude of the fluctuating component of the
magnetic field. Combining equations (5) and (6) we get

B1

B0
= ρ1

ρ0
= N1

H2

N0
H2

, (7)

where N1
H2

and N0
H2

are the fluctuating and mean column density,
respectively. Consequently, the ratio of the fluctuating to the mean
magnetic field in the striations regions can be computed from the
respective ratio of column densities. From equations (3) and (5) and
the fact that N1

H2
= ∫ Llos

0 ρ1dl, where Llos is the line-of-sight (LOS)
dimension, we find

N1
H2

= N0
H2

∑
n

Anknie
i(kn r−ωnt) . (8)

From this analysis, it becomes apparent that the power spectra of
velocity and the power spectra of column density cuts perpendicular
to the striations should peak at the same positions since the same
wave modes kn appear in equations (4) and (8). The wavenumbers
can be easily computed by considering the power spectrum of col-
umn density cuts perpendicular to the long axis of the striations.
The power in the power spectrum of such cuts would be |PN1

H2
|2 =

|N0
H2

Ankn|2, where |PN1
H2

|2 is the energy spectral density. Similarly,

the power in the power spectrum of the velocity |Pv1 |2 should be
|ωnAn|2. We define the parameter � as the square root of the ratio
of the two powers:

�n =
√√√√ |Pv1 |2

|PN1
H2

|2 = ωn

knN
0
H2

. (9)

The velocity power spectrum can be obtained from velocity cen-
troids from spectroscopic observations. However, since we can only
observe the LOS velocity component, when the magnetic field is
at an angle with respect to the POS, the observed velocity will be
smaller by cos, where is the angle between the magnetic field di-
rection and the POS. Thus, taking projection effects into account
and combining equations (9) and (2) we get that for any mode n:

B0cosθ = B
pos
0 = �nN

0
H2

√
4πρ0, (10)

where all quantities on the right-hand side of equation (10) are ob-
servables. The mean column density N0

H2
can be computed from

column density maps derived from dust emission observations; the
parameter � from the power spectra of column density cuts and
velocity centroid cuts perpendicular to the striations and estimates
for the mean density can be computed from multilevel observations
of an individual molecule. In what follows, we use equation (10)
to derive the magnetic field strength from synthetic and actual
observations.

3 SI MULATI ONS

3.1 Simulation code

In order to validate and test our method against chemical and ra-
diative transfer effect, we perform numerical simulations using the
astrophysical code FLASH 4.4 (Fryxell et al. 2000; Dubey et al.
2008). The equations of ideal MHD without gravity and with an
isothermal equation of state are solved on a 2D Cartesian grid us-
ing the unsplit staggered mesh algorithm (Lee, Deane & Federrath
2009; Lee 2013). For accuracy, we use Roe’s solver (Roe 1981)
for the Riemann problem. We use van Leer’s flux limiter (van Leer
1979) and third-order interpolation. We adopt open boundary con-
ditions (‘diode’) in order to minimize any effects from boundaries.
Simulations are performed on a 256 × 256 uniform grid, and an ad-
ditional simulation with half that resolution is performed to ensure
convergence (see Appendix A).

3.2 Initial conditions

The size of our computational region (L) is set equal to 1 pc in the
x and y directions. The initial density is set to 100 cm−3 and the
temperature is 15 K. The magnetic field is oriented perpendicular
to this sheet, in the z direction. In our reference run, the value of the
magnetic field is set to 30 μG. The magnetic field value, tempera-
ture, and density are selected such that they represent typical values
of molecular cloud striations from observations (Goldsmith et al.
2008; Chapman et al. 2011; Heyer et al. 2016; Panopoulou et al.
2016). We additionally run two more simulations with magnetic
field values of 10 and 100 μG keeping the rest of the parameters
constant. In our initial conditions we introduce an oscillating mag-
netic field given by

B1 = B0

6∑
n=1

Ancos(knr), (11)

where the wavenumbers are drawn from a uniform distribution in
the range [2π/L, 16π/L] and r =

√
x2 + y2. The amplitude An of

each wave mode is linearly decreasing as a function of wavenum-
ber with the total strength of the perturbed magnetic field limited to
30 per cent of B0. The amplitudes of the wave modes are not selected
based on some physical reason. Instead, their selection is simply a
choice for the particular simulations performed here. In fact, power
spectra of striations from the Musca molecular cloud suggest that
some small scales have more power than the larger ones, although
this may be an effect of the phase of each wave mode (Tritsis & Tas-
sis 2018). However, our results are independent of this choice (see
Section 2) and in general, larger scales tend to have more power
than smaller ones (Tritsis & Tassis 2016; Tritsis & Tassis 2018).
The initial density field set-up is such that the plasma (defined as
= 8πPth/B

2 where Pth is the thermal pressure) is constant every-
where. For our reference run, the plasma is ∼ 1.4 × 10−2, for our
100 μG simulation is 1.3 × 10−3 and for our 10 μG simulation
is 1.3 × 10−1.

The angular frequency for each wave mode is then computed
from the dispersion relation (equation 1) and the perturbed velocity
was initially set in a self-consistent manner by

v1 =
6∑

n=1

Anωncos(knr). (12)

MNRAS 481, 5275–5285 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/481/4/5275/5115570 by Library user on 24 June 2019



5278 A. Tritsis et al.

3.3 Chemical evolution

Our dynamical simulations are also coupled with non-equilibrium
chemistry. The chemical network used, including a table with all
species considered and the initial elemental abundances, is de-
scribed in detail in Tritsis et al. (2016). Here, we give a brief sum-
mary. In each time-step, ∼14 000 chemical reactions are solved and
the abundances of ∼300 species are updated in each cell of our
computational domain. Reaction rates for our chemical network are
taken from the UMIST data base (McElroy et al. 2013). The mean
molecular weight is ∼2.4, the cosmic ray ionization rate is set equal
to ζ = 1.3 × 10−17 s−1, and the visual extinction for the simulations
described here is set to Av = 1 mag.

3.4 Simulation results

By assuming plane-wave solutions for all quantities and substituting
in the continuity equation we find

ω

k
ρ1 = ρ0v1. (13)

Ignoring again the sound speed (cs � vA), substituting ω/k from the
dispersion relation (equation 1), the definition of the Alfvén speed
and rearranging we find

B0 =
√

4πρ3
0v1

ρ1
, (14)

which can be written in terms of the fluctuating and mean column
density.

Using equation (14), we derive the magnetic field value from our
simulations. The fluctuating density ρ1 is computed as the density
of each grid point minus the mean density inside our computational
region. However, for grid points with density equal to the mean
density in the computational region the derived magnetic field value
will be infinite. To avoid this problem, we only consider grid points
for which the absolute difference of the local density to mean density
is equal or higher to 5 cm−3. Due to the open boundary conditions,
the magnetic field will diffuse and its value will be slightly less than
the initial set-up.

In Fig. 1, we show the histogram of magnetic field values derived
from equation (14; black line) and the true values of the magnetic
field (dashed-red histogram). For visualization purposes, the bin
width in the derived histogram of magnetic field values is 10 times
larger than in the true one. The true mean value of the magnetic
field (red distribution) is 27 μG and the standard deviation is 1
μG. The mode of derived (based on equation 14) magnetic field
values (black histogram), along with the 16th and 84th percentiles,
is 26+37

−7 μG. Following the same procedure, the derived magnetic
field value in our 100 μG simulation is 61+110

−21 μG compared to
the true value of 79 ± 4 μG. Similarly, for our 10 μG simulation
the derived magnetic field value is 10+12

−4 μG compared to the true
value 9.3 ± 0.6 μG. Thus, although the errors using this simple
method are large, the most probable value of the magnetic field is
reasonably well recovered.

4 A P P L I C AT I O N O F TH E M E T H O D TO
SYNTHETIC OBSERVATIONS

4.1 Producing synthetic observations

From our 2D simulations, we produce 3D density cubes by dupli-
cating the sheet multiple times along the direction of the magnetic

Figure 1. Magnetic field values derived from our numerical simulations
using equation (14; black histogram) and the true magnetic field values
directly extracted from the simulations (dashed-red histogram). The two
distributions peak at the same magnetic field value.

Figure 2. Synthetic column density map of striations from our numerical
simulations (noise is added in the density field with SNR = 50).

field until the third dimension has equal size as the other two. A
column density map of striations from our numerical simulations
is shown in Fig. 2. Gaussian noise with SNR of 50 is added to the
density field. The contrast between adjacent striations in column
density (1–2 per cent) is low compared to column density maps of
striations in observations (5–10 per cent) (Palmeirim et al. 2013;
Cox et al. 2016; see also Fig. 7). This is mainly because of the
open boundary conditions, which, given enough time, will result
in uniform density and magnetic field values in the computational
region. The initial amplitude of the perturbations introduced in the
system also affects the final contrast. Thus, if the strength of the
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Figure 3. 12CO (J = 1–0) synthetic observations of striations from our astrochemical and non-LTE radiative transfer simulations. The upper panel shows four
velocity slices and in the lower panel we plot a spectrum (black line) threading the centre of our computational region (marked with blue points in the upper
row). The dashed-red lines overplotted on the spectrum mark the velocity of the velocity slices shown in the upper panel. The velocity range is set by the
number of velocity bins and the spectral resolution.

perturbed magnetic field was more than 30 per cent, the contrast
would be higher. However, for these numerical experiments, it is
only the ratio of contrasts in column density and velocity that is
important.

4.2 Non-LTE line transfer to generate synthetic spectra

We post-process the 3D density cubes produced by our dynamical
simulations using the multilevel, non-local thermodynamic equilib-
rium (non-LTE) line radiative transfer code PYRATE (Tritsis et al.
2018). PYRATE takes as input the density, the temperature, the veloc-
ity field, and molecular abundance. Velocities along the direction
of the magnetic field are set to zero. For computing the population
densities, PYRATE uses the escape probability approximation. For a
Cartesian grid, the algorithm searches the minimum optical depth
towards six directions (± x, ± y, ± z) by summing the infinitesimal
optical depths of all grid points for which their absolute velocity
difference is smaller than the thermal width. We produce position-
position-velocity (PPV) cubes assuming non-LTE conditions for
our reference run, where the initial magnetic field value is 30 μG
and LTE conditions for the 10, 100 μG and convergence test runs.

4.3 Results

Four velocity slices from our synthetic observations of a 12CO (J
= 1–0) PPV cube are shown in the upper panel of Fig. 3. In the lower
panel, we show a spectrum from an LOS passing through the centre
of the emission map in each velocity slice and a line tracing the
velocity. Results are plotted in antenna temperature units. Radiative
transfer calculations are performed assuming a spectral resolution
of 0.035 km s−1, but the cube is then smoothed to match the spectral
resolution of 12CO (J = 1–0) observations of Taurus, ∼0.27 km s−1

(Narayanan et al. 2008).
From the synthetic PPV cube, we construct the first moment map

by fitting from 1–3 Gaussian distributions to the spectral lines and
computing the velocity considering a weighted average. We veri-
fied that fitting a Lorentzian or a Voigt profile does not significantly
affect our results. We then compute the power spectra of cuts per-
pendicular to the striations in both the column density map and

Figure 4. Examples of power spectra of column density cuts perpendicular
to striations (black lines) and velocity centroid power spectra (dashed-red
lines) from our synthetic observations at the same positions from our numer-
ical simulations. The two power spectra peak at the same spatial frequencies,
in agreement with the theoretical predictions from Section 2.

the first moment map. Our results are shown in Fig. 4. To improve
the SNR, we average the values across striations for every three
adjacent cuts along the direction of the magnetic field. To avoid
effects from the boundaries, we considered cuts with lengths half
the size of the box in the direction perpendicular to the striations.
For this reason, and because of the noise added to the data, the
smallest spatial frequency is not recovered in the power spectrum
of velocity centroids. However, from Fig. 4, it can be seen that
the column density and velocity centroid power spectra follow each
other very well, in agreement with the theoretical expectations from
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Figure 5. The parameter � (see equation 9) as a function of the wavenum-
ber for all peaks in the power spectra shown in Fig. 4. As expected from
Section 2, the value of the parameter � remains constant to within a factor of
� 2 for different wavenumbers. The red square points and the error bars are
the mean and standard deviation of the black points comprising each peak.
The dashed-blue line shows a fit to the peaked-binned data considering a
constant relation and the shaded region shows the 1σ error of the fit.

Section 2. Furthermore, the wavenumbers originally introduced in
the simulation are recovered with very good precision.

We then compute the parameter � (defined in equation 9) by iden-
tifying the peaks in both the velocity-centroid and column-density
power spectra and dividing the powers. We plot the parameter � as
a function of the wavenumber in Fig. 5. The wavenumber of each
of the black points is computed as the mean of the wavenumbers of
the velocity and column density power spectra at the same peak. We
also compute the mean � and standard deviation of the black points
comprising each peak in the power spectrum and overplotted them
as red points with 1 error bars. We then fit a constant relation to
the red points using the orthogonal distance regression method that
takes into account errors in both x and y coordinates (dashed-blue
line in Fig. 5). In agreement with the analysis in Section 2, the pa-

rameter � derived from the synthetic observations is equal to
vA

N0
H2

,

and its value remains approximately constant for all peaks in the
power spectrum. Deviations from the constant relation mainly arise
because of the noise added to the data and the fact that the endpoints
of the cuts perpendicular to the striations are not symmetric.

The value of the magnetic field derived from the fit shown in
Fig. 5 and using equation (10) is 31 ± 3 μG. Thus, the true value
of the magnetic field is recovered from the synthetic observations,
and the method is not significantly affected by chemical or radiative
transfer effects. In Fig. 6, we show the distribution of magnetic
field values from all points in Fig. 5. The mode, along with the 16th
and 84th percentiles, is 31+13

−7 μG, successfully recovering our input
magnetic field value.

Following the same procedure, we derive the magnetic field val-
ues for the other two dynamical simulations with initial magnetic
field values 10 and 100 μG, respectively. The derived magnetic field
value for the 10 μG simulation is 9 ± 1 μG (mode and 16th and
84th percentiles are 9+6

−3 μG) and for our 100 μG simulation we find
a magnetic field strength of 98 ± 12 μG (mode and 16th and 84th
percentiles are 112+55

−42 μG).
Finally, we create a column density and a PPV cube for our

reference run, seen at an angle of 45◦. The derived magnetic value
for these synthetic observations is 23 ± 2 μG (mode and 16th and
84th percentiles are 19+17

−8 μG). This value compares very well to
19μG that would be the value of the magnetic field directly from the

Figure 6. Black histogram: distribution of magnetic fields values derived
from our synthetic observations of the simulated striations (black points in
Fig. 5).

simulations seen at an angle of = 45◦. In Appendix A, we present
details from our parameter space tests, projection angle test, and
results from our numerical resolution study.

5 O BSERVATI ONS

5.1 Data

We produce the column density and dust temperature maps of the
region of striations in Taurus using the SPIRE 250, 350, and 500
m data from Herschel (Griffin et al. 2010). We employed publicly
available level 3 data products from the Herschel archive. The entire
Taurus region was observed within the Gould Belt keyprogram
(André et al. 2010) as a combination of more than 10 individual
tiles. Here, we only use a small cut-out of the whole map, shown in
Fig. 7. All dust emission maps were taken in ‘Parallel Mode’ at a
sampling rate of 10 Hz and at high speed (60 arcsec s−1). The data
provided in the archive were reduced using the pipeline of HIPE13
(Pearson et al. 2014). Each map is first processed individually in the
nominal and orthogonal direction and then combined in a second
step during the map-making process. Final map reconstruction was
done using the ’naive’ map-making algorithm at the same time
as the destriper (including a median correction and in bright-source
mode). The final gridding of the maps is 6, 10, 14 arcsec for 250, 350,
500 m, respectively. For an absolute calibration of the SPIRE maps,
the Planck–HFI observations were used for the HIPE-internal zero-
point correction task that calculates the absolute offset for a SPIRE
map, based on cross-calibration with HFI-545 and HFI-857 maps,
including colour-correcting HFI to SPIRE wavebands assuming a
grey-body function with fixed beta. The offsets are computed on
extdPxW maps, calibrated for extended emission, with extended
gain correction applied and in units of MJy sr−1.

Column density and temperature maps were then produced at
36 arcsec (all maps were smoothed to this lowest resolution of the
500 μm map) with a pixel-by-pixel spectral energy distribution
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Figure 7. Column density map of the striations region in Taurus where we
applied our new method for deriving magnetic field values. The map was
produced using Herschel dust emission observations and a standard SED-
fitting procedure. The green polygon marks the region where we performed
our analysis, and the blue line shows an example of a cut perpendicular to
the striations, the power spectrum of which is shown in Fig. 8.

(SED) fit from 250 m to 500 m. We did not include the 160 m data
so that we focus on the cold gas phase. For the SED fit, we used
a specific dust opacity per unit mass (dust + gas) approximated by
the power law κλ = 0.1 (λ/300 m)β cm2g−1 with β = 2, and left
the dust temperature and column density as free parameters. We
checked the SED fit of the pixels and determined from the fitted
surface density the H2 column density. The fit assumes a constant
temperature for each pixel along the line of sight, an assumption that
is not fulfilled in regions with strong temperature gradients. For the
striations region in Taurus, however, we do not expect very strong
temperature gradients. A detailed study of the dust properties in
Orion A (Roy et al. 2013), showed that even in this brighter region,
the single temperature model provides a reasonable fit, and that the
dust opacity varies with column density by up to a factor of 2. Thus,
we estimate that the final uncertainties of the column density map
are 20–30 per cent.

For deriving the power spectra of the velocity centroids we use
12CO (J = 1–0) line emission data of the Taurus molecular cloud
(Goldsmith et al. 2008). The data were obtained as part of the
Five Colleges Radio Astronomy Observatory (FCRAO) survey of
the Taurus molecular cloud (Narayanan et al. 2008). The spectral
resolution is δv = 0.266 km s−1 and FCRAO’s angular resolution
(45 arcsec at 115 GHz) at the distance of the Taurus cloud (127 pc;
Schlafly et al. 2014) results in a spatial resolution of ∼0.012 pc.

5.2 Application of the new magnetic field estimation method
to observations of Taurus molecular cloud

5.2.1 Deriving magnetic field values in Taurus

For performing our analysis, we convolved the Herschel column
density map and the FCRAO 12CO (J = 1–0) map to the same spatial
resolution (0.012 pc) using a Gaussian kernel. Spectra are smoothed
to about twice the original velocity resolution (∼0.5 km s−1) in order
to improve the SNR. Velocity centroids are computed by fitting

Figure 8. Same as in Fig. 4 but for the observations of the striations region
in the Taurus molecular cloud. Similar to the theoretical predictions and
simulations the power spectra peak at roughly the same wavenumbers.

Figure 9. Same as in Fig. 5 but for the actual observations of the striations
region in Taurus molecular cloud. The parameter � is constant to within a
factor of ∼ 3. A cos is added in the y-axis label since the projection angle is
unknown.

multiple Gaussian (up to three) profiles to spectral lines as in the
simulations.

Examples of power spectra computed from both the column den-
sity map and velocity centroids at the same coordinates are shown in
Fig. 8 (the black and red lines, respectively). As in the simulations,
we have averaged every three adjacent cuts along the direction of
the magnetic field in order to improve the SNR. As theoretically
expected from equations (4) and (8), the two sets of power spectra
have peaks at approximately the same spatial frequencies.

We compute the parameter � for the first four peaks of each set
of power spectra and plot our results in Fig. 9. Points and lines are
the same as in Fig. 5. In essence, Fig. 9 represents the dispersion
relation of fast magnetosonic waves from observations of striations
in Taurus. From the value of the intercept, assuming a mean number
density of 210 ± 10 cm−3 (Chapman et al. 2011) and based on
equation (10) we find that B0cos = 27 ± 7 μG. The error in B0cos
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Figure 10. Distribution of values for the POS magnetic field in Taurus as
these are computed from all points shown in Fig. 9.

is computed from the error of the fit and the uncertainty in density
reported in Chapman et al. (2011), through error propagation. In
Fig. 10, we show the distribution of B0cos values as these are
computed from all points. The shape of the distribution is in good
agreement with the shape of the distribution produced from the
synthetic observations (see also Appendix A). The mode of the
distribution along with the 16th and 84th percentile is 27+50

−6 μG.
Using the DCF method and for approximately the same region

where we performed our analysis, Chapman et al. (2011) reported
a value of 12 ± 1 μG for the POS magnetic field. Using the same
polarization data but applying the Hildebrand et al. (2009) method
instead of the DCF method, Chapman et al. (2011) reported a dif-
ferent value of 37 ± 6 μG for the POS magnetic field. Both these
estimates may be affected from systematic errors in the methods and
as a result, the uncertainties in the values reported by Chapman et al.
(2011) may be underestimated. Unlike the DCF method, the Hilde-
brand et al. (2009) method takes into account large-scale variations
of the magnetic field and non-turbulent motions. Thus, regardless
of the errors, the magnetic field value estimated here (27 ± 7 μG)
should be compared to the value from Chapman et al. (2011) de-
rived using the Hildebrand et al. (2009) method (37 ± 6 μG). These
two values are in good agreement.

5.2.2 Deriving the ratio of the fluctuating to mean magnetic field

Finally, we measure a ratio of the fluctuating to mean component
of the magnetic field from the respective ratio of column densities
(equation 7). For each column density profile, we subtract its mean
value and filter the data with a low-pass filter to minimize the effects
from noise. We then compute the integral of each squared filtered
profile normalized over its length. Finally, we take the square root
and divide by the mean value of the original profile, thus obtaining
a dimensionless quantity. We find that the mean value of the fluc-
tuating to ordered components of the magnetic field is of the order
of ∼10 per cent. Similar values for the fluctuating to ordered com-
ponent of the magnetic field have been found in the ‘Brick cloud’

in the Central Molecular Zone, which is also a strongly magnetized
cloud (Federrath et al. 2016b). Based on turbulent molecular-cloud
simulations with a strong guide field (as applicable to these types
of clouds), Federrath (2016c) derived a relation between the fluctu-
ating and ordered magnetic field components and the Alfvén Mach
number. Using this relation, we find an Alfvén Mach number of
0.4–0.5 for this region. This result is in agreement with previous
studies of the region with striations in Taurus (Heyer et al. 2008;
Heyer & Brunt 2012). The Alfvén Mach number is used here as a
measure of the ratio of the kinetic energy to magnetic energy, rather
than a measure of turbulent properties.

5.2.3 Deriving time-scales of striations in Taurus

From the derived value of the magnetic field, the value of the num-
ber density reported by Chapman et al. (2011; 200 cm−3) and the
values of the wavenumbers, we compute the frequencies of each
of the wave modes found in the power spectrum. We find that the
periods are 1.46, 0.84, 0.49, and 0.38 Myr for the first, second, third,
and fourth wave mode, respectively. Since the true, non-projected
magnetic field value can be higher than the value derived here, the
derived periods should be interpreted as upper limits. These mea-
surements of the time-scales of striations in Taurus suggest that the
largest to smallest scales of striations reconfigure on time-scales
of 0.73–0.19 Myr, that is when the phase difference with respect
to present day is π/2. Making the simplification that no higher or
smaller modes other than the ones analysed here are present, that
particular region will be observed again as it is observed at present
day in a time-scale that is the least common multiple of 1.46, 0.84,
0.49, and 0.38 Myr. Each striation is not formed as a result of a
single wave mode. Instead, it is formed by the interaction of all
wave modes in the system as their sum at a particular point in space
and time. The structure of a region with striations at any time will
depend on the powers, the wavenumbers, the phases, and the period
of all wave modes as well as the total number of wave modes.

6 D ISCUSSION

Deriving equation (10) we made several assumptions. Here, we dis-
cuss these assumptions and the simplifications made. As a first-order
approximation, we ignored fast magnetosonic waves propagating
in directions other than exactly perpendicular to the magnetic field.
Waves propagating in other directions are also present in regions
of striations and that intrinsically creates a non-zero spread in the
orientation angle of striations with respect to the magnetic field.
Panopoulou et al. (2016) found that 70 per cent of striations have
orientations within 30◦ of the polarization segments. Malinen et al.
(2016) also found strong alignment between the magnetic field and
striations and a spread of ∼20◦ in their distribution. Complete dis-
tributions of the orientation angle of striations with respect to the
magnetic field as probed by polarization measurements are shown
in Panopoulou et al. (2016), Cox et al. (2016), and Malinen et al.
(2016) for striations in Polaris, Musca, and L1642, respectively. In
our analysis, we only consider cuts perpendicular (or as close to
perpendicular as possible) to the striations. Thus, this assumption
is valid considering the manner in which we analyse striations.

A second assumption was that the sound speed squared is much
smaller than the Alfvén speed squared and can thus be ignored.
Generally, this is a valid assumption for all stages of molecular
cloud evolution and especially for striations. Considering an upper
limit of 20 K for the temperature in striations the sound speed
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square is ∼0.07 (km s−1)2. Considering a lower limit of 10 μG for
the value of magnetic field and an upper limit of 400 cm−3 for the
number density the Alfvén speed square is ∼0.5 (km s−1)2. Thus,
even considering values well outside the observational limits, this
assumption holds.

The third assumption we made was that the velocity along the
direction of the magnetic field is much smaller than the velocities
in the perpendicular direction. This is to be expected when fast
magnetosonic waves are present since the restoring forces from the
magnetic pressure will result in velocities mostly perpendicular to
the magnetic field. Even if flows along the magnetic field are present,
as for example in the case of accretion on to a denser structure, the
velocity of these flows is not expected to vary significantly in a cut
across striations. Thus, no peaks will appear in the power spectrum
because of that velocity component or peaks may appear but with
very small power. Such peaks are not considered in our analysis.

These theoretical arguments are in agreement with observations
of striations. Heyer et al. (2008) performed a modified version
of principle component analysis to the spectroscopic data from
Narayanan et al.(2008) and Goldsmith et al. (2008). They found
that there is small to no variation of velocities along the long axis
of the striations, while across striations the variation of velocities is
strong. Thus, our third assumption that the velocity along magnetic
field lines is much smaller than the velocities in the perpendicular
direction is valid.

Uncertainties in determining the POS component of the magnetic
field in our new method mainly originate from three factors. The
first uncertainty arises from the column density map. Assuming a
constant LOS temperature for each pixel in the map and the uncer-
tainties of beta and dust/mass ratio can lead to an uncertainty of up
to 20–30 per cent in the column density map. The second uncer-
tainty arises from the line emission data. Observations with higher
spectral and spatial resolutions and SNR would greatly improve the
results. However, even with the low spectral and spatial resolution
and SNR line emission data, the derived value of the magnetic field
is in agreement with previous estimates in Taurus. The last factor
that can introduce errors is the method itself. When the endpoints
of the cuts in velocity and column density cuts are highly antisym-
metric (e.g. one endpoint at +1 km s−1 and another at −1 km s−1),
the power spectrum may include spurious oscillations and/or the
power in each spatial frequency may not be correctly retrieved.
Thus, we advise that the cuts in both column density and in velocity
are selected such that the endpoints are as symmetric as possible.
Uncertainties in the distance of the cloud do not affect our derived
value for the magnetic field but do slightly affect our results for the
period of each wave mode. In summary, the typical uncertainties in
the magnetic field derived with our new method are of the order of
30 per cent.

The discovery of normal modes in the Musca molecular cloud
(Tritsis & Tassis 2018) was the first prediction of the hydromag-
netic model by Tritsis & Tassis (2016) being confirmed. In this
paper, during the analysis of the observations we were also able to
retrieve the dispersion relation of fast magnetosonic waves (Fig. 9)
and demonstrate that velocity and column density power spectra
peak at the same wavenumbers. These results are a confirmation
of a second prediction of the hydromagnetic model developed by
Tritsis & Tassis (2016).

7 SU M M A RY

Robust measurements of the total magnetic field strength are of
critical importance in order to set constraints on models of filament

formation and cloud evolution and are crucial in order to distinguish
between different star formation theories.

Here, we used the theory of MHD waves and presented a new
method to derive the POS component of the magnetic field. The
method applies for regions were striations are observed. Addition-
ally, our method enables us to measure, for the first time, time-scales
in molecular clouds. Finally, we derived a new relation for measur-
ing the fluctuating and ordered components of the magnetic field
from the respective ratio of column densities.

We derive the POS component of the magnetic field in the region
of striations in Taurus. We find a value of 27 ± 7μG. This value is in
agreement with previous estimates with the Hildebrand et al. (2009)
method (Chapman et al. 2011). The ratio of fluctuating to ordered
component of the magnetic field was found to be ∼10 per cent. We
find that the periods of four wave modes identified in the power
spectra are 1.46, 0.84, 0.49, and 0.38 Myr.
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A P P E N D I X A : PA R A M E T E R SPAC E A N D
C O N V E R G E N C E T E S T S

In Figs A1 and A2, we show the results from our simulations with
initial magnetic field values 10 and 100 μG, respectively. In the

Figure A1. The upper panel shows the parameter � as a function of the
wavenumber for our simulation with initial magnetic field value 100 μG.
The black points have been computed from power spectra as described in
the main text. The points marked with the red squares and the errorbars
are the mean and standard deviation of each stack of the black points. The
dashed-blue line and blue shaded region show the fit and error of the fit to
the red points. The bottom panel shows the distribution of magnetic field
values derived from the black points.

Figure A2. Same as in Fig. A1 but for our simulation with initial magnetic
field value 100 μG.
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Figure A3. Same as in Fig. A1 but for our simulation with initial magnetic
field value 30 μG when observed at an angle of 45◦.

upper panels of Figs A1 and A2, we plot the parameter � as a
function of the wavenumber as in our reference run. In agreement
to the observations and the theoretical predictions, the value of the
parameter � remains constant regardless of the value of the magnetic
field. In the lower panels, we show a histogram of magnetic field
values as these are computed directly from the black points in the
upper panel. The true value of the magnetic field is recovered in
both cases.

In Fig. A3, we show our results when the cloud is observed
such that the angle between the magnetic field and the POS is
= 45◦. The value of the parameter � is smaller by a factor of

Figure A4. Same as in Fig. A1 but for our simulation with initial magnetic
field value 30 μG and with half the resolution of our reference run.

cos = 0.7 with respect to the case when the projection angle is
0, again in agreement with the theoretical predictions. Finally, we
have repeated our analysis for our simulation with half the original
resolution (128 × 128 grid points) of our reference run. The derived
magnetic field value is 34 ± 8 μG, in agreement with the higher
resolution simulation. Our results are shown in Fig. A4.
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