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Abstract

The Detector Data Link (DDL) is the high-speed optical link for the ALICE
experiment. This link shall transfer the data coming from the detectors at
100 MB/s rate. The main components of the link have been developed: the
destination Interface Unit (DIU), the Source Interface Unit (SIU) and the
Read-out Receiver Card (RORC). The first RORC version is based on the
VME bus. The performance tests show that the maximum VME bandwidth
could be reached. Meanwhile the PCI bus became very popular and is used in
many platforms. The development of a PCI-based version has been started.
The document describes the prototype version in three sections. An overview
explains the main purpose of the card: to provide an interface between the
DDL and the PCI bus. Acting as a 32bit/33MHz PCI master the card is
able to write or read directly to or from the system memory from or to the
DDL, respectively. Beside these functions the card can also be used as an
autonomous data generator. The card has been designed to be well adapted to
applications, which require small software overhead such the high-speed data
acquisition systems. The implementation of the firmware will be presented.
For the logic design we are using VHDL and schematic draw. Software library
routines were written in C and are available on Linux OS. The results of
performance measurements will be available to allow the comparison between
the VME-RORC and PCI-RORC. In the conclusion the future plans and the
idea of the improved (64bit/66MHz) PCI-RORC will be shown.



1 Overview

The Detector Data Link (DDL) is an integral part of the ALICE [1] data acquisition
system (DAQ). The DDL shall provide duplex data transfer between the detectors
and Local Data Concentrators (LDC) at up to 100 MB/s speed. The DDL consists
of three main parts, the Source Interface Unit (SIU), the optical medium and the
Destination Interface Unit (DIU). This naming convention is based on the fact that
the main data flow is coming from the detectors. Accordingly the SIU card is sitting
on the detector side connected to the Front-end Electronics Cards (FEE) and the
DIU is plugged in the LDC computers. A Read-out Receiver Card (RORC) shall
provide the interface between the Detector Data Link (DDL) and the LDCs. The
DIU interfaces are specified by [2].
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Figure 1: The Detector Data Link

The connection between the LDC and the RORC depends on the local 1/0O bus
employed in the computer. Few years ago the PCI local bus was not as widespread
as today and an evolution of the VME bus toward higher performance was expected.
Therefore the first version of the RORC card was developed for VME systems [3].
This card was used for testing the prototype version of the DDL components as
well as to measure the DDL performance connected to the VME bus. The results of
those measurements show that the DDL transfer speed was only limited by the VME
maximum speed. It was also clear that the VME based RORC card (VME-RORC)
was expensive and complex. At present, the PCI local bus exists in any computer
and provides enough bandwidth for the DDL. The theoretical speed is 132 MB/s
with the 32bit/33MHz version and 528 MB/s with the 64bit/66MHz version and the
expected evolution of the VME bus toward higher performance has not materialized.

2 Development

The development was split into two phases. The first version of the PCI based RORC
card was defined as 32bit/33MHz PCI master card. To reduce the complexity of the



board, its cost and development time it was decided not to use on board memory.
The data shall be transferred directly into the memory of the LDC. Since the card
can operate as PCI master the software will only have to allocate enough space in
the memory of the computer to let the RORC move the data to the destination.
This will reduce the latency and the software intervention, so the DAQ software
will be able to make better use of the PCI bus. The required bus functions are
implemented in a dedicated PCI interface circuit from AMCC [4]. The custom logic
functions for the DIU interface are realized in a Programmable Logic Device (PLD)
from ALTERA. The firmware is divided into three parts according to functions they
provide (Figure 2):

e The add-on logic section handles the signals between the PLD and the PCI
bridge. It also manages the add-on logic bus, performs the arbiter function
for the different firmware parts and reads the mailboxes.

e The internal control and command manager receives the commands and con-
trols the firmware to carry out the required actions. This part contains the

write and read DMA engines and the memory manager as well.

e The DIU interface, is dealing with the DIU. It contains FIFOs to store the
data and a pattern generator that can be used for test purposes.
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Figure 2: Architecture of the pRORC

The control of the card is done by commands. A command may have parameters
The commands are passed through the incoming mailboxes of the PCI
interface circuit. There are four incoming mailboxes in the device. Each mailbox is
32-bit wide. The add-on logic is notified if there is a new command waiting in the

as well.



mailboxes. This is done by a hardware interrupt that is raised if one predefined byte
of the incoming mailboxes becomes full. The response of the RORC is sent back
through the outgoing mailboxes. Since the PCI interrupt should be avoided there is
no particular notification to the software about the state of the outgoing mailboxes.
However, the RORC shall not generate any response without a request from the
software. The DDL is using the same mechanism for the status and error reporting.
The add-on logic keeps track of the outgoing mailboxes to avoid overwriting any
data, which is waiting for the software. The PCI bridge has a 32-bit bi-directional
add-on local bus with separate address lines. The add-on logic can use this bus to
access the registers, mailboxes and FIFO channels of the bridge. There are different
parts of the firmware competing for the bus access. The add-on logic contains a
bus manager, which plays the role of the arbiter. The arbitration is based on a
predefined priority scheme and performed by internal request and grant signals.
According to this scheme the command transfer has the highest priority, which
ensure the controllability of the RORC even during DMA transfer.

The DDL interface makes the connection between the DIU and other parts of
the firmware like the DMA channels. It contains FIFOs on both the transmit and
the receiving side in order to separate the different clock domains and to balance the
data transfer speed on the link. There are two FIFOs in the receiver and one FIFO
and a command register in the transmitter. The data and status in the receiver
may come from the DDL or from the transmitter via an internal loop-back. This
loop-back can be used for self-test. The input of the transmit FIFO can also be
connected to two different sources. It is either the output of the read DMA channel
or the output of the internal test pattern generator. The test pattern generator is
able to produce data blocks with different lengths and patterns. The cycle number
is selectable or it can be set to infinite.

The internal control and command manager receives the commands from the
add-on logic. Depending on the destination the command will be interpreted or sent
over the link via the DDL interface. The partial memory management is carried out
by this part of the firmware. It contains the DMA engines, which control the data
transfer to and from the PC memory. The write DMA (WDMA) is writing to the
PC memory while the read DMA (RDMA) is reading from the PC memory. The
DMA engines are using the FIFOs implemented in the PCI bridge to do the transfer.
The PCI bridge contains primary registers to control the data transfer. When the
bridge operates as PCI master these registers are accessible from the add-on logic.
One register defines the base address of the DMA transfer and the transfer count
is stored in other register. There are two sets of such registers for read and write
DMA.

The applied memory management supports the so-called scattered memory model.
This will be used in the next version of the Data Acquisition and Test Environment
(DATE) software [5]. In this model the data blocks are transferred to different
memory locations in the PC memory. The software running on the machine is



maintaining a list of free memory pages. In this context page means a buffer of a
certain size in the PC memory. To initiate the WDMA the RORC has to know the
base address and size of such a memory page. The software shall provide the RORC
with this information, so that it can accomplish the transfer. The RORC stores
this information in the so-called Free FIFO. Each entry of the Free FIFO consists of
three fields containing the base address, the page size and the Ready FIFO index.
The latter requires explanation. The hardware has to report the software about the
readiness of a memory page. This will happen in two cases, when the page boundary
is reached during the DMA or when the block finishes, which is indicated by a status
word generated by the DDL. In both case the firmware will close the given page by
sending two words to a location in the PC memory. The address of this location is
defined by the Ready FIFO index and the Ready FIFO base address. The first word
contains the number of words transferred to that memory page. The second word
contains zero if the block stretches over the page boundary or the DTSTW status
word in case of the block finished. Using this mechanism the software can detect
the end of a DMA cycle by simply checking the Ready FIFO in the host memory.
(Figure 3)
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Figure 3: Memory management

3 Performance test

Since the DDL is ready to provide 100 MB/s bandwidth on the forward channel it
is important to know the performance of the RORC card. With the VME based
card the measurements showed that the transfer speed is limited by the read-out
system. The measured speed was less than 40 MB/s. In order to evaluate the
transfer speed using the PCI local bus test firmware and software were developed.
The test firmware contains a simple DMA engine and a pattern generator. The



pattern generator generates data blocks with different lengths. The DMA always
goes to the same location in the memory. At the end of every block a counter is
incremented and then transferred to the host memory (Figure 4). From time to
time the software checks this memory location and calculates the transfer speed.
The most important signals, which control the DMA, are placed on logic analyzer
connectors, so that they can be monitored during the operation. These signals
represent well the traffic on the PCIL.
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Figure 4: pRORC performance test 1

In the first test the performance measured in stand-alone operation. There was
not any other user process running on the computer. The computer had single
processor and the operating system was Linux with 2.2.x kernel. The DMA speed
was measured using different block sizes to find out the variation of the speed versus
the block size. The result of the test is shown in Figure 5.
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Figure 5: DMA speed vs. block size (stand-alone operation)

In the second test a more realistic environment was set up. The host computer
had two Intel Pentium III processors running at 400 MHz. The installed Linux
kernel version was 2.2.x. In order to increase the traffic on the PCI bus a Gigabit
Ethernet network interface card was also installed. Beside the test software two



other processes was using the PC resources. A benchmarking tool, called stream_]
was doing intensive memory operations in order to emulate a process, which would
perform data processing in the LDC. Network traffic was generated by iperf. In
the last scenario the DATE software consisted of the typical LDC components, like
read-out and recorder. The performance of the different processes were measured
as well as the combined performance. The DMA size was constant (400 KByte)
during the measurement. During the test the DMA speed, the available memory
and network bandwidth were measured. The usage of the CPUs was also monitored
during the test in order to see the remaining resources for other applications running
on the LDCs, like software components of the High Level Trigger (HLT) system. The
results are summarized in Figure 6.

. DMA | Memory | Network
Scenario [MB/g | [MB/§ | [MBIg Components CPU usage

1 125 - - pRORC DMA (0%)

2 - 360 - stream_| (100%)

3 - - 40 iperf (100%)
pRORC DMA (0%) +

4 113 310 - stream_1(100%)

5 80 - 21 pPRORC DMA (0%) + iperf(66%)
pRORC DMA(0%) + DATE(66%) +

6 80 180-210 | 19-20 stream_|(100%)

Figure 6: Performance of the LDC components

4 Conclusions and Future Work

The first version of the PCI based Read-out Receiver Card for 32-bit 33MHz PCI
was developed. This card is a functional replacement of the VME based RORC
and it supersedes the old design in terms of performance. The hardware is rather
simple and cheap. The firmware connects the DDL to the LDC computer via DMA
channels. The performance tests show that DMA bandwidth allows the DDL to
operate at the maximum speed. The software library was developed to provide
interface for the read-out software.

The next version of the RORC will be based on the 64bit/66MHz PCI. The
PCI interface functions will be realized in the PLD by using IP core. Beside the
data flow operation the card shall provide data processing functions for the HLT



system. These functions require on-board memory too. The option of an integrated
RORC-DIU card will be investigated as well.
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