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Abstract

We present a quantitative appraisal of the physics potdotiaeutrino exper-
iments at the front-end of a muon storage ring. We estima&téatseeable ac-
curacy in the determination of several interesting obs#es and explore the
consequences of these measurements. We discuss theiertadendividual
quark and antiquark densities from polarized and unpadrizeep-inelastic
scattering. In particular we study the implications for tmelertanding of the
nucleon spin structure. We assess the determinatiam, dfom scaling vi-
olation of structure functions, and from sum rules, and tee@nination of
sin? @y from elasticve and deep-inelastiep scattering. We then consider the
production of charmed hadrons, and the measurement ofthsatute branch-
ing ratios. We study the polarization afbaryons produced in the current and
target fragmentation regions. Finally, we discuss theiseitgs to physics be-
yond the Standard Model.

1 INTRODUCTION

The use of intense neutrino beams as a way of exploring the steecture of hadrons has long been

recognized[]1] as a big added value of a muon-collifier [2] medtrino-factory ¢-Factory) complex.

Recent document$][$] 4] have outlined with great care thasandere deep-inelastic-scattering (DIS)

experiments operating closely downstream of the muon rinddcprovide significant contributions to
our understanding of the nucleon structure.

These studies pointed out the potential for measurementsgdralleled precision of both un-

polarized and polarized neutrino structure functions JSlEading to an accurate decomposition of the
partonic content of the nucleon in terms of individual (pllgsspin-dependent) flavour densities. In
addition to the measurements of SFs, the large rate of cherdugtion, allowed even with muon beam
energies as low as 50 GeV, gives an opportunity for accutaties of the spectrum and decay prop-
erties of charmed systems (mesonic and baryonic), as wdtrasn improved determination of the

CKM matrix elementl,;. Operation at muon beam energies in excess of 500 GeV wdold similar
studies using-flavoured hadrons. The large neutrino fluxes will also makegd-statistics/,e andv,.e



scattering experiments possible. These measurements nodgevery accurate determinations of the
weak interaction parametein? 6y, complementing in terms of accuracy and systematics themur
determinations from higher-energy measurementinlecays and from DIS.

The goal of the work performed within our Working Group wasitlliress some of the topics pro-
posed in[B[H] in a quantitative way, and carry out a concagfgraisal of the impact that measurements
done at thes-Factory could have on relevant observables. A first studhigdirection, limited to the
case of SFs, has recently appeared]in [5].

In Section 2 of this document we review our notation and desdhe benchmark beam and
detector parameters used in this study. In Section 3 wesidbie determination of unpolarized SFs, and
of their flavour decomposition, using a next-to-leadindesr(NLO) global fit analysis. The importance
of the NLO analysis is not related to the cross-section chsngduced by NLO corrections, which
are marginal when evaluating at this stage the expected eat®s, but to the mixing between quark
and gluon contributions which arise at NLO. This mixing Iedd a potential loss of accuracy in the
extraction of individual flavours. A similar NLO study is domented in Section 4 for the polarized
case; there we study both the accuracy in the determinatitreondividual shapes of polarized parton
distributions, and the accuracy in the extraction of thé@r@xial charges. We shall put these results in
the framework of the ability to distinguish between difigrscenarios for the description of the proton
spin. The relevance of the NLO effects is even more signifirathis case than in the unpolarized case,
because of the larger uncertainties on the polarized gloatribution. In that section we also analyse
the use of tagged charm final states to study the strange gotakized distribution. In Section 5 we
discuss the prospects for extractionsxgffrom global SF fits, as well as from the GLS and unpolarized
Bjorken sum rules, and in Section 6 we analyse the nucleectsfinvolved in the extraction of charged-
current (CC) neutrino SFs from heavy targets. New prospedtss area are opened by the availability
of new SFs, whose nuclear corrections have sizes different those studied with data available today.
In Section 7 we discuss the extractionsai? fy from ve scattering and DIS. The large statistics will
enable measurements of an accuracy similar to that availatay from LEP, and will provide important
and complementary tests of the Standard Model (SM). In @e&iwe study measurements involving
charm quarks. In Section 9 we consider the application anm@tion measurements in semi-exclusive
final states to the study of polarized nucleon densities.ektiSn 10 we finally consider the potential of
the v-Factory for the detection of indirect evidence of new pbydrom precise measurements of SM
observables.

2 GENERALITIES

For our studies (and unless otherwise indicated) we shsaillnas the following default specifications.
Muon beam energyly, = 50 GeV, length of the straight sectio, = 100 m; distance of the detector
from the end of the straight sectiah= 30 m; number of muon decays per year along the straight section,
N, = 10%°; muon beam angular divergendg; x my/E,, m, being the muon mass; muon beam
transverse size, = o, = 1.2 mm. We also assume a cylindrical detector, with azimuthairagtry
around the beam axis, with a target of radids= 50 cm and a density of00 g/cm? (10 g/cm? in

the case of polarized targets). The statistics, then, diradarly with the detector length, while the
dependence of other parameters, such as the radius or tjtk &Hrthe straight section, is clearly more
complex. Some examples are given in flg. 1.

The neutrino spectra are calculated using standard expmeser the muon decays (see e[g. [3]).
For simplicity (with the exception of thee scattering studies), we shall confine ourselves to the case
of v, andy, CC DIS. The laboratory-frame neutrino spectra, convolwtéti the CC interaction cross-
sections, are shown for several detector and beam confignsan Fig.[R €. = 50 GeV) and Fig[]3
(E, = 100 GeV). The number of events, in different bins(ef Q?), are shown in Fig[]4.
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3 UNPOLARIZED STRUCTURE FUNCTIONS

3.1 Formalism

Unpolarized CC SFs are defined through the decompositiongaflarized differential CC cross-sections
into invariant functions of the momentum of the struck quarkand the momentum transfer squared of
the W boson Q?): the standard definitions give

d*oc G%.S
dedy — 2m(1+ Q2%/M3,)?

(1= )P +yaFi £y (1- ) ah) (1)

whereS = 2mFE, is the nucleon—neutrino centre-of-mass energyis the nucleon massy, is the
neutrino beam energy, assumed toxem, y is the fractional lepton energy loss, @f, — Ey)/E,,
and the+ signs refer to the sign of the CE@Y* exchange fow scattering and? ~ for . In neutrino
scattering,z, y, and Q? can all be determined simply by measuring the outgoing regioergy and
direction, and the hadronic energy in the event. If beothnd> beams are available, there are then, in
principle, six independent SFs for each target.

We now wish to determine the expected statistical accuratly which the individual SFs, and

their flavour components, can be determined. To do this, \&# ekploit the differenty dependences
of the cross section on the variolis. The advantage of the neutrino beams from muon decays is thei
wide-band nature. This allows us to modulate ghgependence for fixed values efand Q? using the
neutrino energy:

Q2
- 2xmE,
We producedy distributions by generating events within different birfszoand 2, and performed
minimum-y? fits of the generated data using the cross-section[Eq. (t)edah bin, the values of and
@Q? at which we quote the results are obtained from the weightethge of the event rate. As an input,
we used the CTEQ4D set of parton distributiofls [6]. The ddpeoe on the parameterization of the
parton distributions is very small, and will be neglectedeh&\Ve verified that other recent sets of parton
distributions give similar results. The absolute numbeewdnts expected in each bin is scaled by the
total number of muon decays; this number of events detegnimestatistical error on the individual SFs
obtained through the fit.

We generate events in the,(Q?) bins shown in Fig[]5. Twenty equally-spaced bins in the eang
0 < y < 1 are used for the fit. The total number of: bins varies in different)? bins because of
kinematic acceptance and minimum energy cuts. The stalistirors returned by the fits are used as
estimates of the statistical errors in the extraction of &he In the parton model, four of the SFs are
related through the Callan—Gross relatidiis= 22 F;: the longitudinal SH;, = F> — 22 F; begins at

(2)

Y

7
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O(a) in perturbation theory. We considered both the cases oétboenponent fits (leaving; and F,
uncorrelated, and fitting all three SFs), and two-compofientassuming the Callan—Gross relation, and
fitting for F» and F3).

The three-component fit for the nucleon SFs, obtained asguame year exposure of a deuterium
target to a muon—neutrino beam, is shown in [fig. 6. Noticettieerrors off’, are always better than
10%. F5 is determined very well at large since in this region one is more sensitive to the0 limit,
where the contribution fronf; and F3 is suppressed (see Hq. 1). Fig{ite 7 shows the result obtained
assuming the Callan—Gross relation. Now the relative gsoe better than 1% for most regionseadnd
Q?. The significant improvement in the determinationfafat largex results from the Callan—Gross
constraint onF, and the fact that, as pointed out abokg s very well determined at large.

3.2 Leading-order results

The parton content of the SE§, F, and I3 depends on the charge of the exchanged gauge boson. At
leading order, we have

FV" = a+d+s+e, FV =u+d+5+ec,
o 2z(u+d+s+¢), BV =2zx(u+d+5+c), (3)
$F§4/+ = 2z(—u+d+s—c), eF) =2z(u—d—5+c).

The corresponding expressions for a neutron target areneltéassuming isospin invariance) by replac-
ing u < d. Itis thus not difficult to see that, constructing approgrinear combinations of the eight
independent SRV ™), and(zFV ™), ,, itis possible to disentangke+ @, d+ d ands + 5, provided
only thatc + ¢ can be determined independently, either theoreticallyrgrigcally. More explicitly, we
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have
(FYVHW = (B = q(u+ta+d+d+s+5+c+o), 4)
@) = @EYTY), = —2a(uta— (d+d)), (5)
@R )+ @BV ), = 20(s+5— (c+0)), (6)
@F Y, = @R Y)Y, = z(u—a+d—d+s—5+c—0), 7)
(BT = (YY), = —2a(u—a— (d—d)), 8)
(B W+ (BT ) = 2u(s—5— (c— @), 9)

whereFV " W™ = L(FW* 4 FV7). The first and fourth of these equations are the s "~ and

F3W++W7 normally measured in neutrino scattering (though on heaxgets). The second and third
equations allow flavour decomposition of the tafal ¢ distributions, and the fifth and sixth equations
allow a similar decomposition for the valence distribuson

A detailed study of the strange sea is especially importinte this distribution is very poorly
known at present. In aleading-order analysis one can éxtramdividuals(x) ands(z) at thev-Factory
using Egs.[(6) and](9). In order to disentangle the strandecharm contributions, it is necessary either
to tag charm in the final state, or to assume that the charmilootion is generated dynamically by
perturbative evolution. Assuming that the charm contidsutan be either neglected or independently
determined, a 2-year running on a nucleon target (1 year feagli™ and .~ beams) would result in
errors in the determination &fx) + 5(x) as shown in Fig[]8. There we compare the size of the predicted
uncertainties with the values of théx) 4 (=) densities currently estimated in the analysis of the CTEQ
group (set CTEQ4/[]6]), and in the recent study by Baronec&asand Zomer (BPZ[][7]). This last
study, based on a fit to CDHS neutrino data, finds evidencerfontainsic strange component of the
proton, which results in an enhancement at largelative to the CTEQ fits. As shown in the figure, this
evidence could be firmly established, and its size very atelyrdetermined, using neutrino factory data.
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Fig. 9: Expected errors on the determinations@f) — 5(x). Error bars from the-Factory are superimposed on the current
s(z) — 5(=) fits from Barone, Pascaud and Zomer (BPZ).

Equation [[P) can then be used to estimate the errors on teenlaation of the difference(x) — 5(z).
These are shown in Fif]. 9, superimposed to the recent fits @y BP

3.3 NLO extraction of parton densities

The leading-order study presented in the previous sulosealieady provides a useful set of benchmark
accuracies that can be achieved attheactory. However, an estimate of the precision in the ektva of

the individual parton distribution functions (PDFs) remagi a full NLO analysis. In order to estimate the
statistical uncertainties in the extraction of PDFs fretlRactory data, we used the errors calculated in the
previous section to generate 8 sets of ‘fake’ data for the/kdor neutrino/antineutrino beams and for
hydrogen/deuterium targets. The central values of the daka were obtained using the PDFs extracted
from the existing charged leptons DIS ddfa [8]. The 8Es calculated from the PDFs, parametrized as

zdy (z,Q) = AY z% (1 — z)%,  zdg(x, Qo) = Az (1 — z)¥ | (10)
zuy (z, Qo) = AZ:L"““(I — :L')b“(l +v5z), zus(z, Qo) = Afa:““’“(l — a:)b“’“ , (12)
2G(x,Qo) = Aga (1 — )’ (1 +17VE +152), xs(x,Qo) = Az (1L —z)* | (12)

at Q3 = 9 GeV? and evolved within the NLO QCD approximation, were then ditte these fake
data, varying the PDFs parameters. The form of Ed. (12) wasvated in Ref. [B], but, contrary to
that analysis, the PDFs parameters, As, ass, bss Were also released in the fit, while the parameters
AY, AY . Ag were constrained by conservation of momentum and fermimmicbers, as in Ref][8]. The
indicesV and S are used to denote valence and sea distributions, resggctitie functionsu, d, s, G
give u-, d-, s-quarks, and gluon distributions; ard= s is assumed at this stage of the analysis.

The statistical errors on PDFs obtained in the fit to fake degagiven in Fig[ 0. For comparison,
we present in the same figure the errors on the PDFs obtaioedtfre analysis of Ref[][8]. One can
see that the precision in the determination of the gluorridigion has improved by about an order of
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Fig. 10: The relative statistical errors on PDFs (%) actdssit thev-Factory (full lines). The dashed lines give statistical
errors on the PDF set A99 obtained from the fit to the existhmyged leptons DIS dat [8].

magnitude, and even more for the valenceand d-quark distributions. This improvement may be ex-
tremely helpful, for example in expanding the capabiliéshe LHC in searches for new phenomena
characterized by particles of large mass. The precisiohafdetermination of the sea quark distribu-
tions attainable at the-Factory cannot be directly compared with the correspandimors on the PDFs
given in Ref. []; there, several parameters describingéaequark distributions were fixed at reasonable
values, since available data do not allow their independgtmaiction. In particular, the strange sea was
assumed equal to about a half of the non-strange sea, whileetmavior of the non-strange sea-quark
distribution at smalk: was assumed to be universal. Thanks to the avaliabilitygftéhdependent com-
binations of parton distributions, a complete separatidnaividual flavor distributions is now possible
without additional constraints. This is crucial for precistudies of the flavour content of the nucleon.
The correlation matrix for the PDFs extracted from the QCfithe faker-Factory data is given in
Fig. 1. Indeed, one can see that in general the absolutesvaluthe correlation coefficients do not
exceed 0.3 in the whole range of

We now turn to a study of the potential of theFactory data to determine the asymmetry of the
strange sea, which is not accessible in neutral-curren) (NE experiments. In this analysis, the strange
sea was chosen to be of the form

zs(x, Qo) = Asx®s (1 — w)bs“"(l + csswd“), x3(xz, Qo) = Az (1 — x)b“"“s(l + csasxds‘“), (13)

which is motivated by the results of Ref] [7]. We now assuna thes — 5 difference is as given in
Ref. [[7], by choosing similar values of the parameters, ngme

Ay =0.06, bss=D5.6, beas =054, cos=11000, dgs=12, dggs=T.4 (14)

The parameteti;; was set equal ta,;, and the parametet,; was calculated from the constraint

/01 dx [s(z) —3(z)] = 0. (15)
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Fig. 11: Thez-dependence of the correlation coefficiept$or the PDFs extracted from the analysis of the generated
Factory data. The labels in the diagonal mark the rows andmud of the matrix.

We cannot simply combine theseand s distributions with those of Ref[][8], because the distribu-
tion of Eq. (18) at larger is comparable to the contribution from valence quarks, andetated to it.
Therefore, we repeated the fit of R€]. [8] with theinds distributions of Eqgs.[(38,14). We then used
the results of this fit to generate a new set of fake data, grehted a QCD fit to these fake data using
the PDFs of Eq.[(12), but with theands distributions of Eq.[(33). The errors ar(s — ) obtained in
this way are given in Fig. 12. For comparison, we recall thaterror onr(s — 5) obtained in the BPZ
analysis ar€(0.002) atxz ~ 0.7 (see Fig. 10); this means that an improvement of more thamder of
magnitude in the precision may be achieved attheactory .

Alternatively, one can choose different forms for thig — 5) difference; for example, it may be
constructed using Regge phenomenology considerationsordiog to this approach, the behavior of
non-singlet parton distributions at smalls governed by meson trajectories, and is generallyz. We
constructed two variants of the parameterization @f — 5) based on these arguments, namely

z(s —3)(x, Qo) = Apsz®™s (1 — )" (1 + caux) (16)

and
z(s —3)(x, Qo) = Apsx™s (1 — )" (1 + casw + daga?). (17)

The starting PDF set of E{.]12 was then modified by substgutin — xs + z(s — 5)/2 andz3 —
xs—xz(s—35)/2. The initial values of the parameters used to generate faiieevaere chosen as,; = 0.5,
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Aps = 0.02 andba, = 7.5. The initial value of the parametdn , of Eq. (1) was set equal to 100 and,
in both cases, the parametey, was defined from the constraint of Ef.](15).

The errors onc(s — 5) obtained using a Regge-like form ofs — 5) are given in Fig[J2. One
can see that they are quite different from those obtainedsbyraing the BPZ form foz(s — 5). The
main difference between Regge-like and BPZ forms, is thathange sea for the latter is very large at
high x, even larger than thé-quark sea. As a result, the precision of the strange-seandietation for
the BPZ set is comparable to the precision in the deternoinadf the valence quark, namet¥(0.1%).
Sinces > 5in the BPZ fit,A(s — 5) /(s — §) ~ As/s. Thus, the high precision obtained using the BPZ
form simply originates from the fact thatis very large at higthr.

The precision of the determination ofs — 5) accessible at the-Factory will however always
be at the level of 1%, or better, in the region of its maximuegardless of the functional form used to
parameterize this difference. The accuracy relative tadbed amount of strange sea is given, for the
different strange parameterizations, in fig. 13.
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Fig. 12: The error bands far(s — ) difference accessible at theFactory for the various forms used for the parameterinatio
of this difference (full line: the BPZ-like form, dashedédisi the Regge-like form with linear polynomial factor, éottine: the
Regge-like form with quadratic polynomial factor). The bands are given for the the Regge-like parameterizatiodd @
bands for the BPZ-like one.

4 POLARIZED STRUCTURE FUNCTIONS
4.1 Formalism

Polarized SFs may be defined in analogy to the unpolarized thmeugh asymmetries in the polarized
cross sections (sefg [9] for a recent review). The polarizessesection difference (with a proton helicity
)‘p = il),

Ao =o0(N, =—1) — (N, =+1), (18)
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terizations.

is given by

Ao (z,y, Q? G2 Q>
d:idy ) - (1 + Qg/m2 )2 @ [—)\z y2—y)zgr — (1 —y)gs — y2acg5}
w
2

2
m m
+2wy@ [/\65322/291 + Ae22%ygs + (1 —y— w2y2@> zgs (19

3 227”2 2 9
—x<1—§y—$y@ g4 — T Y g5 (>

where)\, is the lepton helicity. With these definitions Jf}]g2 andgs drop out in the high energy limit
E > m, and we are left with an expression of the same form as thelamiped decompositior{](1), but
with F1— — g5, Fo— — g4 andF3— 2g;. Thus we again have only three partonic SFs for eaghdv:

d?Ac* (z,y, Q? G2 Q?
d;dy - 0+ Q2F/m2 2 2y [Ny —y)zgr — (1 —y)gs —y’2gs|  (20)
w

The two remaining SFg, andgs have no simple partonic interpretation and are contantnayewist-3
contributions: their twist-2 components are fixed by the Wama—Wilczek relation (giving, in terms

of g1) and a similar relation givegs in terms ofgs. They are determined by measuring asymmetries
with a transversely polarized target. In the parton mogdeland g5 are related by an analogug J[12]
of the Callan—Gross relatiorys = 2zg5(1 + O(as)). Even though this relation is violated beyond
leading order, the SFg, andgs still measure the same combination of parton distributiafizeit with
different coefficient functions. Therefore at leading twiieere are only two independent polarized SFs,
conventionally taken to bg, andgs.

There are many variants in the literature: [11] for a dlatipn. In particular, the conventions used here are theesa
as those used in reﬂ [5], except for the signg.ofindgs.
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The flavour decomposition of the SEsandgs may be expressed in terms of parton densifiels [13]
as

T = Au+ Ad+ As + Ac, gV = Au+ Ad+ A5+ Ac, (21)
oW = Au—Ad— As+ AG, gV = —Au+ Ad+ A5 — Ac, (22)

in precise analogy with the unpolarized case. Again, bytroasng appropriate linear combinations of
all eight independent SFs (conventionally taker@ﬁgi)p,n and(gg”)pvn), obtained by longitudinally
polarizedv and 7 scattering on proton and neutron (or deuteron) targets, jitossible to separately
disentangleAu + Az, Ad &+ Ad and(As £ A3) just as in Eqs[{4)H9), provided only that + A can
be determined.

Some combinations of polarized SFs are of particular istefor example, writing)” " ="~ =
gV" £ gV the first moment of

AS = (VW) = (VYY) = Au+ A+ Ad+ Ad+ As+ A5+ Ac+ Ac (23)

is the singlet axial charge,. This is a much more direct measurement than the traditiomalthrough
electron—proton or deuteron DIS, since in the latter cagenmust first subtract the octet chawgewhich

is then only determined indirectly through hyperon dec@ysus inv-DIS one would have a direct check
on the anomalous suppressionagf Similarly, first moments of

6 (97 )p— (97 n] = (8 )y = (@ ) = Aut Au— (Ad+ Ad) = Agg (24)
6 [(QY* )p + (giy*)n} — g (9¥V++W7)p =@V, + (@), = —(As + AS) + (Ac+ Ad)

(25)

give direct measurements of the axial chasgend of the contribution of strange quarks to the nucleon
spin, as would the tagging of charm in the final state. Theri@inent of the combination

A gy = Au+ At + Ad + Ad — 2(As + A5) (26)

is the octet axial charges, currently determined by hyperon decays using SU(3) symynttereby
allowing a test of SU(3) symmetry violation, and specifigaldistinction between different models for

it [L4).

Flipping the signs, we can also determine the contributioratence quarks to the spin, since

b=V TV = —Aut Au—Ad+ Ad— As+ A5 — Ac+ A,
(" )= (0] T e = —2(Au— Au— (Ad— Ad)), (27)
@)+ @V, = 2(As— A — (Ac— A),

+ p—
(g8 )

so one could even check for intrinsic strange polarizatien- As. None of these valence polarizations
can be cleanly measured in current polarization experisnent

It should be pointed out that the flavour separations showrealeceive important contributions
from NLO corrections, most notably from contributions fréine polarized gluon density. In particular,
g1 is given at NLO by

O (z,Q?%) = AC, @ ¢t° +2[n; /2] AC, ® Ay, (28)

where theAC; are appropriate coefficient functions. Also, beyond legdirder the relation between
parton distributions and SFs is ambiguous because of therifzation scheme ambiguity. This problem
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is particularly relevant in the case of Ef.](28), becausés by now well known [P], the scheme depen-
dence of the first moment of the singlet polarized quark ihistions is unsuppressed as—0, due to
the fact that at leading order the first momexy(1) of the gluon distribution evolves dg«s. A conse-
guence of this is that it is possible to choose the factadmaicheme in such a way that the first moment
of the singlet quark distribution is scale independent [tperturbative orders), even though this is not
the case in th&IS scheme. This is the case e.g. in the so-called Adler-BarfBnscheme[[18]. The
first moment of any quark distribution in tddS and AB schemes are related by

AqYS(1,Q%) = AgMP(1) - T2Ag(1.Q%), (29)

where Aq(1,Q?) = [ dzAq(z,Q?). Theoretical motivations for this choice will be discussad
Sect[4.B below.

It follows that care should be taken when comparing AB aifl scheme polarized parton dis-
tributions, since the quark distributions will differ by &@Y1) gluon contribution. Furthermore, in a
generic scheme, a meaningful determination of polarizetbpalistributions requires at least the inclu-
sion of NLO corrections. The full NLO analysis of parton distitions in neutrino DIS, using the known
anomalous dimensionf ]16] and coefficient functidn$ [1presented in Ref[ []LO].

4.2 Positivity bounds on polarized densities

Cuurently available NC polarized DIS data can be used, ijucation with specific hypotheses on the
form of Aq — Ag, to explore potential scenarios to be probed with polarizegtrino scattering at the
v-Factory. To start with, it is interesting to study the coastts set by positivity[[79] on the values of
Aq — Aq for individual flavours. At leading order in QCD, the posityvof both left- and right-handed
quark densities implies the following obvious relations:

[Aq()] < qz), |Agq(x)] < glz) . (30)

These constraints are shown in Hig. 14 f0r\q — Ag), with ¢ = u, d. The allowed region is confined
between the two continuous lines. Use was made of the masitrpolarized fits from ABFR]20] and of
the CTEQ5 [21] unpolarized densities. The figures show thiaile the assumptiot\g = 0 is consistent
with the positivity bounds, the hypothests; = Ag badly violates them as soon as> 0.1-0.2. As a
result we conclude that\q| > |Ag] for 2 > 0.1, which is reasonable in view of Ed. [30) and of the fact
thatq > g in this region ofz.

In the case of the strange quark, it turns out that the cortibma\s + As from the ABFR fit
already violates the positivity bound obtained using thpalarized strange distributions from CTEQ5.
This bound is instead satisfied if the unpolarized stranggiblition from the BPZ fit is used. In such
a case, the bound turns out to be satisfied for kidgh= 0 and Aqg = Ag (see Fig[15). The NLO
corrections to the positivity bounds turn out to be negligifsee Ref.[[10] for a detailed discussion).

4.3 Theoretical scenarios and the spin of the proton

One of the main reasons of interest in polarized quark Higions is the unexpected smallness of the
nucleon axial charge, which has been determined in the Brstmtion of polarized DIS experiments. A
clarification of the physics behind this requires a deteatim of the detailed polarized parton content
of the nucleon. It is useful to sketch here the various stesmdo describe the polarized content of
the nucleon, which are representative of possible thealetiternatives and could be tested in future
experiments.

Firstly, it should be noticed that even though current data g value of the axial charge which
is compatible with zero, they cannot exclude a value as lagyg (10 GeV?) = 0.3 [R3]. Also, the
current value is obtained by using information from hypefaiecays and SU(3) symmetry. Clearly, the
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theoretical implications of an exact zero are quite diffiéfieom those of a value that is just smaller than
expected in quark models. It is thus important to have a tditetermination of the axial charge. If a
small value is confirmed, it could be understood as the carese of a cancellatiof [23] between a large
value of the scale-independent first moment of the quarkdised at the end of Seft.]4.1) and a large
first moment of the gluon. In this (‘anomaly’) scenario the dpwn and strange polarized distributions
in the AB-scheme are close to their expected quark-modaggako in particular the strange distribution
is much smaller than the up and down distributions. In Ref],[this cancellation of quark and gluon
components has been derived from the topological progedighe QCD vacuum (and thus further
predicted to be a universal property of all hadrons).

If instead the polarized gluon distribution is small, theafimess of the singlet axial charge can
only be explained with a large and negative strange digtabuIn this case, the scale-independent first
moment of the singlet quark distribution is also small. T$gale-independent suppression of the axial
charge might be explained by invoking non-perturbative meésms based on an instanton-like vacuum
configuration[[25]. In this ‘instanton’ scenario the strarplarized distribution is large and equal to the
antistrange distribution, since gluon-induced contidng must come in quark-antiquark pairs.

Another scenario is possible, where the smallness of thgetiaxial charge is due to intrinsic
strangeness, i.e. the C-even strange combination is lang#he sizes ofAs andAs differ significantly
from each other. Specifically, it has been suggested thae wig strange distribution (and specifically its
first moment) is large, the antistrange distribution is msigtaller, and does not significantly contribute
to the nucleon axial chargg J26]. This way of understandigriucleon spin structure is compatible with
Skyrme models of the nucleon, and thus we will refer to thia &kyrmion’ scenario[[37].

Therefore, the main qualitative issues that are relevatitdmucleon spin structure are to assess
how small the axial charge is, to determine whether the adrgluon distribution is large, and then
whether the strange polarized distribution is large, andthér the strange polarized quark and antiquark
distributions are equal to each other or not. More detaibesharios might then be considered, once the
individual quark and antiquark distributions have all baeourately determined. For instance, while the
up and down antiquark distributions are small, they needaaero, and in fact they could be different
from one another[[28], just like their unpolarized coungetp appear to be. Investigating these issues
could shed further light on the detailed structure of pakdinucleons.

4.4 Statistical errors on polarized densities at the/-Factory

The fit to they distributions at fixed: and@? for a fully polarized target gives the value of the combina-
tions F» + 2xg5 and F3 4+ 2g;. Polarization asymmetries are extracted by combining sketieobtained
using targets with different orientations of the polaii@at The statistical accuracies with which the
combinations can be performed depend on the statisticaéobof each individual data set. Since the
polarization asymmetries are small with respect to the lamzed cross sections, tladsolutestatistical
uncertainties on the extraction of polarized SFs will haweegy mild dependence on the value of the
polarized SFs themselves; they will be mostly determinethbyalue of the unpolarized SFs (which to
first approximation fix the overall event rate), and by theapahtion properties of the target.

Therefore, for simplicity, we directly use the expectedistizal errorsor, r, obtained in Sec-
tion B.2 for the extraction of, and F3 form unpolarized targets, assuming in this case a targekribss
of 10g/cn?. We then relate these to the errors on the polarized cros®isedy using the following
relation given in[[p]:

OF.
04 = FI2/2 ay TF : (31)
wherea;; = 1 for (i, j) = (1,3) andey; = 1/a for (i, j) = (5,2), and whereF.% is a correction factor

(always larger than 1) that accounts for the ratio of theefadgnsities tdd, or D, for the incomplete
target polarization, and for the dilution factor of the &trgnamely thes (or 7) cross-section weighted
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ratio of the polarized nucleon to total nucleon content eftdrget. The factor of/2 in the numerator
reflects the need to subtract the measurements with oppagts polarization.

The values of the uncertainties in the determination of ilggteCC SFs §; and g5 with the
two available beams and targets) are assigned at the aoisrsweighted bin centres. To obtain the
absolute errors on the SFs for proton and deuterium targetse/the p-butanol and D-butanol tarde} [29]
correction factors given in Ref[][5], namel = 2.6, F} = 1.6 and F}”), = 4.4 (for a more complete
discussion of polarized targets and their complementaspeties, seq |5] and references therein). We
have assumed a luminosity ®62° muons decaying in the straight section of the muon ring fahea
charge, for each target, and for each polarization. Assgithiat only one polarization and one target can
run at the same time, this means eight years of run. Whileuhaber of muons may not be dramatically
increased, the integration time can be reduced by a larderféiche target thickness can be increased

over the conservative 10 g/@massumed here, or if different targets can be run simultasigou

4.5 Structure-function fits

We can now study how CC DIS data may be used to determine tlagized parton content of the
nucleon. This study has been performed in Ref] [10], whichswemarize here. First, we need to
make assumptions on the expected flavour content of theanyalaplementing the theoretical scenarios
summarized in Secf. 4.3.

We define two sets of C-even polarized densities consistéhtaxisting NC data (one set cor-
responding to a polarized gluon consistent in size with #r@maly’ scenario, the second set corre-
sponding to a vanishing gluon polarization@§ = 1 GeV), and then to define three possible inputs
for the C-odd densities, consistent with the expectatidrthethree scenarios. We shall then generate
data according to these three alternatives, with the ediefised as in the previous section, and study the
accuracy with which their parameters can be measured atHaztory.

We start by describing the parametrization of the C-evesitier, for which we adopt the type-A
fit of Ref. [2], defined as follows. The quark distributions=* 3), Ags (4) andAgs (8), and the
polarized gluon distributioz\g at the initial scale)? = 1 GeV? are all taken to be of the form

Af(z,QF) = Nymya® (1 — x)5f (1 + ~vp2%) (32)

where the factorV; is such that the parametgy is the first moment ofA f at the initial scale. The
non-singlet quark distribution&gs and Agg are assumed to have the samelependence, while the
parametems, corresponding to the first moment Afgs, is fixed to the value)s = 0.579 from octet
baryon decay rates using SU(3) symmetry. Furthermgfes v, = 10, d3 = dg = 0.75, oy, = 0, = 1.

All other parameters in Eq[ (32) are determined by the fitfingcedure. Recent dath [30] from the
E155 collaboration, and the final data set from the SMC coliaton have been added to those used in
Ref. [22], leading to a total of 176 NC data points.

The best-fit values of the first moments of the C-even partstribitions at the initial low scale
of Q3 = 1 GeV\? thus obtained are listed in the first column of Talile 1, togethith the errors from
the fitting procedure. The subsequent three rows of the @ibethe values of the first moments of
Aq(z, Q%) + Ag(z, Q%) atQ? = 1 GeV? for up, down, and strange, obtained by combining the singlet
and non-singlet quark first moments above. Finally, we giviné last row the value of the singlet axial
chargeq at the scal&)? = 10 Ge\2.

Because the first moment of the gluon distribution in thissfiquite large, we can take this global
fit as representative of the ‘anomaly’ scenario, even thdbghstrange distribution is not quite zero. In
order to construct parton distributions correspondindn&dther scenarios we have also repeated this fit
with the gluon distribution forced to vanish at the initigbge. This possibility is in fact disfavoured by
several standard deviations; however, once theoreticgrtainties are taken into account a vanishing
gluon distribution can only be excluded at about two stashdiviations [22], and thus this possibility
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Table 1: Best-fit values of the first moments for the data aedighsdata fits discussed in the text.

Par.| Generic fit Ag = 0fit ‘Anomaly’ refit | ‘Instanton’ refit | ‘Skyrmion’ refit
7y 0.38 £0.03 0.31 £0.01 0.39 £ 0.01 0.321 4+ 0.006 0.324 £+ 0.008
Mg 0.79+0.19 0 0.86 £+ 0.10 0.20 £ 0.06 0.24 +0.08
3 1.110 +0.043 | 1.039 4+ 0.029 1.097 4+ 0.006 1.052 +0.013 1.066 4+ 0.014
e 0.579 0.579 0.557 £ 0.011 0.572 £0.013 0.580 £ 0.012
Ny 0.777 0.719 0.764 £+ 0.006 0.722 £ 0.010 0.728 £ 0.009
N4 —0.333 —0.321 | —0.320 £0.008 | —0.320 £0.009 | —0.325 + 0.009
Ns —0.067 —0.090 | —0.075+0.008 | —0.007 £ 0.007 | —0.106 + 0.008
ap | 0.183£0.030 | 0.284 £0.012 0.183 £ 0.013 0.255 £ 0.006 0.250 £+ 0.007

cannot be ruled out on the basis of present data. The reguhigdit for the various first moments are
displayed in the second column of Tafje 1.

We can now use these parton distributions to construct tkeawn C-odd parton distributions.
We construct three sets of parton distributions, corregdimonto the three scenarios of Sectjon 4.3. In
all cases, we assumgiu(z) = Ad(z) = 0. Furthermore, as the ‘anomaly’ set we take the ‘generic’
fit of Table[]1 with the assumptioAs(z) = 0, the strange distribution for this set being relatively ma
anyway. As ‘instanton’ and ‘skyrmion’ parton sets we take fty = 0 fit of Table[], withAs = Az
in the former case, ands = 0 in the latter case. The charm distribution is assumed toshanelow
threshold, and to be generated dynamically by perturbatetition above threshold. With these choices

all quark and antiquark distributions are fixed, and thu§gk can be computed.

We generate for each of these three scenarios a set of psatajdog assuming the availability of
neutrino and antineutrino beams, and proton and deutergetsain the ¢, @) bins of Fig.[5. The data
are gaussianly distributed about the values of the SFs htdzgta point in the three scenarios. We obtain
in this way approximately 70 data points for each of the e@BtSFs.

We proceed to fit a global set of data, which includes the maighC data as well as the generated
CC data. We assign to the generated data the estimatedichtesrors, and fit including statistical
errors only. The errors assigned to the NC data are insteaihel, as in our original fits, by adding in
gquadrature the statistical and systematic errors givehdyarious experimental groups.

The fits are performed by adopting the same functional fordpamameters as in the original fit for
the C-even parton distributions, except that the normiidineof the octet C-even distribution is now
also fitted. For the C-odd parton distributions, we add six parameters, namely the normalizations of
the up, down and strange C-odd distributions, and threelsimatponentsy (corresponding to am®
small«z behaviour). The shape is otherwise taken to be the sametad tha C-even quark distributions.

45.1 Results for first moments

The best-fit values of all the normalization parameters hosva in the last three columns of Tatﬂ|e 1,
where the rows labelled,, s andns now give the best-fit values and errors on the first moments of
Aq~ = Aq — Ag. A comparison of these values with those of our original &tls to an assessment of
the impact of CC data on our knowledge of the polarized pastmtent of the nucleon.

First, we see that the improvement in the determination efgblarized gluon distribution is
small, though significant. This is because the gluon digtidin is determined by scaling violations, and
the available range ap? at ak,, = 50 GeVv-Factory is limited.

Let us now consider the C-even quark distributions. Theramothe first moment of the singlet
quarkAY is reduced by the CC data by a factor of 3-5 relative to thdahlai NC data. This improve-
ment is especially significant since the determinatiomsoho longer requires knowledge of the SU(3)
octet component, unlike that from NC DIS, and it is thus né¢e&d by the corresponding theoretical
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uncertainty. With this accuracy, it is possible to experitadly refute or confirm the anomaly scenario by
testing the size of the scale-independent singlet quatkmicenent. Correspondingly, the improvement
in knowledge of the gluon first moment, although modest, ficsent to distinguish between the two
scenarios.

The determination of the singlet axial charge is improvedabhyamount comparable to the im-
provement in the determination of the singlet quark first motnlits vanishing could thus be established
at the level of a few per cent. The determination of the iptdtiaxial charge is also significantly im-
proved: the improvement is comparable to that on the sirgglatk; it is due to the availability of the
triplet combination of CC SFs given in Ed. {24). This wouldbal an extremely precise test of the
Bjorken sum rule, and accordingly a very precise deternunaif the strong coupling. Finally, the octet
C-even component is now also determined, with an unceytaira few per cent. Therefore, the strange
C-even component can be determined with an accuracy betterl0%. Comparing this direct determi-
nation of the octet axial charge to the value obtained frongdradecays would allow a test of different
existing models of SU(3) violatior] [[L4].

Coming now to the hitherto unknown C-odd quark distribusiowe see that the up and down
C-odd components can be determined at the level of few pdr ddmis accuracy is just sufficient to
establish whether the up and down antiquark distributiovisich are constrained by positivity to be
quite small, differ from zero, and whether or not they areatdqo each other. Furthermore, the strange
C-odd component can be determined at a level of about 10%gienf to test for intrinsic strangeness,
i.e. whether the C-odd component is closer in size to zero tited C-even component. The ‘instanton’
and ‘skyrmion’ scenarios can thus also be distinguishetealkavel of several standard deviations.

Of course, only experimental errors have been considerdarstn Ref. [22] it has been shown
that theoretical uncertainties on first moments are domthay the smalle extrapolation and higher-
order corrections. The error due to the smakxtrapolation is a consequence of the limited kinematic
coverage. This will only be reduced once beam energies hidpia@ envisaged in this study will be
achieved; otherwise, this uncertainty could become theimmmh one and hamper an accurate determi-
nation of first moments. On the other hand, the error due thdnigrder corrections could be reduced,
since it is essentially related to the fact that available dé@& must be evolved to a common scale, and
also errors are amplifiedl] [9] when extracting the singlet ponent from NC data because of the need to
take linear combinations of SFs. Neither of these procedisraecessary if CC data with the kinematic
coverage considered here are available.

4.5.2 Results fox: distributions

The best-fit SFs corresponding to the ‘anomaly’ refit (thinthnn of Tabld]L) are displayed as functions
of z at the scale corresponding to the bin 4 GeV Q? < 8 Ge\?, and compared with the data in Fig] 16.
Note that the SFg; andg; always have opposite signs because the (dominant) quarkaummnt ing;
andgs has the opposite sign, while the antiquark component hasatime sign. For comparison, we also
display the SFs at the initial scale of the fits, and at a higtescThe good quality of the fits is apparent
from these plots.

Given the poor quality of current knowledge of the shape dned parton distributions, it is
difficult to envisage detailed scenarios and perform a gizdine analysis of the various shape parame-
ters, as we did for first moments. However, it is possible taageugh estimate of the impact of CC data
on our knowledge of the dependence of individual parton distributions by considgthe following
combinations of SFs, which, at leading order, are direalgted to individual parton distributions:

% (gYVﬁ — ggvf) = Au+ Ac; % (gYV+ + gg‘H) = Au + Ag; (33)
% (gW+ - ggV*) = Ad + As; % (g¥V’ + ggV*) = Ad + As. (34)
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Fig. 18: The combinations of SFs of EE(34), and the cornedimgy parton distributions.

In Figs.[1} and 18 we show, respectively, the combination&qsf. [3B) and[(34) for a proton target,
together with the pseudodata for the same combinations ififhe bin 4 GeV < Q? < 8 Ge\2. In
each figure we also display the two parton distributions ciigiontribute at leading order to the relevant
combination of SFs ap? = 7 GeV?, as well agas/7)Ag at the same scale.

Let us consider the leftmost plot in Fif]17. It is apparet tihe expected statistical accuracy
is very good for all data witlx > 0.1. This suggests that an accurate determination of the sHape o
Au + Acis possible. Furthermore, it is also clear that (dotted curve) is extremely small with respect
to Aw (solid curve). However, we observe that the difference betwtheAw distribution (solid) and the
data is of the order of 15% to 20% for allbelow 0.4. This difference is entirely due to NLO correction
Specifically, the gluon contribution (dot-dashed curvejal spoils the leading-order identification of
the quark parton distribution with the SF, as discussed @1.2€l, Eq. [28), is small but non negligible.
Because the various contributions to NLO corrections (miqaar the gluon distribution) are affected by
sizeable theoretical uncertainti¢s][22], this implies tha can only be determined with an error that is
considerably larger than the experimental one. At largalesg the subleading corrections to coefficient
functions are expected to be smaller and smaller, whileiduakgluon contribution persists, because of
the axial anomaly[[33].

A similar analysis of the left plot of Fid. 117 tells us that aetenination of the shape aku is
essentially impossible. This combination of SFs is thegaretl one for a determination of the charm
distribution, since perturbatively we expekt = A¢, andAw is much smaller tharhu. Nevertheless,
it is apparent from this figure that even in this case a detatian of the charm distribution is out of
reach.
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A study of the down quark and antiquark distributions canib@larly performed by looking at
Fig. [L7. The conclusion foAd is similar, although perhaps slightly less optimistic, hattfor Au: a
reasonable determination of its shape is possible, but sidgmble theoretical uncertainties. Likewise,
the conclusion foAs is similar to that onA¢, namely, a determination of its shape is out of reach. The
lower plot shows that no significant information on the shapéd or Az can be obtained from this
analysis. An alternative handle for the determinatiom\afand As is provided by the study of events
with a tagged final-state charm, as discussed in the nexésiids.

4.6 Extraction of As(z) and As(x) from tagged charm

At leading order, charm quarks are produced by CC DIS offang or a down quark. The combination
of strange and down quark distributions is determined byGK& quark-mixing matrix and can be
written as an effective distribution

(2, Q%) = [Ves*s(x, Q°) + Ve *d(2, Q7) (35)

where|V | ~ 0.95 and|V.4|> ~ 0.05 are the squared CKM matrix elements. The same expression is
valid for the antiquark distributions and for the polarizéstributions.

For heavy-quark production, theand@? determined from the momentum of the final-state lep-
ton cannot be directly related to the momentum fraction drtdality of the scattered parton. Taking
kinematical corrections into account, one fir[d$ [31] thetghrton distributions are probed at momentum
fraction¢ = x(1 +m?2/Q?) and virtuality u? = Q2 + m2.

The cross section for charm-quark production in CC DIS caolitained from the inclusive cross
section [IL) by replacing the inclusive SFs with charm pre¢idncones, which read at leading order:

(#,Q%) = & u2),
(#,Q%) = 5 ),
(2,Q%) = 26s°(&,pd),
By (2,Q%) = 265°(¢, ),
(@,Q%) = 25°(&pd),
(€,Q%) = —25°(& pd). (36)

An alternative procedure to incorporate effects from tharehiquark mass into the cross section has
been proposed i [B2]. The predictions obtained in eithesgption differ by less than 15%.

The CC production of charmed hadrons in the final state ofanmed targets allows a direct
measurement of the polarized strange quark and antiquatkbditions. The polarized cross-section
difference can be obtained from the expression for incu§MC DIS [2D), by replacing the SFs; the
leading-order expressions read:

g (2,QY) = As(&, ),

gre (2,Q%) = AF(E ),

gl (@.Q%) = —26As°(E pd),

gr. (,Q%) = 2605 p12),

g (2,Q%) = —As(E pud),

g5 (,Q%) = AF(E pd). (37)
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The resulting leading-order cross-section asymmétiyiglie ratio of polarized to unpolarized effective
strange-quark distributions:

. Ase(E, 1) A€, 1)
AW 2y c _ e/
te (800 = e ) )

With s¢(¢, u2) and5°(¢, u2) being known from high-statistics measurements off unjedrtargets, a
measurement of these asymmetries can be turned into a dedéion of the polarized strange quark and
antiquark distributions.

Al (2,Q%) = (38)

The statistical error on an extraction of the polarizedritigtions from these asymmetries is given
by [EI: )
_ ptgt S y
O Asc(g,1?) Fu,y \/m 5
whereN,, ;; is the number of CC charm production events per target galéon. The estimate of sta-
tistical errors follows the analysis detailed above. Tlgdgacorrection factorsF,ff’lf , which account
for the target density, the incomplete target polarizatiad the dilution factor (cross-section-weighted
fraction of polarizable to unpolarizable nucleons in thgédd), have to be re-evaluated. Taking into ac-
count the charm production cross sections off protons amst#dar nucleons, we obtairff?* = 3.3 and
Fptgt = 2.5. We assume 100% charm reconstruction efficiency. It is @rgehat the experiments to be

built for av-Factory will have efficiencies rather close to this optirtiabice.

(39)

In estimating the statistical errors, we use the same spatidins as in the inclusive studies on
polarized targets abové?, = 50 GeV, N, = 10%° per target polarization, decaying in a straight section
of 100 m length, a proton target with target density of 10 g/cardetector with radius of 50 cm positioned
at distance of 30 m from the end of the straight section. The applied on the events are a minimum
cut on the final-state muon energy of 3 GeV and minimum cut enptirtonic centre-of-mass energy
equal to the charm-quark mass. We use the same binsind @? as in the inclusive studies (Fiff. 5),
and compute the weighted mean valueg ahd.? for each bin.

Figureg 1Pa,b show the expected statistical errordsf{¢, u2) and As¢(¢, u2). Since the polar-
ized antidown-quark distribution is not expected to be tariglly larger than the polarized antistrange
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one, one can determin®s (¢, u2) ~ A5, u?). The effective polarized strange-quark distribution does
however, receive a significant contribution from the paed down-quark distribution. Approximating
the relative error om\d(z, Q*) to be 10% over the full range in and Q? (Fig. [I8), we can estimate
the error onAs(&, ) extracted fromAs¢(€, 42). The result is shown in Fig. [19c. The comparison of
Figs.[IPb and 19c shows that a possible discrepancy betvegh 1.2) and A3 (&, 112) (as suggested for
the unpolarized distributions if][7]) could be detected laval of about 20%.

A major uncertainty in the extraction of the polarized sgradguark distribution from charm-quark
production arises from higher-order QCD corrections, test with the fact, discussed at the end of
Sect. 4.1, that the singlet quark distribution is affectgddsge factorization scheme ambiguities. The
NLO contribution from the boson—gluon fusion process toviieguark production is proportional to the
size of the polarized-gluon distribution, which is at prgsenly constrained very loosely from the scale
dependence of the inclusive polarized SFs. Figufe 20 ilitest the relative magnitude of leading and
NLO quark and gluon contributions for the GRSVv polarizedtga distribution. It can be seen that
the next-to-leading order gluon-induced subprocess ammdoma 50% correction for this distribution.
It follows that the NLO error estimates of Figs.][L7,18 canbetcompared directly to the LO error
estimates of Fid. 19, which do not include the uncertaintynfhigher order gluonic contributions. For
other parameterizations of polarized parton distribgitime effect is smaller (since the strange quark
distributions are in general assumed to be larger than in\®RSmounting typically to a gluonic
contribution of 25%. Note also that to NLO a finite renormatian is necessary in order to relate
quark distributions given in th&IS scheme (such as GRSVv) with those of the AB—scheme shown in
Figs.[1}][IB. This transformation is given for first moment&q. (29).

As in the case of the results obtained form global fits of isislel SFs, discussed in the previous
subsection, the appearance of the gluon contribution at ph€&s the most significant limitation to the
extraction of the polarized strange densities, even whemguagged-charm final states. An accurate
knowledge of the polarized gluon density is therefore a ratorgt ingredient for the full statistical po-
tential of thev-Factory to be exploited. The COMPASS experiment will pdeva measurement of the
polarized gluon distribution in the kinematic range rel@v the present studies. To which extent this
new knowledge will improve the prospects for the extractibthe polarized strange component of the
proton, will be known once the COMPASS results are available

5 MEASUREMENTS OF ag

The value of the strong couplings is one of the fundamental parameters of nature. There is al-
most no limit to our need to determine it with more and morecigien. The study of scaling vio-
lations of DIS SFs and the deviation from the quark—partodehrediction of DIS sum rules, e.g.
of the Gross—Llewellyn Smith (GLS) sum rulg [35], have pdad in the past, and still provide, an
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important framework for measurings. Good examples are the recent NLO global analy$is [8] of ex-
isting charged-lepton DIS data, givings(Mz) = 0.1165 £ 0.0017(stat + syst) 70000 (theor) and

the detailed NLO studieq [B6] of the 1993/94 HERA data fdt at smallz and largeQ?, giving
as(Mz) = 0.122 £ 0.004(exp) £ 0.009(theor). Theoretical errors of the latter value of;(Myz)

are dominated by the renormalization and factorizatioreswambiguities, and by ambiguities in the
resummation of smal-logarithms. The former might be reduced after taking intmaat next-to-next-
to-leading order (NNLO) perturbative QCD effects. Inded8ILO combined fits to the charged-lepton
DIS data [3]] give smaller uncertainties. The latter cowadruced thanks to recent theoretical progress

in the smallz resummation[[38].

A NNLO analysis of thevN DIS data of the CCFR collaboration fets [B] givesas(Mz) =
0.118 4 0.002(stat) 4= 0.005(syst) 4 0.003(theor) [EQ] (more detailed studies of these data are now
in progress [[41]). This value should be compared with theesthdent NLO extraction afs from the
rF3 and F;, data of the same collaborationi (M) = 0.1222 + 0.0048(exp) =+ 0.0040(theor) [A2)].
Other available estimates of (1), including accurate NNLO results obtained from the analysi
LEP data and of decays, can be found in recent extensive revigws[[43, 44thignsection we will
study the potential impact of future SF measurements at-thactory on the determination of,. The
influence of the higher-twist (HT) terms, which become intgot in the extraction of at relatively
low energies, will be analysed as well.

5.1 Determination of ag and higher-twist terms from QCD fits of the SF data

To estimate the projected uncertainties on the deterroimatiog at thev-Factory, we applied the same
procedure as we used in the estimate of the uncertaintie3fis Bsee Sectidn 3.2). The power corrections
of O(1/Q?) were also included into the generation of the fakEactory data and in the fits. The target
mass corrections (TMC) aD(M?/Q?) were taken into account following Ref_[45]. The additional
dynamical twist-4 non-perturbative contributions weregpaeterized in the additive form:

1 GeV?
B(z,Q%) = Fy(z,Q*)TMC +H2(95)7 ; (40)
1 GeV?
eFy(2,Q%) = aF3(x, Q%)™ 4 Hy(x) o (41)
whereFy3 ™ are the results of NLO QCD calculations with TMC includedd &fy 3 are parametrized
atz = 0,0.1,...,0.8 and linearly interpolated between these points. Since tieel filunctions depend
on H, 3 linearly, the errors on the coefficients &f(x) atz = 0,0.1,...,0.8 do not depend on their

central values.

The NLO fit to the generatefl, andz F3 “data” returns a statistical errakag(Mz) = 0.00029.
This is much better than the statistical errorc@nobtained in the global analysis of charged-lepton DIS
data [B] and it is 16 times smaller than the one obtained iratfadysis of the CCFR neutrino DIS data
of Ref. [B9], which used a model-independent descriptiothefHT effects [4R].

We verified that the extraction of the error is quite stablaiagi changes in the PDF parametriza-
tion. To obtain this result we repeated the analysis, géingraentral values of, andx F3 and using
the parametrization of these SFs obtained from the NLO fihéoQCFR data given in Ref_[42]. Even
though the functional form and the number i&f and z F3 parameters used in the two cases are quite
different, the difference in the errors en, is negligible with respect to the statistical accuracy & th
individual fits.

We also carried out a NLO fit using only the data. This results ilhag(Mz) = 0.00074, which
is about 2 times larger than the uncertainty obtained franiittio the combined, andx F3 data. It must
be pointed out, however, that the usersfin the fit introduces a strong correlation between the vafue o
ag and the sea and gluon densities, leading to a potential sadiftrther systematics. In addition, the
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Fig. 21: The errors on HT contributions accessible attteactory.

fit to x F5 only has the advantage that inclusion of higher-order QCiPections will be simpler, since
the NNLO corrections to the coefficient function of the DGLA&uation are known[[#6]. Moreover, a
model of the NNLO non-singlet (NS) splitting function [4@4vas also recently constructed, using the
results of the explicit analytical calculation of the NNL@rrections to the NS anomalous dimensions, at
fixed number of NS Mellin moment§ [4P,]590]51] and using addai theoretical information, contained
in Refs. [52,[58] (for more details see for instance the m\[&4]). For this reason the analysis :of
may give useful information ong both at NLO and at NNLO.

The expected precision of theFactory data exceeds that of available measurements 0EB$S
at moderate)?. This may allow us to improve our knowledge of the HT conttitus H» 5. The errors
on the coefficients of the functiorig, 3, which can be obtained from the analysiseFactory data, are
given in Fig.[2]L. These errors were obtained from the fits rifesd above, alongside the errors @n
(the simultaneous estimate of the HT amgd errors is very important in view of possible correlations
between them). The errors on the HT contributions are smijleover one order of magnitude than
those extracted from the CCFR dafa][#Q, 55].

The data obtained at theFactory could then be used for the verification of the modekribing
the HT terms. One of these models is based on the applicdttbhe mfrared renormalon (IRR) technique
(66, [57]. The advantage of this approach is that it connéxetdHT contributions with the leading twist
ones. For example, in the NS approximation the IRR model @fttd contributions has the following
form:

Hys(x) = A) / () P ()2, Q) (42)
HereC; 3(z) are calculated in Ref[ [8], and the parametlfgrintroduced there can be expressed as
Ay =—"—A%, (43)

whereCr = 4/3 andf is the first coefficient of the QCD-function. (A similar definition was used in

Ref. [59] in the comparison of the IRR model predictions fér; 1, with the data.) The parametejs%3

for the IRR model can be extracted from thd=actory data with the errordA A% = 0.0030 GeV? and
AA2 = 0.037 GeV? (for comparison, the preliminary results of the combinealysis of the CCFR[[39]
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and the JINR-IHEF[60] collaborations data &fe= 0.44 + 0.19 GeV? andA% = 0.91 + 0.77 GeV?

[63) B

It is worth stressing that the results of the NNLO fits to theRROdata [4P[§5], which use the
NNLO QCD expressions for the Mellin moments of; and the anomalous dimensions calculated in
Refs. [49,[5P], demonstrate the effect of shadowing of thisttd terms by higher-order perturbative
QCD corrections. It should also be stressed that the dexdake size of the fitted HT contributions at
the NNLO level is confirmed independently by the DGLAP aniglys the combined, charged-lepton
data made by the MRST collaboratidn][63], which incorpsaiélLO corrections to both the coefficient
function [64] and the model of the splitting functioh J47]. ottever, since Ref[[$3] did not assign
errors to the HT terms extracted at NLO and NNLO, we cannoidéeawhether the effects observed
in Refs. [4p,[5b] arise from the incorporation of the NNLO remtions into DIS fits, or whether they
demonstrate a lack of precision of the analysed data. Tretpesnalysis of more precise data from the
v-Factory may allow us to clarify this point. We evaluate ttegt correlation coefficients betweegn and
H, 3 are not so large: their maximal valueds—0.7 atz ~ 0.5. This allows the unambiguous separation
of the logarithmic-like and power-like contributions teetBjorken scaling violation. In particular, it is
possible to hope that a clearer separation of the twistetefffrom the perturbative QCD contributions
may be possible at the NNLO level. The detailed study of thiblem is rather intriguing.

5.2 Determination of ag from the Gross—Llewellyn Smith sum rule
The value ofog can be also determined from the GLS integral

1
SBs(@) = 5 [ do (FP(@.@%) + B (0.QP) (44)

At O(a?) and including theD(1/Q?) corrections, the GLS integral fof = 4 massless active flavours
is equal to [6p]:

2 3
SoLs(Q?) =3 {1 _asl@) g0 (M> ~ 122 <M> } h (45)

T T ™ _@

The GLS integral has been measured in a number of experirgsagsor instance Ref.[b6] for a review).
Its Q2 dependence was extracted by combining the CCFR dataffpfB9] with those from CERN and
IHEP experiments, at several energy bing [67].

In many other processes the theoretiealuncertainty is dominated by the error due to the trun-
cation of the higher-order perturbative QCD correctionsic& the theoretical expression for the GLS
integral is known up to 3-loopg corrections, the scale- and the scheme-dependence atidsgui the
ag extraction from the GLS sum rule can be minimized (see R8)[6'he mentioned theoretical uncer-
tainties can survive if th€)2-region of the data used for the estimate of the integrarigland thed(a?2)
approximation needs to be used to interpolate data frorardift)> regions [6P]. This problem can be
avoided if the data are split into relatively sm&lt bins, as is expected at theFactory. An additional
contribution to the GLS sum rule comes from heavy quaeks)( The heavy-quark mass correction is
known atO(a?2) [Fq]. Its effect is small at energies close to the threshard, is comparable in size with
estimates of the massle€¥«?) correction made with different methods]71]. Together wita mass-
less contributions, the mass-dependent terms are thenafioler control. In the asymptotic regime, these
affect the threshold matching conditiofis][72], and intrelan uncertainty of abo6t5m,, in the choice
of the matching point. This uncertainty leads to an additidheoretical ambiguity of approximately
0.002 on the value afs(My) (see e.g. Ref[[40]).

2While completing our report we learned of the new; data, obtained recently by the H1 Collaboration at HE@\.[62]

These data are related to rather high region (Q? >1500 GeV). We therefore expect no essential improvement of our
estimates from the inclusion of H1 data into these fits.
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Table 2: The statistical errors on GLS integrals at diffex@rbins, obtained from the different data sets (I: generatéa fia
v-Factory only; II: the same data for theFactory combined with the CCFR data of R[39]).
Q?* [GeV?] | Il
1-2 0.0074| 0.0073
2-3.5 0.0086| 0.0084
3.5-7 0.013 | 0.013
7-14 0.028 | 0.021
14-28 0.11 | 0.039
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Fig. 22: The outer error bars are determined by the GLS eafocslumn | of Table|]2, while the inner ones are fixed by the
GLS errors of column II. The points at large3t-bins are extracted from the CCFR data only. The curve shioevgtrors on
as due to the uncertainties of higher-twist contributions.

An important source of experimental uncertainty on the mess GLS integral is the error due
to the extrapolation of F3 to the unmeasured high- and lawregions. This error can be large if the
neutrino energy is limited, as is the case for the 50 GeWactory option. To estimate this error for
different values of)? we split thex F3 data, used in the analysis of Subsecfioh 5.1, in severabbif)é,
and then generate randand’; values in each bin with the central values given by

xFs(x) = I—j:ﬂa(l — )’ A= /01 dex® (1 —x)°. (46)

The statistical errors are given by the study of Secfjon 3e Values of the parameters used for the
generation were chosen &s= 3, a = 0.7, b = 4. Then Eq. [46) is fitted to the generated data in each
Q? bin with the parameters, b, andI; set free. The uncertainty in the fitted valuelgf which gives

the uncertainty on the GLS integral, accounts for the uada®st in the extrapolation to the unmeasured
x regions. The errors on the fitted valuesigfare given in Tabl¢]2. One can see that at higithe
errors are quite large. Combining theFactory data with the CCFR measurements of Hef. [39] one
can obtain a significant improvement in the precision of th&@tegral determination, since the two
sets of data have a complementargoverage. This is shown in the second column of Table 2, where
the errors are significantly smaller than those obtainedeh [§7] from the analysis of the combined
CERN-FNAL-IHEP data with similar binning Q2.

The estimates of the uncertainties @ which can be obtained from the measurements of the
GLS integral at a-Factory, are given in Fid. 2. The central points f@rshown in this figure were
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calculated from the solutions of the 2-loop and 3-loop reradization group equations with the boundary
valueags(Mz) = 0.118. The error bars of the points were obtained by rescaling titesscal errors on

I3 given in column Il of Tabld]2 by the factor @S¢ 1g/das in eachQ? bin. The statistical error ong

is smaller atO(a?2) since|dS/das| is larger at this order. The errors given in Higl 22 are smadlugh

to allow for the clear observation of thg? dependence of the QCD coupling constant measured in one
single process and the comparison with various theorgtiealictions.

In order to estimate thas (M) precision accessible from the GLS measurements, we fiteed th
expression of Eq.[(45) to the points of Flg] 22. The analysis made both ab(as) and atO(a?).
Since in our analysis the lo6? data from the/-Factory are used, an important source of the tatal
error is related to the error in the HT parametiesf Eq. (4%). It should be stressed that, contrary to the
x-dependence off;(x), the theoretical estimates of its first moment, related éo@h.S sum rule, are
theoretically more solid. In fact in this case we know therespion for the local operator contributing
to the dynamicalD(1/Q?) correction [7B]. Moreover, there are several model-dependalculations
of the value of this operator. The first one comes from the Q@M rules method[74], implemented
in its 3-point function realization in the work of Ref.[75hd later on in Ref.[[46]. Another estimate
of the value of the twist-4 contribution to the GLS sum rulenas from the instanton vacuum model
[F41. Within theoretical errors, the results of the modepdndent calculations of Reff.[[15] 76] 77] are
in agreement.

To extractas (M) with a model-independent treatment of the HT corrections fitted the ex-
pression of Eq[(45) with the parameteset free. AtO(a?2), and using the analysis of the GLS data with
the errors from column |1 of Tablg 2, we get the following risu

Aag(My) =0.0035, Ah=0.13GeVZ. (47)
At O(ag) we get instead:
Aag(Mz) =0.0039, Ah=0.07GeV?. (48)

The cause of the only marginal improvement in accuracy wleamggo higher order is the faster decrease
of Sqrs with @2, and the consequent increased correlationsofvith the HT termh/Q2. The influence

of the uncertainties of the high-twist correction on thecjsien of theas determination at variou®?

is illustrated in Fig[ 22, where the valukh/Q? rescaled with the factaiS1s/das is given as well.
Notice from Fig[ 2P that this uncertainty weakly dependstengerturbative approximation for the GLS
sum rule used in the analysis. One can also see that at @htie errors onvs due to HT uncertainties
are increasing. Since the values fey at large@? have large statistical errors, the related value of
as(Myz) is mainly determined by the uncertainties of HT correctiand does not change significantly
from the O(a) fit to the O(a2) one.

If one fixesh, the statistical error ong (M) in theO(a?) fit to the data with errors from column I
of Table[2 reduces to 0.00026. In this case, however, thertaitgy onas due to the model dependence
of h [[78,[76,[7F] is large (see e.d. [68]). For this reason, theresn as obtained by considering the
model-dependent estimates of the HT contributions to th& &m rule is essentially the same as the
one defined from the existing neutrino DIS data. Therefome#ms more appropriate to analyse the
GLS sum rule data from the-Factory using the fit with the model-independent definitigrthe HT
contribution.

5.3 Measurement ofF; (x) and unpolarized Bjorken sum rule

While F(z,Q?) is known theoretically to be related th,(z) via the Callan—-Gross relation and its
calculable higher-order corrections, only recently hdagedxperiments attempted a direct measurement
from the data. Preliminary results on the determinatiod ' (2, Q?) from the largey = Ej.q/E,
behaviour ofi?cv N /dzdy have been obtained by the CHORUS collaboration at CERN [@}g the
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CCFR-NuTeV collaboration at Fermilap]79]. However, onliea points for £ (z, Q?) over a limited
range ofr were extracted up to now. As discussed above, the largstitatavailable at the-Factory
will in principle allow a complete separation of the varioBs components, including in particular a
measurement of (z, @Q?). An example of the accuracy with which the individual comgats will
be extracted was given in Figl. 6. This improved knowledgeFprcan be used for different purposes,
and in particular for an independent measurement0f This possibility is based on the study of the
unpolarized Bjorken sum rule, which was derived in Rlef| [8jis old, but still experimentally untested
NS combination of neutrino DIS SFs, has the following form:

siv= | Lo [F . QP) - B @) | (49)

which in terms of parton distributions can be expressed as

sp_ /01 " [u (2, Q) — u(z, Q%) + d(z, Q%) — d(x, QZ)] , (50)

Taking into account the correction 6¥(as) calculated in Ref.[[§1] and twist-4 terms, the theoretical
expression forS] " ” reads

SP =1 2= 4 25 (51)

The massless corrections $ * of O(a2) were calculated in Ref.[B2], while th@(a3) contributions
are analytically evaluated in Ref.]83]. The heavy-quarkssneorrection ta57 ” is known from the
calculations of Ref[[§0] and is comparable with the resoltsxistingO (o) estimates[[41].

The HT term in Eq.[(§1) is analogous to that of the GLS sum flife value of:; is proportional
to the matrix element of a local twist-4 operatbg; = —(8/9)((0)) [F3], with:

2pu<<0>> = (p‘ou‘p> , and Ou = ﬂGuV’YV’YEJU - EéuV’YV’YBd s (52)

whereG,,, = (€wap/2)Go5(A%/2). The application of the 3-point function QCD sum rules resir
the following estimate:((©0)) = 0.15 + 0.07 GeV? [[g], where we take for the theoretical error the
conservative estimate of %0

We constructed thé(as) Q2 evolution of S7 7 (see Eqgs.[(39),(b0) using the set of parton distri-
butions of Ref.[[B], and taking into account the twist-4 eimttion, and estimated the theoretical error
on ag(Mz) extracted from this expression. The behaviour of the eivag (M z) that can be obtained
from the measurements of tiS& ™" integral at different)? is shown in Fig[ 23. This error is defined as

dSP7(Q?) das(Q?) |7
dos(Q?) dos(Mz)|

Aas(Mz) = ASTP(Q?) (53)
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where AS?™™ is the error due to the different sources of theoretical tat#ies. One of them comes
from the error in the contribution of the TMC, which is reldt® the uncertainty in the existing sets of
PDFs. We calculated this error using the uncertainties df$>flom Ref. [B] and convinced ourselves
that it does not exceed 0.002 (see Fig. 23)Atvs) dS7 ' /das = 2/(37), and the theoretical error due
to the HT uncertainty i$37/2) x 0.07/Q?. For the reference scalé® = 4 GeV? and@? =10 Ge\?,

we obtainAT ag(My) = 0.012 andAHTag (M) = 0.007, respectively. To keep a balance between
the various sources of uncertainties the correspondinigtital errors must not exceed these values.

From the theoretical point of view, the uncertainties of E&) are consistent with those of
as(Mz) extractions from the GLS sum rule value@t = 3 GeV? B3], namelyA# T ag (M) = 0.003.
The latter one is a bit smaller because of the differencegdsat the perturbative expressions for the GLS
sum rule and the unpolarized Bjorken sum rule, and betweedtimates of the twist-4 contributions
to these sum rules. It is therefore rather important to ctibekresults for the high-twist contributions
to S]"* obtained in Ref.[[45]. Within the framework of the instantmodel this question is now under
study].

The experimental determination of the Bjorken unpolarigath rule, which will be possible at
thev-Factory, can therefore be considered as an additionatedar the determination afg, provided
the twist-4 contributions are known with more precision.

Precisev-Factory data oy (z, Q?) will also allow the measurement of thedependence of the
HT contribution toF;, which in the IRR model of Ref[[$8] is predicted to coincidéwthe shape
of the twist-4 contributions ta:F3. In view of the considerable interest given to the analy$ithe
contributions of HT terms to different quantities, it is tpudesirable to study this prediction in detail,
using the experimental data féf .

To conclude this section we note that the measurement ofripelarized Bjorken sum rule re-
quires the extraction ofy” (z,Q?) from DIS on a hydrogen target and 6¥"(x, Q) from DIS on a
deuterium target. The latter process necessitates thgs@nalf nuclear corrections, especially in the
small« region. A detailed study of these problems, as well as theud&on of other experimental
alternatives, will be discussed in the next section.

6 NUCLEAR EFFECTS IN DIS AT THE v-Factory

There are two general motivations to study nuclear effecf3I5 experiments at the-Factory. First,
nuclear physics of parton distributions is of interest gelf, and the comparison of heavy-target data
with hydrogen and light-nuclei data (e.g. deuterium) mayegis new insights into the structure of
multi-quark systems. On the other side, an accurate kngelefinuclear effects is necessary in order to
extract the SFs of a physical proton and neutron from nudeta. This applies in the first place to the
neutron, since available neutron targets are mainly nutle¢oretical studies of nuclear effects, among
other possible applications, could also help in choosiegtlest appropriate neutron target.

DIS from different nuclear targets has been studied witlstedenagnetici./e probes at CERN,
SLAC, and FNAL (for a recent review and references, §ele[[8#. 8t was observed that heavy-target
SFs differ substantially from those of light nuclei in a wikieematical region of: andQ?. Figure[2§
presents a compilation of data on the so-called EMC ratigg@ittonal measure of the magnitude of
nuclear effects in DIS)Fs!/Ff, where F5' and F are the SFs per nucleon of a nucleus with mass
numberA and of deuterium, respectively. One passes through sedistiact regions with characteristic
nuclear effects when going from small to large At = < 0.1 one observes a systematic reduction of
the nuclear SFs, the so-called nuclear shadowing. Thikigrited in the right-hand panel of Flg] 24,
showing the EMC ratios on a logarithmic scale. A small enbament appears there@i < =z < 0.3,
followed by a dip at0.3 < = < 0.8, which is usually referred to as the ‘EMC effect’, and finadly
enhancement, which is associated with nuclear Fermi motion

3C. Weiss, private communication.
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Fig. 24: Thex dependence of heavy-target/deuteron SFs ratio as medsupe8 of muons and electrons off various nuclear
targets and averaged ov@F. The left panel shows data from CERN and SLAC for differentlear targets. The right panel
focuses on the region of smalland illustrates nuclear shadowing effect. Data pointsrara NMC ], BCDMS ], SLAC
[] and and FNAL (E665 colIaboratiorE[lBg]) with only stditsl errors shown. Nuclear targets are specified in thekietac
on the plot legends.

Experimental information about nuclear effects in othe6@bservables, such as the ratio of
longitudinal to transverse cross sections or the spig;Sk5 available but scarse. We note also that DIS
off nuclear targets is characterized by additional (newg,S¥hich do not appear in DIS off an isolated
nucleon. As an example we refer to the tensomgRvhich is specific for spin-1 targets and appears in
DIS on deuterium (for a review and references see for inst{B]).

6.1 Nuclear shadowing

Before we turn to the discussion of the DIS regime, it is usifuliscuss the lowQ? region away from
scaling. Here the behaviour of neutrino cross sections)(iSkgiite different from that of charged lep-
tons. For the latter it is well known that the longitudinal BF, as well asFy, vanish at lowQ?, because
of electromagnetic current conservation. It was shown lagg by Adler that, at low))?, CC neutrino
interactions are dominated by the axial current, and neufrross sections can be expressed through
PCAC in terms of pion cross sectioffs][90]. In contrast to gld#lepton scattering;} is finite, domi-
nated by a pion pole faf)? at the pion mass scale, and drives the neutrino cross seuatibis region.
Using the Adler relation, Bell predicted nuclear-shadayéffects for neutrino scattering similar to what
is observed in pion—nucleus interactiohg [91]. Going tgda€)? brings a finite contribution from vector
and axial-vector meson states, which have been discusdedns of an extension of the vector meson
dominance model to vector and axial-vector curreft$ [9R, @harged-current neutrino interactions
with nuclear targets were studied in bubble-chamber emseris [O4], where nuclear shadowing was
observed at lov@)?.

Most of the attempts to understand nuclear shadowing aesl@sthe space-time picture of DIS
at smallz in the target rest frame, where DIS is viewed as the procesgeyhction of the partonic (or
hadronic) component of the exchangetlor W* with the target. At smalk: the typical propagation
length of those states exceeds the average distance bebwaad nucleons, and coherent effects in
the propagation of partons through the nuclear medium aperitant. Nuclear shadowing is usually
explained by multiple-scattering effects from bound nanke[8F].

Nuclear shadowing i} was calculated for both low and high? regimes in terms of two differ-
ent models in[[95] in an attempt to match muon (NMC) and neat(CCFR), data[[39] od% at small
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z. f| It was found that nuclear shadowing #j is similar (though slightly smaller in magnitude) to that
observed in muon-induced reactions.

AtlargeQ? in the scaling regime both charged-lepton and neutrinaded reactions are described
by universal parton distributions. Some observations aeau modifications of different combinations
of parton distributions can be made from existing charggdein DIS and Drell-Yan data. Phenomeno-
logical constraints on the behaviour of nuclear sea andheeleuarks at smalt were discussed in
[L0Q,[101[102]. Explicit evaluations of nuclear effectsinglet and non-singlet combinations of parton
distributions were performed if [103], where nuclear shédg for F¥ andz F3 was studied in terms of
the non-perturbative parton model §f[104], which was eatézhand applied to nuclear targets|in J105].
It was found that, while the shadowing effect in neutrifipis similar to the corresponding effect in
charged-lepton DIS, the nuclear shadowing#ég is enhanced with respect to that s in the region
of smallz < 0.01 (see Fig[25). It was argued ih [103] that the underlying sadsr the enhancement
of nuclear shadowing fat Fj is its negativeC'-parity. In the smalke region,z F; is determined by the
difference of effective quark and antiquark cross secfiansd it is known from the multiple-scattering
theory that the double-scattering correction to the diffiee of the cross sections is up to a factor of 2
larger than the corresponding correction to their sum.

Nuclear shadowing effect for,Fand F;

0.6

0.0001 0.001 0.01 0.1
X

Fig. 25: The ratios of a heavy target to the free nucleon®fFs FQA/FQN andRs = FSA/Fng calculated for thé®Fe nucleus
in the region of smalk atQ? = 10 GeV? [L03]

We note in this respect that a similar enhancement of nustesdtowing was predicted for the spin
SF g, (see discussion irf [B5]), which involves the differencesadrk and antiquark distributions with
helicities parallel and antiparallel with respect to thédity of the target.

6.2 Nuclear effects at larger

The physics mechanisms that generate characteristicarueffects at large: are quite different from

those that govern nuclear shadowing at smallAt large x the typical DIS time scale in the laboratory
reference frame is small with respect to an average distagiveeen bound nucleons. This allows us to
assume that nuclear DIS is dominated by incoherent sgaitéthdom bound nucleons. It was found long

“This disagreement has recently been resolved by CCFR/NL@Who employed, among other things, a proper treatment
of the charm mass threshold effe [E?, 7]. The ratio of gwe f, values measured i}, andy scattering is now in agreement
Withé?ae NLO predictions, which use the massive charm prbdmschemelES] implemented in the MRST parton distritngio
set |99].
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ago that major nuclear effects here are due to nuclear tgjrifid%,[106[ 147], which leads to a depletion
of nuclear SFs at ~ 0.5, and to the Fermi motior J1P8], which is responsible for theancement at
x > 0.7. These effects explain the bulk of the observed behavioumuofear SFs ai: > 0.2, though
detailed understanding of this region is far from complete frther studies of the reaction mechanism
are required.

It is quite important to separate nuclear effects in a QCDyarsmof neutrino data. As an example
we refer to the recent analysis of higher-twist terms in ti#-8 data on the F; SF [1L09]. The theoreti-
cal and experimental situation becomes less clear wheg goithe region of: close to 1. Here we enter
into the resonance region, and the notion of twist expanseamomes less well defined. Nuclear effects
in SFs are essential in this region, because the nucleaasinelSFs must vanish as— 1. The impact
of nuclear effects on HT terms inF3; was studied in9], where it was shown that the considarati
of nuclear effects at large somewhat decreases the magnitude of dynamical HT termacéedr from
CCFR data on iron target. However, the results of calculatiaf nuclear corrections are sensitive to the
details of the nuclear structure input, e.g. the behaviduh® nuclear spectral function in the region
of high excitation energy of the residual nuclear systemckvare not known yet. In order to minimize
uncertainties associated with nuclear effects, it is derto use light nuclear targets in the experiments
at thev-Factory.

We note also that nuclear SFs can extend beyordl, the kinematical limit for scattering from
a free nucleon. Events with > 1 have indeed been observed 8y in 1+ DIS from a carbon target by
the BCDMS collaboration[1]0] and recently by the CCFR dmlation in neutrino DIS from an iron
target [11]L]. It is rather interesting to search for siméaents at the-Factory, where the statistics will
be much higher.

The region of large: will be explored in more detail in electron scattering expents at Jefferson
Lab. However the experiments at theFactory at larger with different nuclear targets are challenging
and could significantly contribute to the field by providinglieect measurement of the EMC effect for
different parton combinations, such as thesvenF, andC-oddx F3.

6.3 Nuclear effects in DIS sum rules

As discussed in Sectidn 5.2, the GLS sum rule is a convendahttd extractas from neutrino data.
Neutrino data are usually collected on heavy nuclear tardberefore, it is of importance to separate
contributions to the GLS integral associated with nucldfces. We denotesg; s = S&g + dSaLs,
where S&; ¢ and S&] ¢ are the GLS integral for the nucleus df nucleons and the isoscalar nucleon
respectively, and.Sqrs accumulates corrections due to nuclear effects. There igreber of effects
that can contribute t6Sa.s. Contributions due to nuclear binding, Fermi motion andsbiéll effects
were discussed i [112]. It was found that these effectsetamat in the leading twist, and a tiny
correction appears as a higher twist. For exampi§ ¢ = —1.2 x 1072GeV?/Q? and 655, ¢ =
—1.9 x 1073GeV?/Q? for the iron and deuterium nuclei respectively. These dtiastare more than an
order of magnitude smaller than the corresponding QCD poweection estimated in[Jf5]. However,
as was discussed in [103], nuclear shadowing gives a finiteather large negative correction already in
the leading twist. In particular, & 4% renormalization of the GLS sum rule due to nuclear shadowing
was found for thé®Fe nucleusdy, Scrs/ S8 s = —0.035, atQ? = 10 Ge~.

At this point we must mention that it is usually believed tthet GLS sum rule is not renormalized
by nuclear effects in the leading iryQ? order, since to this order the GLS integral counts the baryon
number of the target. However, a negative sign of the shadpworrection is also a generic feature
of multiple scattering theory. It is therefore challengiiogook for a dynamical mechanism that would
compensate a negative nuclear shadowing correction inlt&es@m rule. Certainly more work is needed
to clarify the status of the GLS sum rule, as well as other i sules, in nuclear targets.

The Bjorken sum rule for the non-singlet combination of teatmno SF<; was discussed in Sec-
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tion @ as an alternative tool to extract. Neutron data are necessary in order to measure this sum rule
and it is clear that, since there exists no free neutron tangelear data have to be used. Combined hy-
drogen and deuterium data are usually used as a source whatfon about the neutron. The integrated
difference between the hydrogen and the deuteron SF coerdath used to extra&f‘p =57"P+651,
where the last term incorporates nuclear effects. Usingriéthod described irf [1]12], it can be shown
that the corrections due to nuclear binding and Fermi matércel out in the leading twist, similar to the
GLS sum rule, and the corresponding powg€)? correction is small, of the same order of magnitude
as in the GLS sum rule.

Note also that the deuteron nucleus, in spite of a weak bipdiright not be a perfect source of
information about neutron SFs, especially at very largeeoy emallx. 1t was emphasized recently that
DIS experiments with mirrotHe and®*H nuclei, which form an isotopic doublet, could give inforiina
about the neutron SF practically free from contaminatiemfmuclear effectg[113]. We then suggest
that the direct measurement of the differessg¢*He) — S1(*H) could be a better source for the Bjorken
sum rule than the corresponding hydrogen—deuterium diife. The calculation of corrections to the
Bjorken sum rule, as well as to the more fundumental Adler sulm due to meson-exchange currents
in nuclei and nuclear shadowing, is under ﬁ'.ay

In summary we note that because of a larger number of obdesyabhich can be accessed with
v ando beams, DIS studies at theFactory can give unique information about the structurbaafrons
and nuclei, information that is not accessible withe machines. In particular, a unique opportunity
offered by thev-Factory is a direct measurement of nuclear sea and valam&sydistributions in a
wide kinematical region.

7 ELECTROWEAK STUDIES AT THE v-FACTORY

Experiments withve™ andv N have played a fundamental role in establishing the SM. Befloe start
of LEP, the best determinations of the electroweak mixingleeame from neutrino experiments, and
even now the results from neutrino DIS at NuTeV play an imgrartole in global analyses.

The characteristics of a-Factory are such that very precise tests of the SM and ieneiins
may be possible from neutrino—electron scattering andrimeuinduced DIS. As a first approximation,
the information available from these experiments can barpatrized in terms of the uncertainty in the
determination of the sine of the Weinberg angf; = sin? 6. In fact, radiative corrections enter the
two processes in different ways and one should look at thegerienents as complementary measure-
ments, akin to the present determinationsief 6%; and My, ate*e~ and hadron colliders. Moreover,
a very precise low-energy determinationsgf would test a different variety of new-physics scenarios
than usual colliders.

7.1 ve™ scattering

ve~ scattering provides a particularly clean probe of the ed@atak coupling. There are several pro-
cesses which contribute avaFactory:

(NC)  vue—uvue , vue —uue (54)
(NC+CC)  vee  —vee , Ve =T, Uyfl , ..., (55)
(CC)  vue —vep . (56)

Events originated by,, or . in a ,~ beam without a muon in the final state cannot be disentanglad a
v-Factory and must be considered together.

5S.A. Kulagin, work in progress. During the course of writitigs report we learned about the pap114], where the
nuclear shadowing corrections to the Gottfried sum rulé’ ke — >H mirror nuclei were discussed.
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In the case ofe™— ve™ processes, numerical values for the total cross sectiengiaen by

1
o(ve™— ve”) = 1.712 x 107 em™ x E,[GeV] x {g% + gg%] , (57)

wheregy, g = s¥, or g1, r = £1/2 + s%, according to the process.

Despite the very small cross section, the use of a 2 ton dedictlly active target—detector made
of liquid CH, [B] or of a 20 ton liquid argon[J4] time projection chamber albprovide around 10ve
events/year with a™ beam and about half of it with @~ beam. In this subsection we use default beam
specifications, a 20 cm detector radis§; = 0.2314, and [ Ldt = 8.6 x 101 cm™2.

The signal is a forward electron track with no hadronic aisti@nd energy above a threshall,;, .
The transverse momentum of the outcoming electron is vesllsm ~ /m.E, . In the configuration
considered here the transverse momentum due to the intdiveirgence of the beam is even smaller. The
main source of background is quasi-elastiév scattering, which can also produce a forward electron,
but is characterized by; ~ /myE, and can be distinguished if the resolution of the detector is
good. The signal-to-background ratio is expected to beb#tan 5 at a 50 Gev-Factory [#], leading
to a minor dilution of the sensitivities considered belowhel.~ beam has the advantage that quasi-
elasticv. N scattering produces positrons instead of electrons, sdhisasource of background can be
removed.
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Fig. 26: (a) statistical uncertainty (in unit§~*) in the extraction ofin? 6y from ve scattering as a function of the minimum
electron energy. (b) impact of luminosity measurementatetel of10~2,510~%, 110~* on the samein? 6y sensitivities.

The statistical sensitivity te?, is shown in Fig[Z6a as a function @, for the x~ and ™
beams. When only integrated cross sections are considéreg,” beam allows for a superioy%[,
resolution, very close tox110~#, while thez~ beam is much less sensitive because of a cancellation
among different terms. Assuming that a measurement of ttgwing electron energ¥, is possible, one
can study thefs, dependence and achieve a better resolution inithease ds#, ~ 2 x 10~%. This is
close to having an optimal observable. For sniajl;,,, the sensitivity is a mild function of the threshold
energy.

A significant problem inve scattering is the normalization of the cross sections. Asheaseen
from Fig.[26b, in order to preserve the statistical serigjtione would need a luminosity determination
at the level of 164. The goal at a-Factory would be to reach a precision on the fluxiof3; this,
however, seems inadequate. A realistic possibility is tonmadize theve rate torvp—, namely to the
muon regeneration process (see Efi3. (58).(56)), whichredouE, > m2/2m. = 10.8 GeV with
cross sections given by

do _ _ . G? m? do _ _ G2
d—y(yee — D) = 7“3(1 —v) (1 —y+ f) ; d_y(V”e — U V) = 7“ (s — mi) . (58)
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Again, the background from, N scattering should be considered, but it can be drasticallyced by

a cut on the transverse momentufh [3]. This mechanism couldid® a normalization accuracy of
3.6 x 10~*, but would be available only for the~ beam. On the other hand, it could serve to calibrate
different luminosity measurements.

We have also investigated the case in which the muon beanmsolaezed and concluded that
muon polarization would not add significantly to the eleateak measurement. At best, polarization
asymmetries could help overcome the normalization probl&ith 70% polarized muon beams the
statistical error iis%, ~ 3 x 10~ for the = beam, and worse for the™ beam. On the other hand,
uncertainties in the polarization of thebeam do affect the final precision. In order to maintain thalfin
precision at the level ofs?, ~ 107, it is necessary to know the polarization of the muons to % @5
better. For this reason precision electroweak measurameqtire a storage ring design that minimizes
these uncertainties.

From the theoretical point of view, all one-loop QED and &laeeak corrections are known
[L1I3] and could be easily implemented. The uncertainty frogher-order electroweak corrections can
be certainly brought belows?, = 1 x 10~ [[L16]. QED corrections to the™, 1~ spectra are relatively
important and may need consideration of some higher ordectefA major theoretical uncertainty is
likely to come from the hadronic contribution to theZ° amplitude, which must be calculated at the
relevantQ? ~ 1073[GeV]E,, a region where perturbation theory cannot be applied. Thblgm is
analogous to — but should not be confused with — the one of &ldedmic contribution to the running
of the electromagnetic coupling)ay.q4-, Which enters most electroweak test&ay,qq- IS Nneeded to
relate the fine-structure constamtg> = 0) to a(M3%), which is relevant at theZ® pole and for the
electroweak corrections to muon decay as well as for loweggnBICs. The latter, however, have an
additional sensitivity to hadronic loops in the-Z° mixing. This contribution can be calculated from
ete™ data using dispersion relations, SU(3) flavour symmetrgl, @erturbative QCD. The most recent
estimate [117] leads t&)s%v =5 x 10~%. In view of recent progres$ [1118], this can probably be reduc
by a factor of 2 or more. However, the use of SU(3) flavour sytmmienplies a sizeable ambiguity,
which cannot be resolved by better data only. For what corscire uncertainty id\ay,.4,-, it should
not be considered a limiting factor for this experiment, taeffiects in the same way most electroweak
observables. Moreover, there has been and there will bege®dn its determination, and it is likely to
play a lesser role than the uncertainty from 4k mixing in ve scattering.

In conclusion, a total uncertainty m@v of about2 x 10~% is probably achievable at:aFactory, in
the case where high-performance detectors are avail@iel@olarization of the muons can be controlled
very precisely, and progress is achieved in estimating #drdmic effects. Higher precision would
require a substantial increase in luminosity as well as nibgoretical improvements, mainly in hadronic
physics.

7.2 sin? 6w from DIS

Current electroweak analyses:aV DIS (at NuTeV) are based on the Paschos—\Wolfenstein (P\&) rel
tion,
R — UNC(Vu) - UNC(_DLL) _ 1 o 312/V : (59)
UCC(VM) - UCC(V;L) 2
which is designed to isolate the d valence quark contributions that cancel out in the ratioiaridere-
fore quite insensitive to the hadron structure. On the bafsabout 1.3 (0.3) millionv, (7,) events,
NuTeV has found[[139]

M
s2,(08) = 0.2253 + 0.0019(stat) = 0.0010(syst) & 0.00025(]M;) + 0.0005 In mﬁ . (60)

As can be seen, if the on-shell definitief,(OS) = 1 — MZ,/M2 is used, the indirect dependence
of the result on the top and Higgs masses through radiatisrectons to Eq.[(§1) is relatively small.
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Observable | Stat. error| PDF
R* 0.4 ~ 12

RH" 05 |~15

RM —0.8RM 2.2 ~2
P 4.9 ~4

Table 3: Uncertainties on th€,, determination from different observablesimIS in units10~* (see text).

This is why the NuTeV result is often presented as\éy determination withh My ~ 130 MeV. This
interpretation can be highly misleading when the experaleaccuracy reache8(10~4).

At a v-Factory, a striking improvement of the statistical errande expected, as well as the
elimination of the main systematic problems of NuTeV (urtoglted v, beam contamination and NC
event identification). Whether the fing;, sensitivity may reach the level ab=* or § My, ~ 5 MeV
depends, however, on many different factors.

If the detector can identify primary™ in the final state, the CC events originated by electron
neutrinos can be distinguished from NC events. One can thasider ratios of NC/CC total cross
sections [[B]

R onc(Vu) + one(Pe) R onc(Pu) + one(ve) (61)
occ(Wu) +occ(ve)’ occ (V) + oce(ve)
Using our default beam specifications ahg,; > 3 GeV, £}, > 1 GeV, sW = sin? Oy = 0.225, we
find R*~ ~ R*" = 0.36. Also thes?;, sensitivity of the two beams is very similatR/ds3, ~ —0.5.
Because of tha0? CC and3 x 108 NC events available for each beam, the statistical erroher,
determlnatlon from Eq[($9) is negligible, as shown in TghldHowever, one should take into account
thatR** have a higher sensitivity to hadronic physics than the P\ticel. As an illustration, we show
in Table[3 the sensitivity of the?, determinations fronR"" on present PDFs. The values are obtained
by comparing results forR”* for which different sets of the CTEQS5 PDH$ [6] (sets m, d, agyhave
been employed. They are the result of a LO analysis basedesemirday information. Clearly, future
improvements in our knowledge of the hadron structure attRactory and elsewhere, as well as a full
NLO implementation of QCD radiative corrections will lowtiis uncertainty, but it seems unlikely that
they will bring it down to the level of the statistical error.

On the other hand, the PW relation is formally recovered enabmbination
(1+gr)R* —(r+g)R", (62)

whereg = (Ey,)/(E,,) = 0.857 takes into account the different mean energy of the neutimb
antineutrino beams, = occ(7)/occ(v), and lepton universality has been used. Unfortunatelya e
of the numerical closeness &f* andR“+, this combination is not an efficient probe. Moreover,iEua
sensitivities ofR** are also very similar and the improvement in the PDF seitgitiy paid for by the
lower statistical sensitivity. One possibility is to fit arpenetera in R¥* — aR"" in order to minimize
the overalls?, uncertainty. For instance; ~ 0.8 leads toSs?, (PDF) ~ §s#,(stat) ~ 0.0002.

Of course, one can construct other ratios of cross sectidsscombining the cross sections of the
two beams in a way similar to Ed. {59); however, they tend ttebe sensitive t@%v and/or to depend
even more thai*~ on the hadronic structure. A possible exception could bejtizntity

_onc(p™) —onc(ph)
-~ occ(pm) —oce(pt) (63)

which is modelled on the PW relation and has indeed a lowesitsgty on hadronic physics (see Ta-
ble ). However, this observable is penalized by a on%grresolution and requires the knowledge of
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the ratiooccc () /occ(u™) — and therefore of the relative normalization of the two besamto better
than10—.

These high-precision measurements cannot be carried dubwvia high-performance tracking
target. The detector and beam requirements based o Ejjhaflbeen discussed [i [3]. The main ones
are high electron/muon detection efficiency, good primaptdn identification, and precise momentum
and energy measurements. A rough estin{dte [3] of the camelspy uncertainties i§s?, ~ 2 x 10~
The ability to have bothu™ and .~ beams would be an important asset, as it would allow the use of
Eq. (62).

From a theoretical point of view, it will be necessary to iempkent full NLO QCD and QED
corrections, to incorporate possibly complete two-lo@zbweak corrections, to assess the importance
of higher twists, and to take into account charm productmmextions. This is to be contrasted with the
obsolete and incomplete implementation of QCD and ele@abwcorrections of the NuTeV analysis.
On the other hand, almost all theoretical tools are in pplecalready available, including the dominant
two—loop weak correctiong [I[L6]. Charm production, in jeaidr, is likely to be a significant source of
uncertainty; it accounts for about 3% of the total CC crostice and therefore even a 1% error on the
overall charm yield would induce B0~* uncertainty onR*" or s, ~ 2 x 104. An extrapolation
from the CCFR measurements suggésts ~ 0.0003 [f].

If the outcoming electrons cannot be resolved and CC evaiitatéd by electron neutrinos are
considered as NC events — a situation analogous to preagmtAd experiments — the only observable
for they,™ beam is
onc(vy) + one(Ve) + occ(Pe)

UCC(V;L)

This observable and the analogous one fortfebeam have a marginally lower statistical sensitivity
and a much higher dependence on the 853, > 0.02, thanR+* .

In conclusion, efficient electron identification seems t@heial for a very precise determination
of s3, at thev-Factory . The statistical uncertainties are likely to beligible in comparison with
theoretical and experimental systematic errors, whickuin are difficult to estimate at the moment.
Before a realistic assessment of the potential @flS at av-Factory for precision electroweak tests is
possible, several systematics will have to be understoodt importantly the precision of theFactory
measurement of the unpolarized SFs, primary lepton ideatiéin, isospin—violating effects and charm
production.

R* = (64)

7.3 New physics through radiative corrections

The very precise determination of the electroweak mixing@fromve andv N scattering at &-Factory
would test the SM at a level competitive with LEP, SLD and Tema measurements. Experiments at
the front end of a muon storage ring could therefore sevarehstrain many extensions of the SM,
which potentially affect the SM predictions for neutrinatiering through virtual contributions. If the
new physics is characterized by a high mass scale and itaffieeninantly the two-point functions, its
contributions can be parametrized in a model independentayahe S, T, U amplitudes introduced in
[L2Q]. Similar strategies have been presented by a numbautbbrs (see for instancg [121]). Many
models of physics beyond the SM can be studied at least appaitely in this simple way.

We useMy ~ 100 GeV andsy, = sin? 6y (My)5s = 0.2315 as reference SM values and set
g = (Ex)/(E,,) = 0.857. As far asve scattering is concerned, in the case of thebeam we can
consider the ratio of electron- and muon-production tatass sections
o(ve™)

rT o= . 65
o(vp~) (69)

Virtual effects parametrized by, 7', andU shift the measured value ofwith respect to the SM predic-
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tion rg by
r~ =ry (140.00555 4 0.00047) . (66)

This observable is therefore very insensitive to the isobpéaking parametér, similarly to the weak
charge in atomic parity violation experiments with cesiuitncould allow for a very accurate determi-
nation of the isospin conserving parametgrwithin +0.1; this is roughly the accuracy of the present
global fit (see Ref[[122], p.105). A similar observable carcbnstructed for the™ beam, provided the
luminosity determination is based on a CC process analogounsion production. In this case the shift
is

=7y (1+0.01115 —0.01007) , (67)

and implies a very different constraint in t(&, 7") plane. Finally, the measured value of the Paschos—
Wolfenstein relation[(59) is affected by the oblique partergaccording to

R~ =Ry (1—-0.01365 + 0.02537T) (68)

The differentve and vN measurements would therefore provide complementary r@ntst on new
physics.

8 STUDIES WITH HEAVY QUARKS

As has been pointed out in the past, and as shown in a preveatisrs thev-Factory can be seen as
avDIS charm factory. A comprehensive review of the possiblgsats goals of such a facility can be
found in Ref. [B]. Here we shall explore in quantitative desame interesting example, drawing from
the expertise available within the Working Group. In paréc we shall focus on two aspects of charm
production in neutrino interactions: low-multiplicity gresses such as the diffractiie and the quasi-
elastic charmed-baryon production. We shall show thaktpescesses allow a clear identification of the
charmed hadron, and therefore a very good estimate of absdeay branching ratios. Together with
low systematic errors, these measurements can providmstance, a precise measuremeny of.

In the following we consider nuclear emulsions both as meoittarget and tracking device. It is
worth stressing that the use of nuclear emulsions is linbiiethe overlapping of interactions. A density
of interactions of abol20 per cnt is reasonable. On the other hand’ v, interactions are needed for
the measurements we will discuss in the following. Such tstitss could be obtained by running the
machine at low luminosity and taking data for a few years (tnehwhether the experiment is located
far from (O(1 km)) or close to (O(100 m)) the neutrino source.

Our simulations include realistic estimates of the expental efficiencies and systematics. It is
important to point out, however, that the methods discubsémlv can be used by electronic experiments
with a very good vertex detector as well, although with déf@ efficiencies and backgrounds.

8.1 Direct evaluation of theAl branching ratios
8.1.1 Model-independent extraction BR(A; — pK~7™)

So far, only model-dependent extractions/gf branching ratios have been obtained, dee|[122]. A
method, based on the neutrino quasi-elastic charm prashydtir a model-independent determination of
most of theA ™ branching ratios has been proposed in Hef.][123]. So fargtfferent methods to extract
A7} branching ratios have been usgd [122]. As discussed in [R&2] they rely on different theoretical
assumptions o3 physics, namely thé branching ratios ta\., and give results that are not in quite a
good agreement. Therefore, a model-independent deteiarinaf A~ branching ratios would provide

a better theoretical understanding of the baryénitecays. For a detailed discussion of this method, see

Ref. [123].
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| 7(10-% cr?)\ Model | FR.[I23] | S.L.[2§] | AKK. [[26 27 [12B]| A.G.Y.0. [129]| K.[[30] |

Vp — STt 0.2(0.030%) | 9.0(1.3%) 8.0(1.2%) 1.0(0.15%) | 3.0(0.45%)
vp — po S ] 0.6(0.089%) | 16.0(2.4%) 10.0(1.5%) 0.6(0.089%) -
vun — = AF 1.0(0.15%) | 23.0(3.4%) 41.0(6.1%) 3.0(0.45%) | 5.0(0.74%)
vn — po St 0.1(0.015%) | 5.0(0.74%) - 0.6(0.089%) | 1.5(0.22%)
vun — oSt 0.3(0.045%) | 8.0(1.2%) - 0.3(0.045%) -
[ Total | 2.2(0.33%) | 61.0(9.0%) | 59.0(8.9%) | 5.5(0.82%) | 9.5(1.41%) ||

Table 4: Predicted quasi-elastic charm-production cresi@ assuming a neutrino energyldf GeV. In brackets the quasi-
elastic charm rate with respect to deep-inelastic interastis given.

Experiment| oyt - Ot (0p+ + 05t +0504) | (Ogr+ + Ogeit)
(10740 cn?) | (10740 i) | (10740 cm?) (10740 cnr?) (10740 cn?)

[L31] (2.3436)
(£33 (2.34+2.0) | (4.5+4.0)

[L33] (0.9757)
[L34] (3.745:3)
[L38] (38.3+23.1) <88
| Average | (23+15) | 45+40) [ 1.1+08) | (383+231) | < 8.8 |

Table 5: Summary of the experimental measurements of euasiic charm-production cross sections.

8.1.2 Present knowledge, theoretical and experimentalgofrino quasi-elastic charm production

The simplest exclusive charm-production reaction is thesgalastic process wheredavalence quark
is changed into & quark, thus transforming the target nucleon into a charnzsgidm. Explicitly, the
guasi-elastic reactions are

vyn — p~ AT (2285) ,v,n — p S (2455) ,vn — p X5 (2520) (69)
vup — 57 T(2455) ,vup — pTBTT(2520) (70)

For a detailed theoretical review of neutrino quasi-etastiarm production, see Refs.[124]-130].

The predicted cross sections, assuming a neutrino energfy GeV and according to different
authors, are shown in Talfle 4. As we can see, these predic#meven differ by one order of magnitude.
If we express the total quasi-elastic charm productionwatte respect to deep-inelastic CC interactions,
it ranges from0.33% to 9.0% (see Tabl¢]4). From Fig. 3 of Refd. [125] ad [lL30] we note thatotal
cross section in both models is almost flat for neutrino dasrgbove’ GeV.

The statistics of neutrino quasi-elastic charm eventsctdd by bubble chamber and emulsion
experiments is rather poor. The measured cross sectiotaneth by a reanalysis that uses the latest
results onA branching ratios[[122], are shown in Taljle 5. Despite thgelatatistical error, these
measurements are clearly inconsistent with the predtisrRefs. [125]{128], while the agreement is
fair for the ones in Refs[[IP4, 729, 130]. The average vafileeocross sections predicted by Refs.]124,
f29,[13D] has been used to get a rough estimate of the exprateger of events, given in Tadlp 6.

8.1.3 Description of the method

The method consists in identifying tide by means of the peculiar topology of the quasi-elastic feact
As shown in Fig[ 27, the only charged particles producedigrocess are the muon and the short-lived
particle (\.) except for the reaction Fifj.]27c) where an additioné produced. Therefore there is only
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H Reaction ‘ o (10739 c?) ‘ R(%) ‘ Expected event#

vup — p Xt 0.14 0.14 14000
vup — p Xt 0.06 0.06 6000
vun — oA 0.3 0.3 30000

vyn — po Xt 0.07 0.07 7000

vun — po8Et 0.03 0.03 3000
All 0.6 0.6 60000

Table 6: Quasi-elastic charm-production cross sectionindontribution to the total CC neutrino cross section. Tadst
column shows the expected number of events, assuming mgtsaimple ofl0” CC neutrino-induced events.

a small contamination of these events from deep-inelak@cne production where a charmed hadron is
produced (faking @.) and the topology is quasi-elastic-like.

In this way, since we only use topological information, theidentification is model-independent.
The relative contamination ab* and D7 from deep-inelastic events, ..., can be dealt with as a
relative systematic error on the branching ratios. We assiima relative systematic error to bg;x. +
30 fake Whereo y,p. is the error ore s4p -

The normalization to determine the" absolute branching ratios is simply given by the number of
events with a vertex topology consistent with Fid. 27. No elatbpendent information is used to define
the normalization. The little knowledge we have about thasiyelastic charm-production cross section,
which is model-dependent unless measured, plays a roleiortye evaluation of the deep-inelastic
contamination, namely the systematic error. In fact, inet@uation of the contamination, the rafi
between charm quasi-elastic and standard deep-inelastiagtion appears. It is worth noting that, even
if the ratio R had an uncertainty cﬁOO%ﬁ, the relative systematic error on the branching ratios doul

be~ 7.2% (see [123)).

Fig. 27: Topology of the quasi-elastic neutrino-inducedram events in the case of the reactiong,a) — u~ AL, b)v,n —
pESH(EN) and Q)vup — po SIT(ZETT), with subsequenE,. decay intoA.. The particles inside the box represent the
A7 decay products.

8.1.4 Measurement accuracy

The expected accuracy on the determination oftfiebranching ratios as a function of the relative error
on R, the quasi-elastic charm production cross section reldativthe deep-inelastic one, is shown in
Table[J. To compute the expected number of events in eacly dbemnel we use the central values
(shown in Tablg]7 together with their errors) given by thetitler Data Group[[132]. From this table we

5Nevertheless, this is not the case. From Tﬂ)le 5 we se&timmeasured with an accuracy better tha0%.

45



Channel | PDG BR [12}] ABR ABR ABR
(B8R =10%) (8% =100%) | (58 =500%)
AF —pK— 7t | (5.0£1.3)% | (£0.0940.04)% | (£0.0940.09)% | (£0.0940.4)%
AF — Aptv, | (204£0.1% | (£0.0640.01)% | (£0.0640.04)% | (40.0640.1)%
AF — Aetv, | (2140.7)% | (£0.0620.01)% | (£0.0640.04)% | (£0.06+0.1)%

Table 7: Statistical and systematic accuracy achievabledmletermination of tha absolute branching ratios, assuming a
collected statistics of0” v, CC events, as a function of the relative error®nThe central values are taken from R122].

can see that, even assuming a very large (unrealistic)regsite error, the achievable accuracy on the
branching ratios makes the discrimination between the oaistdiscussed in Ref. [1]22] still possible.

8.2 Direct evaluation of D, branching ratios and fp, measurement

The experimental knowledge on leptonig; decays is very little. Currently, the branching ratios for
Ds — lv decays have been estimated by the PPG][122] tBRD; — uv) = (4.6 £ 1.9) x 1073
andBR(Ds — tv) = (7+4) x 1072, These large uncertainties translate into a large unogytan the
extraction of the decay constafib. .

A method that would allow at the-Factory the extraction of most of the, branching ratios,
and consequently ofp., by means of purely leptonic decays, has been proposed in[[E3]; the
expected accuracy would be better tts&h Oncefp_ will be measured with such an accuracy, one will
feel more confident about extrapolating to the decay cotssiarthe B system,fr and f5,, which are
crucial quantities for the quantitative understandingB@Sf)—B?S) oscillations and the extraction of,
(Vis) from them.

8.2.1 Topology of neutrino-induced diffractive charm @égeand background

In Dg*)ﬂ diffractive production, only a muon is produced at the iat¢ion point (primary vertex), besides
the charmed meson. Therefore, these events are charadtbyia peculiar topology: two charged tracks
at the primary vertex, one of them being a short-lived piartic

Neutrino-induced quasi-elastic charm events are chaizeteby the topologies shown in Fig,27.
Therefore, they are similar to the diffractive ones, butwatcross section twice as large. Since antineu-
trinos cannot induce quasi-elastic charm production, evlliffractive production is the same for both
v andz, in the following we will consider onlyv beams. We will then make the assumption that all
the events with the above topology are dueDtbk) diffractive production. In this case we will wrongly
classify some of the charmed hadrons produced in deepsiielateractions.

The charm production i@ interactions and the event topology have been studied mguke
HERWIG event generatof [IB7], as well as an event generas®don JETSET[IR8] and LEPTD139],
assuming the energy dependence of the charm fractionsedgo140f. The average charm fractions,
convoluted with the neutrino spectrum, drgo = 61%, Fp- = 26%, Fp- = 7.3% andFA; =5.7%.

The signal kinematics has been studied by using an eventagendeveloped within the CHORUS
Collaboration [14]1].

The contamination to the diffractive sample, which comesfdeep-inelastic events, can be writ-
ten as

o(,N - ptCX) 1
o(OuN — ptX) XﬁX(FD’ + Fp-) X [ffakeXEkin

In the foIIowing,DE,.*) means eitheD; or D}. The same notation is also used formesons.
8We assumed that charm fractions are equal for bathd .

€fake = (71)
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H AR/R ‘ O fake /€ fake € fake (%) ‘ epe (%) H

15% 23% 0.037+0.009 | 3.3+0.8
30% 34% 0.04£0.01 | 3.3£0.8
50% 53% 0.04+0.02 | 3.3£0.8
100% 101% 0.04£0.04 | 3.3£0.8

Table 8: The relative and absolute erroran k. as a function of the relative error dR. In the fourth column the systematic
uncertainty due to th&*) contamination is reported.

where )
_ + *)—
R = N —uDs  N) (72)
o(UuN — ptX)

We take the charm production ininteraction to be3% [[43]. By using the charm fractions
discussed above}Fp- + F,-) = 31.7%. The factorf;,.. = (6.0 = 0.1)% is the fraction of deep-
inelastic charmed events faiking the diffractive topology;, = (0.4 £+ 0.2)% gives the efficiency of
kinematical cuts as explained in Ref. [1.36]. Finally we ggl.. ~ 0.04%.

The currently measure® has an error of about5% (see Ref.[[136]), which affects the relative
error one sq.. As described in Ref[]186], a kinematical analysis allovgoad D, detection efficiency
(~ 73%) with a small background. The expected contamination aneribr are given in Tabl[g 8.

Another possible source of irreducible background is theraditive production ofD®)~ (see
Ref. [13§]). It is suppressed by a faclidvt;s/VCdF ~ 20 and only30% of the D*~ decay into a charged
charmed mesonZR(D*~ — D~) = 0.323 £ 0.006 [[22]). On the other hand, all the diffractively
producedD~ are background: we assume tiiat are half of the diffractive sampf Finally, we get
ep+ = (3.3+0.8)%.

From the numbers given above, it turns out that the littlelledge we have about the diffractive
charm production cross-section plays a role only in theuatadn of the deep-inelastic contamination,
namely a term of the systematic error. Even if the r&idad an uncertainty of00%, the relative
systematic error on the branching ratios would-b8.04% (see Tabl¢]8). We want to stress that, since
the e, contribution is dominant, the overall systematic uncetiadoes not depend at all on tfie
accuracy. Writing the relative systematic error from deegastic events asyqi. + 30 fake, Whereo sy
is the error ore ¢, the overall relative systematic uncertainty is

Esys = \/(5fake + 3Ufake)2 + 5%(*) = (33 + 08)% ’ (73)

which is dominated by they., term.

8.2.2 Description of the method

An almost pure sample dD_ from diffractive events, with a small contamination Bf andA_ pro-

duced in deep-inelastic events and in diffractivé’)— production, can be built by using diffracti\lég*)
production from antineutrinos. The normalization to detieie theD, absolute branching ratios is given
by the number of events with a vertex topology consistenh wite . plus a short-lived particle. No
model-dependent information is used to define the norntadiza

It is worth noting that the contamination 6f~ andA_ events does not affect te, — 7 channel.
Indeed, such events would present a unique topology witlstasequent kinks. An event with a double
kink has been observed recently in CHORUS (see Ref] [141]).

This assumption has been driven by the NuTev resul(s;,N — p~D,N) = (1.4 & 0.3) fb/nucleon,c(v,N —
u~DiN) = (1.6 + 0.4) fb/nucleon ].

1%Nevertheless, this is not the case. We recall that the BigoBuBhamber Neutrino Collaboratioh [J44] and NuT¢V ]143]
combined analysis gives an accuracy of abidij for R.
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| Channel | PDGBR [12B] | New method ||
Dy — v | (464 1.9) x 1073 | (£0.55:£0.15) x 103
Dy — v (T£4)% (£0.1740.23)%
D, = olv | (20£05)% (£0.08£0.07)%

Table 9: Statistical and systematic accuracy achievablkerdetermination of thé®, absolute branching ratios, assuming a
collected statistics of0” 7, CC events. The central values are taken from [122].

8.2.3 Measurement accuracy at a neutrino factory

At present there are no experiments with both an adequatialgeaolution to fully exploit the diffractive
topology and a sufficient antineutrino-induced CC evenisiies. Therefore, the method proposed in
this paper could only be exploited with the above-mentiothei@ctor exposed at.aFactory.

Let us assume thd)” 7 CC events are collected into an emulsion target and thatetection
efficiency is about3% for the D, decays. By assuming a vertex location efficiency of al306¢[] and
assuming a diffractive production rate 06.2 x 10~3/CC event, we expect to detect a numberf
equal toNp, = 107 x 6.2 x 1072 x 0.73 x 0.5 ~ 2.3 x 10%.

The expected accuracy on the determination offildoranching ratios is shown in Tallg 9 for a
few channels, together with the current status. To compwexpected number of events in each decay
channel we have used the central values (shown in Thble thiergeith their errors) given by the Particle
Data Group[[122].

As discussed in Ref[ [145] the leptonic branching ratiospagortional to the decay constant.
Therefore, by using the measured branching ratios givemie[9, /p, can be extracted. If we collect
107 ,, CC interactions we gefp, = 288 + 4(stat) & 5(syst) MeV, where the central value is taken

from Ref. [12}].

8.3 Theoretical estimates forv-induced exclusiveD; production

The observation of exclusiv@, production at the-Factory, through the process+N— p*+N+D,

is also of interest for the study of the production mechanigthin QCD and opens a new possibility to
study the nucleon structure. There exists a QCD factodmatieorem|[[I4€], I#7], which states that the
amplitude for hard exclusive meson-production procesaashe written as a convolution of a skewed
parton distribution (SPD), a distribution amplitude, antiaad part. This theorem has recently been
applied to the investigation of electroproduction of senight mesons[[148] and meson paifs [149].
Motivated by the possible implications for theFactory, the formalism has been extended to CC-induced
processﬁ. We summarize here the main results of this work, whose itglisl limited to values o1Q?
large compared te-t and to the squared masses of the involved particles. Thereliffial cross section

of the leptoproduction process is given by

2

o ___e (1 ) S 74)
drp;dQ2dt — 4(47)3 sin? Oy Q2(Q2 + ME,)? 2zgip-l) 4 ’

wherel is the neutrino momentum aridis the amplitude for the subprocess

ok

W, (q) + N(p)—D; (¢') + N©') . (75)

At leading order,T is obtained from the sum of three diagrams involving a gluB®SFig.[2Ba and
diagrams obtained by an interchange of the order of thecesitiand two diagrams with a contribution
of the (polarized and unpolarized) strange quark SPD [b.f#us one diagram with a changed order
of vertices). The relative Feynman diagrams are convoluiigd the gluon ands quark SPD and with

UThis efficiency accounts for the electronic detector retrostion and the automatic location of the event vertexdashe
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Fig. 28: Two of the five contributing diagrams.

the distribution amplitude , - (z) for the D;” meson £ being the fraction of thé;” momentum carried
by the strange quark).

For a numerical estimate of the cross section we adopt thebdison amplitude from([[130]:

@p(2) = Np,\/2(1 - D) exp {_ Zf)z 22} ! (76)

wherew = 1.38 GeV was obtained in[[151] as the best fit for themeson, andVp, has to be chosen to
satisfy the sum rule

1
/0 Az, (2) = fp, (77)
For a comparison, we shall also use the asymptotic form ofthdistribution amplitude:
®p-(2) =6fp,2(1 —2). (78)

In both cases we usgp, = 270 MeV, namely the average of the results obtained so far in lattice
calculations [152]. The gluon and quark SPD’s are paramzetias in [149], combining Radyushkin’s
model [147[153] with the parameterizations of the usualwd) parton distributions of Ref [154].

Figure[2D shows the results obtained for the differentiaksrsectionslo /dzg; and do/dQ?
wheret = (p — p')? has been integrated over the intertigl, = m%a3;/(1 — zgj) < —t < 2GeV?,
assuming for simplicity a fixed neutrino ener@y, = 34GeV. For the plot of therg;-dependence
Q? has been integrated frof2 GeV? to the upper bound given by the constraint< 1, with y :=
p-q/p-l=Q*/(2zp;p-1). The plot ofdes /dQ? is based on theg;-integrated cross section, integrated
betweenzp; = 0.18 andxp; = 0.75 and taking into account the same kinematical constrainte Th
solid lines correspond to the form de given in Eq. [7]7), while the dashed lines correspond to the
asymptotic form of Eq.[(18). The dotted lines are obtainedséiying to zero the strange quark SPD,
proving the dominance of the gluon contribution, and sutijggshat this process is a potential probe for
the measurement of the gluon SPD.

Integrating over all variable§?, zg;, andt over the same kinematical region gives a value for the
total cross section of = 5.6 x 1074 GeV~2 = 2.2 x 10~° pb. Uncertainties of this rough estimate
result from the current limited knowledge of the SPDs, by20&o uncertainty orfp,, and by the lack
of knowledge about the exact form of the meson-distributiomplitude, as illustrated in Fig. P9. It
is worth noting, however, that experiments of the kind disew here can provide much more precise
information on theD; decay constant independently of the exact cross sectiondisgsissed in the
previous subsection the relatively high production ratg)gfmesons allows us to determirfe by
measuring theéD, branching ratios and its total width [136]. In spite of thea$ieross section, the huge
integrated luminosities of Ldt > 10° pb~! available at the,-Factory would lead to samples of the
order of10* events.

The analysis shows that the large rates, and the exteQdednge available, will allow a more
accurate determination of the gluon SPD and help to betsethe theory of these exclusive processes.

emulsions.
128, Lehmann-Dronke and A. Schafer, in preparation.
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Fig. 29: The differential cross section for exclusi@g production as a function afg; or Q* respectively. The dotted lines
show the contribution stemming from the gluon SPD. The tesidtained for the asymptotic form of the distribution aitojle
® - are plotted with dashed lines.

The available statistics may even allow a study of highestteorrections to the leadin@? behaviour,
probing the limits of the factorization theorem.

9 A POLARIZATION IN NEUTRINO DIS

Many experiments have reportdd [153]-[[158] the obsermatidongitudinal polarization of\ baryons
produced in neutrino DIS on an unpolarized target. Measengsnin the current fragmentation region
(CFR) give information on distribution and fragmentatiamdtions, while measurements in the target
fragmentation region (TFR) allow to access fracture fuomgi[15p]. In both cases the measurement of
A polarization provides a sensitive way for studying perdtiste and non-perturbative spin phenomena.

9.1 A polarization in the current fragmentation region

The polarization of spin 1/2 baryons inclusively producedolarized DIS in the CFR may be useful
to obtain new information on polarized distribution andgireentation functions. A lot of theoretical
attention has been dedicated to the self-revealing palaiz of A’s and other hyperond JTI60-471].
Most papers, with the exception of Refg. [[L64], [167] ahdj1 lo not consider weak interaction con-
tributions, since there is no available experimental imfation.

The NOMAD collaboration has published some interestinglte158] on theA polarization in
v,, CC interactions; more data, sensitiveyt interference effects, might be available from high-energy
NC processes at HERA; more complete information is howeubr expected from experiments at the
v-Factory.

These experiments are a unique source of new data, owing twathiral neutrino polarization and
to the selected couplings &F’s to pure helicity states. We will be able to study in detadqesses like

vp—lT AT+ X
vp—v AT+ X

vp— 0 A+ X
vp—v AT+ X

(CC)
(NC)

where the protop may or may not be polarized, depending on the experimerigb sehereas neutrinos
are obviously always polarized( = —1/2, Ay = +1/2). Notice that though the formulae we present

50



here hold for proton targets, they can be easily modified am@logous expressions valid for polarized
and unpolarized neutrons. We consider CC and NC procegsasasgly. The explicit expressions for the
polarization of the final\'s in terms of elementary dynamics, quark distribution anagyjfnentation func-
tions show how these experiments can provide preciousnr@ton on distribution and fragmentation
functions which are still far from being well known.

9.1.1 Charged current neutrino processeg—/¢A' X

For the neutrino-initiated processes, the longitudindagzations P, , and P , for any spin1/2
baryonB (A’s andA’s for instance) produced in CC DIS processes are defined as

do,up—%*BJrX _ do.zxp—%’B,X

P[Vve](B) = dovp—¢" B1X + dovp—t B-X (79)
and (tBL X (tB_X
o™t By X _ Jgrr—t B
Py,g(B) = do?P— T BiX | Jop— T B_X (80)

whereB. denotes a baryoR with helicity =+.

In the most general case, when also the prgtigpolarized — and we denote by a superscfipt
its spin state — we obtain at leading twist in the QCD facaiion theorem:

S) jadj—ruy4 Aul
3 ,1(d) S ds" " AD g, — (@) d6™ Y ADp ;]

P (B) = - (81)
(v,4] S) ,ad;—ru; Aul d;
51" e Dy, + (@) d6™ " Dy ]
and (S) (S) ;-d;j—0
ds'" "% AD d) P de¥ " ADg s,
P[%Sg](B = _Z ,][( u;) B/d; — (dj)y doy’y B/ Z] 7 82)

)
AU —d 7 ~d; U
31w P s TV D g+ (d) D d6Y " Dy )

where(q)f) stands for the number density (distribution function) oudks ¢ with helicity & inside a
proton with spinS, whereas;.. alone will refer, as usual, to a proton with helicity +. Foe ttavours we
use the notatiom; = u,c andd; = d, s. The polarized fragmentation functions are defined in tesims
fixed-helicity fragmentation functions as

ADpq=Dp, jq. = Pp_jo. =DPp_jq = Dp,jq_, (83)

and da " stands for thels /dy cross section for the elementary interactio; —¢ u;, wherev and
d; havmg negative helicities.

The above polarizations depend on the usual DIS variablesandy; apart from theQ? de-
pendence of distribution and fragmentation functions duth¢ QCD evolution, there is a kind of fac-
torization in the dependence on the three variables, intteatistribution functions depend an the
fragmentation functions om and the SM dynamics on. If convenient, and according to experimental
setups, numerator and denominator of Egg. (81) rid (82)&antdgrated over some variables.

Performing the sum over flavours in the numerators and deragors, neglecting-quark contri-
butions and inserting the elementary dynamics expresstens. [8]L) and[(32) give, for longitudinally
polarized & helicity) protons

[d+ + Rs] ADpgj, — (1 - y)? Ut [ADp,q+ RADp/s]

P(:t) B7IL', yR) = —
) (B39, 2) [d+ + Rs<] Dy + (1 — y)? s [Dg g+ R Dp/s]

; (84)

and _
[d+ + R5:]ADgj; — (1 —y)?ug [ADp/q+ RADg/,]

[di + R5+] Dpjq + (1 — y)? ux [Dpja + R Dpys

P[E;EZ)](B; x,Y,2) = ) (85)
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whereR = sin?6,./ cos? 6. ~ 0.056.

In the simpler case in which the proton is unpolarized, wéaep;.. by ¢/2, and Egs.[(§4) and
(B3) become respectively

[d+ Rs]ADpj, — (1 —y)*u[ADg,;+ RADg/]
[d+ Rs|Dpjy + (1 —y)?u[Dgg+ RDpss]

PO (Biz,y,2) = — (86)

and
7 s 2
BB,y ) = A AP — OV i Dnja £ D] )
’ [d+ R5|Dpjy + (1 —y)*u[Dpjq + RDpys]
The formulae given above hold for any baryon and antibaryith spin 1/2; further simplifications are
possible when & baryon (and, more in general, a baryon rather than an aptibpis produced: in
this case, in the kinematical regions characterized byelsedues ofr andz one can neglect terms that
contain bothg distributions (in a proton) ang fragmentations (into &) as they are both small. Then
one simply has:

AD
E A ~ PO A ~ Afu
P[V,Z](A’ Z) ~ P[V,Z} (A, Z) ~ —T/u (88)
ADpjq+ R AD
B Ay ~ PO (A ) ~ A/ A/s
Py (A 2) =~ Ppp(A;z) ~ Daat RDypy (89)

and the polarizations, up to QCD evolution effects, becoumetfons of the variable only, since any
other term apart from the fragmentation functions cancets o

Equations[(§8) and (B9) relate the values of the longitugintarization P(A) to a quantity with
a clear physical meaning, i.e. the rat\d, ,,/D, ,; this happens with weak CC interactions — while
it cannot happen in purely electromagnetic DIS [171] — dutheselection of the quark helicity and
flavour in the coupling with neutrinos. A measurement/4f\) offers new direct information on the
fragmentation process.

Weak CCs couple to pure helicity states, and do not transfesverse polarization from quarks to
final baryons; therefore transversely polarized protonaaadd any information. However, one might
still have — in analogy to what happens in unpolarizéd/N interactions — finalA’s with transverse
(with respect to the production plane) polarization. Tlae only originate in the fragmentation process
of an unpolarized quark; recently, new polarizing fragraéioh functions have been introducé¢d [[L72] to
describe such an effect:

ANDAT/q(zv kJ_) = DAT/q(Zv kJ_) - DAl/q(z> kJ_) (90)

wherek | is the transverse momentum of thewith respect to the fragmenting quark momentum. A
measurement dfansverse\ polarization would give a direct measurement of such a newtion:

ANDy1 4y,

PO Az k)~
[V,Z}( J—) DA/u

(91)

9.1.2 Neutral current neutrino processeg—vATX

In analogy to the previous paragraph, the longitudinal jimdgions of the produced baryadB is given
by

do,up—wBJrX _ do,up—wB, X

P[Vv’/}( )_ dovp—vBi X 4 (ogvp—vB_X (92)
and op—BLX _ g p—PB_X
do do
Pyp(B) = do?p— B+ X | Jovp—vB-X (93)
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For the numerator and denommatorBﬁp ) and Py.5) (B) separately, one obtains, for a
generic spin staté of the proton C' = sin? Oy /3):

N[(Ii),}(B) - Zj{[(uj S (1— 921602 - (u )(_’(1—40)2} ADpy,,
+ (@) (1= )* 46 = (@) (1 - 20)°] ADpy,
+ (@) (1= (1= 40)? = (@) 16 C?] ADp,
+ (@) 1=y (1-20) - (4) 4C°| ADp g } (94)

D B) = ¥, {[@)® (1 -1)?16C* + () (1 - 4C)?] Dy,
+ [(@) (1= y2ac?+ (@) (1-20)%| Dy,
+ (@) (1= (1= 4C)* + @) 16€2| Dy,
)

(@) (1 —9)? (1 —20)° + (@) 4C*] Dy g, } (95)
and
NeyB) = 3 {1667 = (u))® (1 = )2 (1 = 4C)?| ADpy,,
+ [ (d; )<5>402 (d) (1= 9)> (1 =2C)?| ADpyy,
+ @) (1407 - (@) (1 - 4)* 16C°| ADgys,
+ @) (1 —202 @) (1 -y 402 ADy ) (96)

D) (B) = Zj{m“) 1602 + (u)) ¥ (1 - y)* (1 - 4C)?] Dy,
+ (@) 4¢2 + (@)F (1= )2 (1 = 2C)?| Dy,
+ @) (1—40)? + (@) (1 - 9)*16 C?| Dy,
+ @) (1 =20 + (@) (1= )*4C?| Dy .} - (97)
In the case ofA (or any baryon, rather than antibaryon) production, a sngxpression for its

longitudinal polarizationP can be obtained by neglecting the antiquark contributiams the terms
proportional tasin® y. For longitudinally polarized protons in this approxinmative have

P(i) (A) ~ _Zj {(uj)]F (1 B SC)ADA/“J' + (dj)JF (1 - 4C)ADA/dj}
> {(uj)jF (1 =8C)Dpju; + (dj)5 (1 = 4C)DA/dj}

[v:v]

: (98)

whereas for unpolarized protons, wheteis replaced by;/2, we obtain

- Y {uj (1—8C)AD,,, +d; (1 - 4C)ADA/dj} | )

(0)
P
2 {uj (1=8C)Dnsy; +dj (1 - 4C)DA/dj}

[v:v]

9.1.3 Present knowledge dnfragmentation functions and numerical results

The study ofA polarization gives direct access to new fragmentationtfans of quarks inta\; it is thus
worth looking at the present knowledge of these function# inpolarized and polarized.
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UnpolarizedA fragmentation functions are determined by fittinfge~— A + A + X experimental
data, which are sensitive only to singlet combinations asttD, /, + D, 4)- Itis therefore impossible
to separate the fragmentation functions relativd®from those forA’s in a model-independent way.
Furthermore, flavour separation is not possible withoutrgmpate initial assumptions. For example,
one can assumg&U (3) flavour symmetry, as in Ref_[163]; this leads to the simplerapimation

Dpju=Dpja = Dpss = Dijg = Dijqg= Diys- (100)

Other parameterizations rely on different assumptions:irfstance,SU (3) flavour andSU (6) spin-
flavour symmetry breakings lead in Ref. 1681/, s > Dy, = Dy 4, and in Ref. [178] taD, /5 >
Dy = Dy ya-

Other examples could be given, but at this stage much madngeit data are greatly needed for
the determination ol fragmentation functions.

For polarized A fragmentation functions the situation is also problematrt fact, polarizedA
fragmentation functions are obtained by fittihgoolarization at LEP, that is only sensitive to non-singlet
combinations such 8Dy, — ADy /g = ADX%. In this case we have direct information on the va-
lence contributions to the polarizet fragmentation function, and the sea contributions are rgeee
through evolution, for each flavour, starting from a giveiiah scale. It is therefore possible to de-
termine polarized fragmentation functions fbrand A separately. Unfortunately, flavour separation is
very difficult in the polarized case, because experimera#h durrently available cannot even discern
between remarkably different input models adopted for #ience contributions: for example, the ratios
Cy(z) = ADy 4(2)/ Dy /q(2) range from values such & = 1, C,, = Cy = 0 in the non-relativistic
quark model toC, = 0.6, C,, = Cy; = —0.2 in Ref. [I74%], toCs, = C, = Cq = 2* in one of the
scenarios of Ref[[163]. The parameterizations of sea amshgiragmentations have to be guessed by
mere assumptions.

The most consistent and model-independent fragmentatioctibns that can be derived from
ete™ data arg(Dy g + D,—\/q) and, separatelyhD, /, andAD/—Vq. These do not allow a computation

of P(A) andP(A). The lack of knowledge of unpolarized fragmentation fumasi for separatd and A
could be partially overcome by introducing new measurabkengjties:

oo do(AT) —do(AT) 1
Pr(A) = do(A +A) _1+TPM% (101)
PAA) = do(AT) — do (A7) T P(A), (102)

do(A+A) 14T
whereT = do(A)/do(A). These two quantities can be computed using the singletlamiped frag-

mentation functions, and they are simply related®(@\ ) and P(A) through the factof’, which can be
measured; notice that one always #s< P. In Fig.@ we show, as an example, the expected values of
P*(A) and P*(A) obtained for typical kinematical values of the planneBactory experiments, adopt-
ing two different sets of fragmentation functions from R@63]. Note that, in the chosen kinematical

region, one expects < 1 at largez so thatP*(A) ~ P(A), while P(A) could be sensibly larger than

P*(A) and in fact comparable in size wifA(A).

Let us finally emphasize the impact that neutrino semi-isieckiDIS (SIDIS) data would have on
our knowledge of both nucleon distribution functions ahdragmentation functions. Once theand
A polarizations in neutrino and antineutrino SIDIS off a pided target will be measured, a carefully
combined study of equations likg 84), {85),](84),] (89)])(4BI) would not only allow the extraction
of new information about polarized and unpolarizeéénd A fragmentation functions, but also a cross
check of our knowledge on nucleon polarized distributiomctions. This combined program would offer
an invaluable insight in the internal spin structure of loadrin terms of their elementary constituents.
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Fig. 30: P*(A) (left) and P* (A) (right) for the process, p—u~ AT X as a function of, as predicted by using scenarios 2
and 3 for the polarized, A fragmentation functions of Rem63]. Results for unpiaed (solid) and longitudinally polarized
(A = +: dashed;\ = —: dot-dashed) proton target are shown. Kinematical caoititypical for thev-Factory have been
consideredE, = 30 GeV,0.01 < z < 0.7, 1 Ge\? < Q? < 100 GeV?, W? > 4 Ge\~,

9.2 Models for A polarization in the target fragmentation region

To describe thé\ polarization in the TFR one has to model the fracture fumgtimmely the probability
of finding a partong in the target nucleon and a final hadron with given momentuch@oiarization.
This problem was addressed in only few models, which we disbelow.

9.2.1 SU(6) Quark—diquark model

Longitudinal polarization of\’s produced in DIS was first considered ih_[[L75]. After kiakiout a
left-handedu or d quark from an unpolarized nucleon, we have the followingtre¢ probabilities for
the polarization states of the remnant diquark:

1
vp: pod = %[2(uu)10+4(uu)1_1]

1
vn: no dl = %[9(’&(1)00 + (ud)10 + 2(ud)1_1]

vp: poul = 3—16[9(1“1)00 + (ud)10 + 2(ud)1-1] (103)

1
n: no ’LLT = %[2(dd)10 + 4(dd)1_1],

where, for example(uu);o denotes awu-diquark with total spinS = 1 and spin projectiorS, = 0.

It is assumed that during recombination with the unpolarizequarks the diquark does not changes
its polarization. Since in the naive quark model (NQM) théapaation of A’s is equal to thes-quark
polarization, theA's that are directly produced will be unpolarized. Howewhe final state\'s may
also be produced indirectly via electromagnetic decaybbr strong decay oE*'s. In both cases, the
non-strange diquark changes its spin from 1 to 0, while tfenge quark retains its polarizatiof [169].
Using theSU (6) wave functions of octet and decuplet baryons, we obtainh@Atpolarization:

PP = P{"~ 055 (104)
P{" = PP~ —0.05, (105)
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yielding, for an isoscalar target,

pyrtn) — prietn) g 30, (106)

9.2.2 Meson-cloud model

Some non-perturbative features of the nucleon structureh as the deviation from the QCD-parton-
model-inspired Gottfried sum rule, can be explained in thenework of the meson-cloud model. The
pion-cloud model provides a natural explanation of thepsosymmetry breaking in the unpolarized
proton sea. In the case of polarized DIS, the scattering erativestA K andY. K component of the
nucleon wave function provides a possible mechanism lgadima violation of the Ellis—Jaffe sum rule.
The polarization of\’s produced in the TFR in this model has been consideref i@][17appears that
A polarization is almost 100% anticorrelated with the tap@arization. It is thus expected to be 0 for
an unpolarized target.

9.2.3 Polarized-intrinsic-strangeness model

The polarized-intrinsic-strangeness model (for a revime, [17]7]) qualitatively reproduces experimental
features of the production inpN annihilation. The model is based on the following major obatons.
First, the fact that the masses of pseudoscalar mesons allensth respect to the typical hadronic scale
can be attributed to the existence of effective strong etttna in theJ”¢ = 0=+ channel. Secondly,
from phenomenological analyses of the quark condensatdseiframework of QCD sum rules, it is
known that the vacuum density of strange—antistrange queirk is comparable to the densitywhnd

d quarks. It is natural to assume that the polarized constitgaark can contain ags pair with the
vacuum quantum numbers corresponding g state. Hence, in the polarized nucleon, the spig of
will be antiparallel to the valence quark spi#,(3) = —1/2 for S,(q,) = 1/2. In Ref. [L6]] there was
considered the case (in the following referred taAgsof an angular momentum projection of the
pair L,(ss) = +1 (S,(s8s) = —1). In this case any quark in the target fragment should hawegative
longitudinal polarization, so that the longitudinalpolarization should also beegative see Fig[ 31.

V]
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/

Fig. 31: Dominant diagram fok production in the target fragmentation region due to thé&tedag on a valence-quark. Each
small arrow represents the longitudinal polarization ef¢tbrresponding particle.

In the quark—parton model of deep inelastior 7 scattering, the net longitudinal polarizatié
of the remnant quark is given by

_ Zq quNq - ZQCSQNQ
Ny + Ng ’

P, (107)
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whereN, (Ng) is the total number of events in which a quark (antiquarlgtiack, and’ , is the spin-
correlation coefficient. The antiquarks contribute withegative sign because their CC weak interactions
are right-handed. The findl polarizationPy = D Ps, whereDp is a dilution factor that describes the
spin transfer during hadronization.

Let us consider also the scenaiyy where both projections..(5s) = +1 and L,(ss) = 0 of
the ss-pair angular momentum contribute with equal probabditié..(ss) = 0 means neglecting the
transverse motion of thes pair [178].

The correlation of the remnagtquark polarization with that of any other struck sea quatk,(#
5) depends on whether they come from the same parent comstijuark. If they do, which might be the
dominant case, then a strong spin-correlation is expecteskd). Otherwise, the correlation should be
reduced (casb). Then for the spin-correlation coefficients we have

A quval = —1, ng =1
1 1
B : Cqual = _57 ng = g
Aa: C,... =1, (108)
Ba: CS(]sea = %7
Ab.Bb:C,,.. =0.

The results for the remnantquark polarization and the predictions of NQM are presimethe Ta-
ble [10 together with the measuréd polarization. The data on longitudindl polarization from the

Table 10:A polarization in the TFR of (anti)neutrino SIDIS. Model pigttbns in boldface lie withint1c of the experimental
data.

‘ Experiment (Reaction) H Data ‘ Aa ‘ Ab ‘ Ba ‘ Bb ‘ NQM ‘
WA21 [I553] (v, — p) -0.29+0.18 | -0.51| -0.75| -0.22 | -0.25 | -0.55
WA21 [[55] @, — p) -0.38+0.18 | -0.85| -0.92| -0.30| -0.31| 0.03
WAS9 [L56] @, — Ne) -0.63+£0.13| -0.82 | -0.91| -0.29| -0.30 | -0.30
E632 [157] ¢, — Ne) -0.43+0.20| -0.70| -0.84| -0.27 | -0.27 | -0.30
NOMAD [[5§] (v, — C) | -0.21+0.04| -0.59| -0.80| -0.24| -0.27 | -0.30
NOMAD [[5§] (v, — “p”) || -0.29+ 0.06 | -0.54 | -0.77 | -0.23 | -0.26 | -0.55

NOMAD [159] (v, — “n”) || -0.16+ 0.05| -0.61 | -0.81| -0.25 | -0.27 | 0.03

NOMAD experiment [158] have the best statistical accuracy] we will base the conclusions mainly
on comparisons with these data. As one can see from Tgble 10:

e the predictions of NQM are not so different from the NOMAD alain the isoscalar (mainly
carbon) target, but contradict the NOMADandn and the WA21 data;

¢ the meson-cloud model predicts zero polarization and isinradiction with all data;

¢ the best description of the NOMAD data is achieved in the ni#d-intrinsic-strangeness model
with scenarioBBa andBb, provided thatDr = 1. The remnank-quark polarization is higher in
absolute value for th&a andAb scenarios. If one allows a large depolarization during tiaida-
tion, Dr ~ 0.4-0.5, then the scenarioda andAb can also provide a fair description of all data.
It is possible to distinguish between scenaroandB of the last model by measuring thepolarization
in the TFR of the neutrino SIDIS. One should expect that~ P, in caseA and Py ~ 3P, in caseB.

The models predict different polarizations for intringicands-quark sea:

57



NQM: As = As = 0;
meson-cloud mode[[26ks ~ 0, As < 0;
intrinsic-strangeness-modal As ~ As < 0;
intrinsic-strangeness-modBt As ~ 1/3; As < 0;
In principle, these predictions can be independently debie measuring the asymmetries of strange-
particle production in the current fragmentation regiorstdIS or of (anti)neutrino DIS on a polarized
target.

One could try to improve the naive quark model by taking intecant theSU(6) symmetry
breaking as it was done if [168]. In the meson-cloud modelaameexpect that the contributions from
higher possible fluctuations with vector meden* A will lead to non-zera\ polarization. However, the

estimates of ref[[26] show that the relative probabilitythi state is small with respect #§ A (less
than 10%). Moreover they predict a positively-correlateguark spin in a polarized proton.

9.3 Discussion

The study ofA polarization in the CFR allows us to understand the spirsfearfrom the quarks to the
A. Due to the natural helicity and flavour selection of newtraouplings, we can precisely single out
specific quark contributions: this information cannot béaoted from the usual lepton-initiated DIS.
The information on polarized and unpolarized fragmentafimctions intoA which is available from
LEP data is scarce and uncertain; also data from NOMAD ardrdan being decisive in fixing the
features of quark-spin transfer. Tha~actory data will induce a big improvement in our underdiag

of fragmentation processes.

In the target fragmentation region, one can study a new phenon, namely, the polarization
transfer from the lepton to the final hadron. The models dised here are the first attempts to describe
this effect. The different models of spin transfer from agpaled quark to a polarized are able to
describe the existing LEP data but give different predigifor (anti)neutrino DIS (see, for example,
[L64,[I79] and[[179] where comparison with NOMAD data arespreeed).

Finally, we would like to mention that the best existing dateA polarization, which come from
the NOMAD experiment, are based on the analysis of about oliemDIS events. The statistics at the
v-Factory is expected to be a hundred times higher, thus girayiten times better statistical accuracy.
This will provide a more detailed study of the polarization dependence on kinematic variables and
allow better comparisons with different model predictions

10 SEARCHES FOR NEW PHYSICS

We now review briefly some prospects in searching for new iphyssing the intense beams from a
neutrino factory.

10.1 A search forZ’ in muon—neutrino-associated charm production

In many extensions of the SM the presence of an extra neutsalnyZ’, is invoked. A precision study
of weak NC-exchange processes involving only second-géinarfermions is still missing. A search for
Z' in muon-neutrino-associated charm production has rgckatin proposed [IB0]. This process only
involves Z’ couplings with fermions from the second generation. It tenesting because an exotit
with stronger coupling to thé; = 1/2 component of weak isospin doublets could still give medsara
effects at neutrino factories, unlike LHC experiments, chhare only sensitive to th&’ coupling to
charged leptonsi§ = —1/2).

We briefly review the method and the application to neutramidries using aileal detector For
a detailed discussion of this method, see Ref][180].
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10.1.1 The process

At Q*> < M2 the NC effective Lagrangian ruling the associated charndyartion induced by, and
including the new physics term is given Hy [180]

£ = 2 m (1= ) e v () — el (109)
where
M2
ev(c) = en(u)+er(u)+ <M2Z> (e + 1r)
Z/
M?2 M?2
= ev(u)+ (M%Z> nv =1+ <M§Z> 96] ev(u) (110)

ealc) = ep(u) —er(u)+ (M% ) (nL — nr)

2
1+ (;‘g) y] eau) (111)

and the parametensandy give the departure of the couplings from SM predictions.
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10.1.2 Description of the method

The peculiar topology of the associated charm productiom, iNC interactions is exploited: two
charmed hadrons in the final state. Consequently, therecapgher physical processes that may mimic
it. Experimentally we are sensitive to the ratio

R =k (112)

which can be written as the product

oNO(2°+ 7)) olC(2%)
oNC(20) 5CC

R= =rxf (113)
wheres ¢ (Z°) is the cross section of the associated charm-productiarepsany,, interactions in the
absence of th&’ boson,cX¢ (Z° + Z') includes the contribution of the new neutral boson, afff is
thev,, DIS CC cross section.

From Eq. [1IB) it is clear that the relevant information abthe 2’ comes from the ratio,
which is unity in absence of th&’. In the following we assume & GeV mono-energetic,, beam.
Under this assumption, by using the HERWIG simulation paogto compute the the ratip, we get
f=(1.2540.01) x 1074

If we parameterize the ratioin terms of ther, y and M 2, variables defined in Sectign 10]1.1, the
most general expression we obtain is:

5 500 \ 2 500 \ 5 5
r(z,y, Mz) =1+ My (Ary + Bix) + My (A2y” + Box™ + Crzy). (114)

Fitting the data from the calculation with the previous fiioie, we obtain the following values of the
coefficients:4; = 0.1, A; = 0.003, B; = 0.02, By = 0.0007 andC; = —0.0002. The fit is valid in the
[—30, 30] range for bothr andy variables. Figur§ 32 shows the fitted functiofor M, = 500 GeV/C.
The number of observed evenf$g, can be written as

13 The results achievable with a real neutrino spectrum of nezmgy(E, ) are rather well reproduced by using a simple
mono-energetic beam with energy equa(f,).
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Fig. 32: The ratior is plotted by assuming/z = 500 GeV /c?.

Ng=Ng- 5 .p, (115)
€B
where N, is the number of observed events without theeffect, cg andep are the reconstruction
efficiencies for the events with and withoutZ4, respectively.

10.1.3 Measurement accuracy

Once the charmed particles have been tagged/ tiedfect would show up as an excess/defect of doubly
charmed events in NC interactions. From Hg. [114) we caneatigat for ‘large’ Z’ couplings, i.ex
andy > 20, we can get an enhancement of the associated charm pradoétout a factor 7. On the
other hand, if we do not observe any excess/defect, we caa lpuit on thex andy parameters. As
an example we report in Fif).]33 the sensitivity plot at 95%.@ok thez andy variables at\/ = 500
GeV/c?. Different systematic errors are assumed from 1% to 50%.

The allowed region of parameters is obtained from the foamul

g g g
1-1.96- — < = .9 <1+41.96- — , (116)
NCE €B NCE
whereo is defined as
0= (Egtat + Egyst) (117)

and includes the error on the event counting from both as$itzdl and systematics sources. The factor
1.96 takes into account the required confidence level.

In Fig.[33, for each plot, the two lines bound the region ofplimg parameters where no significant
excess/defect of associated charm-production eventsnisifdn other words, an observation of a number
of charm pair events in agreement with SM predictions exadutie regions outside the band. For each
plot shown in Fig[33, we report in Tabje]11 ther and Ay values, respectively the bandwidthiat=
—30 andz = —30. We assume that0” CC interactions are collected at theFactory. Figurd 33 shows
the comparison between the sensitivity achievable witlsgreexperimentd (say CHORUS) and the

1such a measurement could also be exploited by the NuTeV iexget; which recently measured NC charm production in
v,—Fe scatterin@l].
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H Scenario| Present experimendSV-Factory H

€ Ax Ay Ax | Ay
0.01 12.0 5.5 25|15
0.10 12.5 6.0 35|20
0.25 14.0 6.5 6.5 | 3.0
0.50 18.0 8.0 13.0| 55

Table 11: Band widths at = —30 andy = —30 for all the sensitivity plots shown in Fid:ls% indicates the systematic
uncertainty.

one obtainable at a-Factory. At av-Factory the systematic uncertainties would play an ingrtrtole
if they are larger than about 10%, while the statistics idélaeling contribution for present experiments.

Present experiments Neutrino factory
> 5 > > >
20 £=0.0] 20 £=0.10 20 £=0.0 20 £=0.10
0E 0E 0 0
-20 /w -20 /—j -20 /w -20 /—j
1 1 1 1
-30 0 30 -30 0 30 -30 0 30 -30 0 30
X X X X
> 5 > > >
20 £=0.25 20 £ =050 20 £=0.25 20 £=0.50
0E 0 f\ 0E 0EF
-20 /w -20 /w /) -20 ﬁ -20 /—j
1 1 1 1
-30 0 30 -30 0 30 -30 0 30 -30 0 30
X X X X

Fig. 33: The sensitivity plots for the andy variables at\/;, = 500 GeV/c? are showne indicates the systematic
error. 107 CC interactions are assumed to be collected:afactory (right plot). The sensitivity achievable with
present experiments is also considered (left plot).

10.2 Bounds on 4-fermion operators from a/-Factory

Many types of Beyond-the-Standard-Model (BSM) physicseapmt energy scales above that of the
neutrino-scattering process, so their tree-level effat@y-Factory can be parametrized by 4-fermion
operators. These can contribute in fii€ decay, or in the scattering in the detector. All new physics
induced by scalars or vectors can be written, via Fierz foamstions, agV + A)(V — A) vertices,
which we normalize as:

bevv (J. ~ aidilv g =
st (0" Pe)(0vaPrv),  npp (@7 Pdy)(tyaPrv) (118)

whereP = P;, = (1 —v5)/2 0or P = Pr = (1 + v5)/2, and/ is a charged lepton. Neutrinos without
index can be of any flavour. We assume that the strongestimeutteractions are SM weak, so that the
neutrino-flavour basis makes sense perturbatively (sefL&%]).

Bounds on a variety of extensions of the SM from neutrinotsdag were reviewed in [183];
a brief update can be found i J142]. New physics in neutricattering that cannot be parametrized
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by 4-fermion operators has recently been discusseld in [3Jatalogue of old constraints on 4-fermion
operators can be found in Reff. J1L83] (many models) [tBptoquarks and bileptons)—more up-
to-date bounds are reviewed jn []18%1'6) and many other recent papers. Constrainttnfrom a
neutrino factory were studied in the previous section, amahds onR-parity-violating couplings from
neutrino scattering have been discussed in|[186].

A v-Factory can improve bounds on 4-fermion operators inmgivieutrinos by many orders of
magnitude. However, since neutrinos are weakly interggtime resulting bounds are generically weaker
than bounds on 4-fermion operators involving charged leptather than neutrinos. For instance, new
physics that can contribute both to lepton-flavour violatio neutrino scattering and o — ey will be
more strongly constrained (or more readily detected) i ey than in neutrino scattering, as can be
seen from the bounds on lepton-flavour violation discussdld Report of the Stopped-Muon Working
Group [18F]. It could nonetheless be interesting to lookB&M physics in neutrino scattering at the
near detector of a neutrino factory.

First of all, any observed lepton-flavour violation must h&edo something other than oscilla-
tions. Neutrinos are in fact produced only a few hundred eseétway from the detector, and have no
time to oscillate, given the current determinations of thigimg parameters. New physics that can be
parametrized by 4-fermion operators can then be distihgdigrom oscillations.

Secondly, there is BSM physics that can indueé/ 4-fermion operators, without inducingg¢/¢
operator§] (¢ is a charged lepton.) For quarks, BSM physics (e.g. EQ,that induces/qq also
induces//qq, so we do not discuss operators involving quarks. Theredcoahetheless be interest-
ing limits on flavour-changing vertices involving charm dks from neutrino scattering off nucleons,
because rar®-meson decays are poorly measured.

As explained above, we only consider the case of flavour timianduced in the muon decay.
Since we do not carry out a complete simulation of the evdesrave shall assume that the kinematics
of the muon decay induced by the first vertex in q.}(118) isstraeas for the SM(V — A)(V — A)
current. We shall then parameterize the muon-decay rate@utby the verte (1]18) as:

pev;v; 2
> pL - _ [ Aevivi2 _
r ev;v;) = T'sum evel,,) = r evel 119
(w— ]) (2\/§GF> sm(p — u) [GPL "Tsm(p — u) ( )
and will assume the neutrino beam shapes induced by thesed®@8&8¥s to be approximated by the SM
one.

The new physics signal that we explore is given by a finakstair by a wrong-sign muon (WSM;
e.g. au™ produced in the detector by a neutrino beam produced-imlecay). These signals do not
suffer from any irreducible physics background. Sorsecan be produced in the decays of charmed
mesons produced by SM CC interactions, but in principlegt@&nts will also contain an electron or
muon from the CC vertex. Thedecays from charm produced in NC neutrino interactions peavetoed
by identifying the second charm in the event. Similar coasitions apply to events with WSMs. As a
consequence, a meaningful estimate of the backgroundisates possible without a concrete detector
study. To quantify the discovery potential, we therefongitliourselves to presenting a sensitivity reach
for the detection ofV anomalous events, assuming 100% reconstruction efficiemdize BSM signal.
We assumé0® ve and10® vV scattering interactions per year in the detector due to SNh@Eactions.
Then BSM physics could be detectedviascattering if:

n _ -3
——— =e> VN x 10 120
2V2G R ‘ ( )
and could be detected inV scattering if:
" —es>VNx10* (121)

2V2G

5For example by the exchange of a singlet that couplésity — v;£;).
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Table 12: Flavour changing four fermion vertices involvimgutrinos, which @ factory could set a bound on. Neutrinos with
index: can be of any flavour. The processes listed in parenthesiemttg constrain (at 90 % cl) the coefficients of the four
fermion vertices to be less thanx 2v/2Gr. A neutrino factory could set bounds given in the last coluriihese bounds
assume that all 4-fermion operators other than the comtriaime are absent. Note that there are much stronger bounds on
2;0;0,,¢, vertices than the quoted bounds@#; 7y ;.

Vertex Current limits v-Factory limit
(Ey*Pre) (77 PrLvi) | le| < 0.06 (v oscillations)| 3 x 1074
(1Y Pre)(ryaPrvi) | el < 0.03(GL(92R)) 3x 1074
(Y Pre)(uvaPrvs) | el < 0.1 (1 — every) 3x 1074
(A7 Pre)(muyaPrvi) | el < 0.03 (Gu(ghz)) 3x 107
(17* Pre)(PivaPryr) | el < 0.03(GL(92r)) 3x 107
(i Pre)(ivaPrvr) le] <0.2(G) 3x 1071

Notice that while the reach is lower witre scattering, the detector backgrounds could be much smaller
and any future detailed study will have to consider the fnilgtsi offered by this channel. The results we
present here are obtained assuming the event ratesffdscattering.

We list in Table[IR the lepton-flavour-violating 4-fermiopesators on which & factory could
set better bounds than are available now. In the first columerijst iev vertices of different chirality.
This is a useful way of listing 4-fermion vertices because iew physics that generates them could
depend on fermion chirality. In the second column are thé &eailable limits yet on the operators,
and the processes from which the bounds come. In the lasinoohre the limits that a-Factory
could set, assuming a 10 event sensitivily & 10 in Egs.[12D and I21). Horizontal lines in the last
column separate operators that are distinguishableraFactory because they induce different final-
state particles in the detector; polarized muons would heired to distinguish between LL and RL
couplings. Similarly, horizontal lines in the second colugeparate operators that are distinguishable in
present experiments (where the flavour of the outgoing mastis often not detected).

11 CONCLUSIONS

This work documents our assessment of the physics poterftidédtectors placed at the front-end of
a high-current muon storage ring. In most of the cases piedewe tried to evaluate in quantitative
terms the ultimate accuracies that can be reached, giveavéilable statistics and given the theoretical
knowledge available today.

In the case of determinations of the partonic densitiesehtitleon, we proved that theFactory
could significantly improve the already good knowledge weehtoday. In the unpolarized case, the
knowledge of the valence distributions would improve by ethian one order of magnitude, in the kine-
matical regionz < 0.1, which is best accessible with 50 GeV muon beams. The ind@&idomponents
of the seag, d, s ands), as well as the gluon, would be measured with relative acies in the range of
1-10%, for0.1 < = < 0.6. The high statistics available over a large rang€éfwould furthermore al-
low the accurate determination of higher-twist corredticstrongly reducing the theoretical systematics
that affect the extraction afs from sum rules and global fits.

In the case of polarized densities, we stressed the unigserfether-Factory as a means of
disentangling quark and antiquark distributions, andrtfiest moments in particular. These can be
determined at the level of few per cent for up and down, and fdd%he strange, sufficient to distinguish
between theoretical scenarios, and thus allowing a fulletstdnding of the proton spin structure. A
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potential ability to pin down the shapes of individual flav@omponents with accuracies at the level of
few per cent is limited by the mixing with the polarized gludio identify this possible weakness of the
v-Factory polarized-target programme, it was crucial tdgrer our analysis at the NLO; we showed in
fact that any study based on the LO formalism would have tedurh far too optimistic conclusions. This
holds true both in the case of determinations based on gfitband on direct extractions using flavour
tagging in the final state. Our conclusion here is that a fyfll@tation of ther-Factory potential for
polarized measurements of the shapes of individual paraensities requires an a-priori knowledge of
the polarized gluon density. It is hoped that the new infaromeexpected to arise from the forthcoming
set of polarized DIS experiments at CERN, DESY and RHIC wiffise.

The situation is also very bright for measurements of C—eN&nibutions. Here, the first moments
of singlet, triplet and octet axial charges can be measuittdagcuracies which are up to one order of
magnitude better than the current uncertainties. In pdstic the improvement in the determination
of the singlet axial charge would allow a definitive confirfaator refutation of the anomaly scenario
compared to the ‘instanton’ or ‘skyrmion’ scenarios, atsteifithe theoretical uncertainty originating
from the small« extrapolation can be kept under control. The measuremethteobctet axial charge
with a few percent uncertainty will allow a determinationtbé strange contribution to the proton spin
better than 10%, and allow stringent tests of model$©f3) violation when compared to the direct
determination from hyperon decays.

The measurement of two fundamental constants of natureé/ ) andsin? Ay, will be possible
using a variety of techniques. At best the accuracy of thesssnrements will match or slightly improve
the accuracy available today, although the measuremethts:af~actory are subject to different system-
atics and therefore provide an important consistency cbéckrrent data. In the case af (M z), the
dependence of the results on the modeling of higher-twigections both in the structure function fits
and in the GLS sum rule is significantly reduced relative toent measurements, as mentioned above.
In the case ofin? fyy, its determination viae scattering at the-Factory has an uncertainty of approxi-
mately2 x 10~4, dominated by the statistics and the luminosity measureréis error is comparable to
what already known today from EW measurement&frdecays. Compared to these, however, this de-
termination would improve current low-energy extractioasd be subject to totally different systematic
uncertainties. It would also be sensitive to different séesof new-physics contributions. The extrapo-
lation to Q = My is affected, at the same level of uncertainty, by the theaeassumptions used in
the evaluation of the hadronic-loop correctionsyt&@ mixing. The determination via DIS, on the other
hand, is limited by the uncertainties on the heavy-flavoutgpedensities. As shown earlier, these should
be significantly reduced using theFactory data themselves.

In several other areas, the data from th&actory will allow quantitative studies to be made
of phenomena that, so far have only been explored at a mos#itative level. This is the case of
the exclusive production of charmed mesons and baryondirfigdo very large samples, suitable for
precise extractions of branching ratios and decay corsjtamit the study of spin-transfer phenomena,
and of the study of nuclear effects in DIS. While nuclear effecould be bypassed at theFactory
by using hydrogen targets directly, the flavour separatiopantonic densities will require using also
targets containing neutrons. This calls for an accuraterstanding of nuclear effects. The ability to
run with bothH and heavier targets will in turn provide rich data sets Udeiuquantitative studies of
nuclear models. The study df polarization both in the target and in the fragmentatioriomesy will
help clarifying the intriguing problem of spin transfer. Weviewed several of the existing models,
and indicated how semi-inclusive neutrino DIS will allovetidentification of the right ones, as well as
providing input for the measurement of polarized fragmiotafunctions.

Finally, we presented some cases of exploration for physgend the SM using the-Factory
data. Although the neutrino beam energies considered iwotk are well below any reasonable thresh-
old for new physics, the large statistics makes it possibksearch for manifestations of virtual effects.
The exchange of new gauge bosons decoupled from the firstagiemeof quarks and leptons can be
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seen via enhancements of the inclusive charm productienwath a sensitivity well beyond the present
limits. Rare lepton-flavour-violating decays of muons ia ting could be tagged in the DIS final states
through the detection of wrong-sign electrons and muonsf prompt taus. Once again, the sensitivity
at thev-Factory goes well beyond existing limits.

The work presented here has two clear weaknesses, whidht@divo directions for further work.
On one side, a realistic evaluation of the experimentalitbdag of the proposed measurements should
be performed. Concrete detector designs should be propasddhe detector performance should be
evaluated in the light of the statistical and theoreticalaacy reach set by our study. As part of this work,
an optimization of the beam parameters (energy, lengtheobtiaight section, distance of the detector
from the ring) should be performed for each individual phggask. On the other side, we made no any
effort to present a physics case justifying a set of goalgterperformances. Considering that these
results will not be available before at least 10—-15 yeans fnow, some judgement on the merit of these
measurements has to be given. For example, why should weedambw 15 years from now the strange
density of the proton with an accuracy of 1%? How would ounkiedge of fundamental physics, or our
ability to predict new phenomena, improve if we could redib ¢joal? From the measurements listed in
this document, which ones will be the most important at timetivhen the/-Factory will be operating?
We hope that future studies of this new and fascinatingifaailill address this important aspect of the
case for front-end experiments.
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