Electronic Components and Systemsfor the Control of the LHC Machine

Rausch, R.

CERN, 1211 @&neva23, Switzerland
Raymond.Rausch@cern.ch

Abstract

The preent egimaton d the LHC undergourd contol
electronicsgivesatota of 10.400 aatesof which some 4.400
will be connected tdhe machie conrol netwok. Electranic
equipment will behousd unde the cyodats along the
tunnel in the alcoves ard in the galeries paraldl to the
machine tunel.

In the rgular arcsand in he digerdon suppressers areas
the radiation level is expected to be relatively low. But,
despite this low radiation level, radiation tests esuts obtained
in previaus yearsdenondrate thatall electronicequipment
need to be qudified in atest &cility providing anLHC like
radiaon ervironment. The radiaon quaificaion of all
tunnel electronicswill be esential in orde to guaranty a
reliable qperation over the lifetime d the machine.

The obgct of this paperis to give a revew of the various
electronic systemsasthey are phnnel today ard to provide
simulation resilts concernig the raliaon ervironment of the
CERNon-line test &cility used for qualification of electonic
componats and gstems This pape is an updae and an
extenson of the pregnttion made atthe 5" Workshop on
Electonics for LHC Expeimens hed in Showmas, in
September 199 [1].

|. ELECTRONIC SYSTEMS

The urdergiourd electonic systemsplanneal to control the
LHC machhe are beig discussed, devebped ad some
prototypesare ateadybening tested; only a fewfinal decsions
have beettaken atthis sage. e reallts, of the radaton tests
currenty conducted on mary conponeits and ystems are
importart factas that will influence the final decisims. The
radiation test esuts will impact o the type of electonic to be
used andon its final position ether in the tunnel or in a
protected area. We aleads know that intelligent sersor
interfacesare radation sersitive ard that simpified fieldbus
interfaces will lave to be prefered Theserestts will have a
direct consequence on the rumber of cebles that will be
required © comect tumel equipnent to itscontoller located
in the clogg alcove.

In the following subsecions the varbus undeground
electronic gstems are briefly a@scribed aml the curent
options taken are preened. The final solution mgy be
different once the radiation test esuts will have beentaken

) into accounbr in the cag of adifferent techntal proposal.

A. Beam Instrumentation

Six yearsbeforethe sheduled conmissioning of the LHC
a canplete list d beam instruments hes been estaltished,
giving a detiled oveview of the basc reqiremens and
specifications of all beam insumentation foreeen for the
transfer lines am for the main rings [2].

Around the LHC ring aad wndeneah the super-
conductirg dipolesthe anmal radiationdose will be adow as
1 Gy. Thisis due b the extremly effective beam halo
cleaningsystem necesary to prevent mgnet qienches Fa
Beam ingrumentation that meanthe front-end electonics
can be preadaraund te circunmference,avoiding long ard
expeng/e cables

For distributed nonitors like Beam Position (BPM) and
BeamLoss (BLM) data collection will be donehtough 240
Beam Insrumentation (B) crateslocated uder the middle
cryodat of eachalternate half-cell, @0mfrom the manitors

The beam postion informaion generadd by he 98
BPMs will be pre-procesed in these 240 B crates Each crate
will be connected tdhree networksan Ethenet segment,a
Beam Synchrorous Timing (BST) and a WrldHAP fieldbus
dedicaied to bean instrumenaton. Evey 100ms the BPM
realtime information will be ser to the ceniral cantrol room
via the WorldFIP and ahigh-speed tangnission chamel for
compuaton [3].

In a previous layout, the beam loss informaion was
intendedto be pe-pocesed in thee 24 Bl crakes But, in
order b ensire te cloees posible couping betveen the
beamloss system and the bearnmterlock system, it hasbeen
decdedrecently to house both systemstogeter in eah of the
16 atovesard atthe botom of the 8pits. Thisimplies nowto
carry the BLM signals via osme 120 alditional céles into
each alcove ahpit.

In addition to the BLM ard BPM systens, which are
distributed all arond themachine thereis more specialid
beam instrumentation required Most o this specialised Bl
equipment will be locatad in point 4 and at the two beam
injecion areasn point 1 ard 2.

B. Power Converters

The LHC machine will use sane 1700 power converters
of abait 14 different types ranging from 8V/50A for the
closed orbt carecbrs ard up to 12V/12.5A for the main
quadupole creuits [4].
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964 wer cawerters will be housed in the klystron
galleriesand in some aurface buildhgs while 73 powe
converterswill beinstalledunder thecryogatsin the mabine
tunnel andwill be aubject to rdiations

An unprecedentedprecison of alout Ippm Ef 13kA) in
tems o resdution, stablity ard reproducibility is required.
This repregns an improvement over current practce of
apprimately a facbr of ten. In adlition, he very large
elecrical time consants preened by super-coxducing
magnes, cowled with the need b remove dynamic errors
requred a new agproad. In order to meetthis chalenge a
numberof gudiesard practical tets have takemplaceove the
lag few yearsaimed at preing that sich an ncreasd
perfomance carbe dtained reliaby [5,6].

The drategy toobtain sich imgovement is

e Employ digital
anabgue metods

regulation methods rather than

e Apply digital carecionsof known erors.

e Emply realtime feedbak mechaisms (both
magneitc andbeam redted).

e Incorporate insitu calibration techiques.

The aim of the orgoing devebpmentis to improve al-
rourd peformance ofthe power corverter system by usng
closed bop ontrol in the caverer and al over the machne,
by enhacing the renote contol and dagrostic aswell asthe
reliability . Measuwemerts with a precisim of a few ppm to
13KA reyuire the inprovement ofthe overallaccuacy of the
DCCTs and he ADCs. The pover pats of the convaters
have an qualy dgringet perfamance requirement ard
development in this area is @ing on as well.

C. Real-Time Control

Real-time control is neededfor the LHC becaus of the
non-reproducibility of magnet field erors, of the demanding
beam parameter limits and of a very low tolerance of the
machne tobeam losses.

A realtime systemhas a @teministic behaviour but does
not necesxrily have b be fas. In the cas d LHC we neeca
bourded repons time fo repetition ratesof about 1 Hz
(max. 10 Hz for same systams).

The realtime catrol of the 1700 power mnveters will
use boh bean related (BPMs) and maneic paraneers as
well as anultra-sure sitewide timing for synchronisatian and
time gampng.

Three keyissues for power corverter catrol areto be
consdered: ramps, trims and real-timecontrol. The ramp
providesa g/nchranous change i current in most magnes,
the rim is a gnchraous adjustment in curent in a small
groyp of magnes ard the realtime ntol insures a
coninuaus adjustment in curent in any ©mbinaton of
magnes [7].

The real-time ystem architecture icomposd of three
layers: the cerral sewer, the cgateway and the dgital
contoller ard ako of two netvorks: the WorldHP fieldbus
and he LHC RT network [8].

The ystem architecturet®wsthat the ontroller and the
voltage ®urce ae intimately linked to make a conplete
power cawerer. The anadgue measremens of the curent
are sipplied directly to the cntroller sothat dgital regulation
of curent canbe peformel. Ead digital contoller hastwo
interfaces oneis a ®rial pat for local diagmstics and the
other an mterface to e WorldFIP fieldbus for remote
operaton.

The realtime data path from the top to the bottom canbe
seen asa permanentlyopen data channel capdle of
trangorting one value per digital contoller ard per 10ms
from arealtime t@ level sewer to ead digital controller at
the bottom level. This trarsport chamel must ke guararteedto
havea certin maximum latency for a ceréin prgportion of
the valiessent in a given time peiod.

Realtime data will also flow in the aher direction from
bottom to top. This will include aralogue measuements ard
the satusof the poweicorverter aul its controller.

The fieldbusof choice forthe realtime control and for the
distribution of timing ard synchronisation of all power
converersis the WorldFIP. (See below).

The realtime dita flow implies a cetain performance
from all three layers in the system as well as fom both
networks. The realtime catrol software will be a stadard
function n each power cawverter thus offering a great
flexibility to the LHC cantrol system

D. Magnet Protection System

The magnet protection system continuously monitors the
proper opeation, within their superonducting gate, of he
following supecorducing eemeits: magnes, current leads
and budars[9].

The man funcion of the magnetprotecion system & to
detect the rastive transtions (quenches In the cag of a
quench he piotecion gystem urdertakesthe correponding
actionsinternally to the ystem ty firing heatersard recaoding
signak. It prowkeselsewhere he necesary acions switches
off power converers opensdump switchesabors the bean
throuch the power atort ard beamabort systems It sends
alarmsduring operatio to thecontrol room ard it receives
requets for informaion in test mode ad on-line node[10].

In cag of a quent dekckd, different acions are
envisaged d@endng on the type of the queching maget

- For man dipoles and qualrupoles operaing at abaut
12 kA: to fire quench heatrs power supplies, to fire te cold
by-pas diodesard to acivate dump switchesand resstors

- For quarupoles magnes in the insertion regions the
protecion is achieved with quenchheaers

- In al cagsthe correponding power converiersmug be
immedately switched off.

For scurity reasns the quench detection electmics
provides redurdancy with at lea$ two indepeuent circuits
and,in orderto awid false deecion, validaton sgnak are
needed. Te auench detection electnoics provides the
necesary dgnak to allow remot maonitoring and pog
mortemanalyss from the catrol room. It sendslocal trigge



signak to the heager dischaige aupplies and b the power alort
system located far away.

The hart of the manet protecion gstem & the
Acquisition and Maitoring Contoller (AMC). The AMC
acquiresand soresdat of a list of dgnak. On reques from
the caitrol room it trarsmts data an all signals (time,
anabgue,logic). The AMC synchraisesand tme sampsthe
signals, in case & a quench trigger it locks the data
acquiition (keeps“x” sec of daad and cantinuesto aaquire
“y" sec of dad). On reques it sends snapshots of the preent
values

The AMC's communcaion with the contol room is
implemenéd on WorldFIP fieldbuses and on he contol
netork via A.C bridges

E. Cryogenics System

The supercanductirg magiets will operate in apefluid
helium below 2K.At the surface of eachevenpoint @, 4, 6,
8) there will be one complete ciogenic plarnt comprising the
compresors and the cold boxes for 45K armd 18K
refrigeratos as well as the necesry sorage for gagous
helium and iquid nitrogen[11].

At the level of the undeground cavens there arethe cold
boxes for the 45K ard 18K refrigerators and the
interconneciton baxes to the Qryogenic Distribution Lines
(QRL). Each of he 8 ®cbrs with a length of some 3.3km,
has its own <f-standing cryogent system. The cryogen
provided by a refigeraton plantof 18 kW at4.5 K equivalent
power, is distributed atdifferent temperatres and pessures
via the QR.s to the LHCmagnet crgstats

From the caotrols point of view the cryogent system
repregns some 12000 digital I/O chamelk and 3.000
analogud/O channelsin adlition to theoverall sipevision
of the LHC cryogenic system from the central contol room a
local supervision at eachof the cryogenic plants will be
available for local monitoring, intervertion and maintenance
[12].

As the operation reliahility of eachcryogenic plant is o
utmod importance he local supewision, maitoring and
contol must not depexd on the overal nework backilone
operaton. To provide a cedin degreeof aubnony to eah
cryogaic plantis esential.

The local field network will be basedon Ethernet with the
TCP/IP protocol intercomecing the Progranmabk Logic
Controllers(PLC) located in the wfacecontwol room, in the
undeground carernsard in the alcoves Redurdancy ofthe
field network will be provided based on re-configurable
network hubs. Eachlocal cryogenic control network will be
synchronsed to the CERN wide iming g/stem with a
reslution of 10 milliseconds The sme time reelution is
requred for the g/nchronisation of the field equpment
interfaceswith the contol netwok.

The cry@ents contol system & fully bagd on standad
indudrial hardware ad ftware The PLCs will be from
SCHNEIDER PREMIUM family and the fieldbusswill be of
both Profibus and WorldHP standard. Al conmunicaion
over the local cryogentc field nework and he global site-
wide network will be implemented with TCP/IP protocol.

Accessto realtime information in the supervision layer will

be done with a “client/server” medanism, including
subgcription-bagd acces, like the one povided by the OPC
indugrial gandard.

A test facility for 3 QRL peseies wits has been
implemened at CERN along wth the cryogenic contol
system and amciated insrumentation 13].

For this QRL test &cility, the process atomation has been
basedon PLCs fom the SIEMENS S7family implementing
morethan 30 control loops alarm hardling, interlock ard the
overal proces managementMore than 160 snsors and
acuuabrs are dstributed over 550m on a Rofibus DP/PA
netwvork. Parametrisation, calibraton aad dignogics are
remotely availabe through the Pofibus.

Tenperatuwre sesors, fulfiling the LHC stingent
specificaion requiements, havebeen tudied anddevebped
at CERN. They provile indudrial robugnes in terms of
thermal drift,galvanicprotection,compacipackagng ard cos
to performance ratio. Fuure developmerts will include
Applicaion Specific Integrated Grcuit versons fieldbus
interfacing ard a raliaton lerant redesgn[14].

Conddering the dwverdty, amant ard gedaraphical
distiibution of the instumentation involved this QRL test
facility is a epresetative agroachof the ayogenic controls
for the LHCmachine

F. Vacuum System

In LHC one canidentify three vaaum systems the beam
vacuum for bdi rings (< 10" mbar), the insuation vacwm
for the ayostats anl for the ayolines & 10° mbar) in the cold
state.

Thee three vacum gstems require some 200 sector
valves 500 roughing valves 200 fixed and 40 mobile
pumping groups 800gaugesard 1300 bn pumps

Based on prevbus experence, he ontol of the LHC
vacwm system will use exersively industrial PLCs, tke
Profibusfieldbus anddistributed 10 equipment[15].

For the vacum catrol in eachoctant it isplamed to
install 3 mager R_Cs per atove and @ connectall vaauum
devicesto Profibusfieldbusgs One d the maser A.Cs would
be dedicatedto the catrol and monitoring of the QRL lines
andcryostat vacuum quipmer, the £cord for beamvacwm
equpmentand the third for mabile pumping sations[16].

Dependig on the resllts obiainedfrom ongoing radiation
testson intelligent local cantrollers it may be necessaryto
consder ekctonic equipment to be installed in the alcoves
with the recessityin this caseto draw additional cables to
thes alcoves

G. Radiation Protection & Monitoring

The Radation Protection Monitoring will consist of 150
Inducel Activity Monitors (PMI) with remoe read-ait
located arownd the experments and vhere the highes levels
of radiation are eyected, tpically in the Long Straight
Sectims of the tunnel. Area Manitors (PAX) will be used in
areasaccesible during beamoperatim, sich as countirg



rooms. SpgecialisedMonitors will be installedin specific areas
of the unnelsuch asaround the RF secions[17].

At the major exit points from LHC, a tdal of 18 self
sevice radioactivity monitors (PCM) will be installed to
dekect the level of inducel radioactvity in any equpment
leaving the cantrolled areas. Sesitive Site Monitors (PMS)
will be placedin ard araund the sufacebuildings aswell as
at the top of the pts and ventilation shafts. A total of 77 site
monitors will be needd.

The radiaton protecion and montoring gstem will
enirely use indugria equipmentfor dat collecion, analysis
and commnunicaion over the CERN wide netvorks All the
radiation maitors will be conrected to mdugrial PLCs in a
redundant architectue. Two PLCs will dive a WorldFIP
fieldbusto which the radation mamitors are cmneced. In
cage of failure & one of he PLCs, WorldFIP has the
necessar featue to allow an auomatic control take-over by
the ALC which isin sandby male [18].

H. Other Electronic Systems

In the tnnel a alcovesadlitional electronic gstemsare
foreeen fo ingallation. Thefollowing systems are ot yet
completely defied,optionsareunde discussion or havetill
to be poposd.

The Machine Interlock and Protection System will
be housdin the 16 atovesand 8intersecion points. In these
24 locatians, this system will receie information from the
Beam Los Monitors the Magnet Protectigithe Vacwm and
the Cryogenicsard will, accordirg to predefned caditions
activate a beam dop link.

The Personnel Access System will allow people to
enterinto lected area®f the tumel provided that certain
secuity conditions are met. There will be three secuity
intedock chains: the main secuity chain will stop the beam
local chains will stop specific equipment only and testchains
will provide limited access toa test zoe with particular
secuity conditions.

I. Industrial Systems

For the cortrols of the LHC it is articipated tlat
Programmable Logic Catrollers (PLCs) will be used
extensgvely for most eledronic systems. Industry offers a vast
choiceof PLCs. The PLCs are ugd for the ciryogenics proces
cortrol, the magnet protectiorsystem, for the vacuumsystem,
the powver didgribution, the machine acces system, the
radiation protection, the caling and the ventilation systams.

Recertly PLCs have also beenused for typical accelerator
systens such as beam trarsfer equipmert, beam extraction
systems, bean target electromcs and radiofrequency power
generators.

VME crates ad modules a adhoc assenblies will remain
the beg choice for fast bean ingrumentation ard for special
systems.

In order to limit the dversity of PLC equipment in LHC a
study of the industrial offer has beenmade bya R.C Working

Growp ard a (ERN recanmendation for their use has been
published [19].

Following an official market survey two cortracts have
beensigned with SCHNEIDER (F) ard with SSEEMENS (D)
for the syply of PLCs and fieldbusequpmert.

Indudry offers also a large dversity of input/output
modulesfor analgue anl digital acaisition and ontrol, for
steejing mator control and for sersor interfaces Additionally,
some pecial moduks may have b be developedif they are
not commercially availabe.

The mounting of thee /O modiles is usually done on
rails, conformhg  the DIN gandad, which can be housd
under he dipoles or evan be fixed under he control cabk tray
and cbse b the nors

J. Fieldbuses

Following the reommerdaton d the CERN Fieldbus
Working Group only three types d fieldouses will be usedfor
LHC. Profibusand WorldHP areprefared for the contol of
the machine dr reasns of long distance transmission
camhblity , while CAN is the choice for the experiments [20].

Conceptally Profibusis a Gmmand/Respong fieldbus
like the MIL-15538B that has beenused extensively over the
pag 10 yearsfor the corrol of CERN accelerators

Profibusis anindudrial fieldbus well supporied byalarge
number of manufactuers Many interfacesexist for aralogle
ard digital input/output modues, for <epping motor
cortrollers, for sensors amd actiators. Industrial PLCs of
various performance level are awailable, hey provide all he
necesary Profibus drivers and the dewlopment ®ftware
facilities required are provided by the manufactuers.

WorldFIP is also an indudrial fieldbus well suyppored by
manufacturers but to a less extend than Profibus WorldAP
will be wsed for cortrol applicatiors where tle reattime
performanceis requied, fr the distribution of universl time
or for preci® synchronisation of accelerator edgpment to
machire events

WorldFIP implements a Roduwer/Gnsumer corcept in
which a gngle canmand can be recogiised and exeauted
simultaneoudy by a variable rumber of corsumers This
Producer/Gnsumer corcept, asociated with deteministic
bus abitration, allows WorldFIP to offer realtime control
camhbilities.

One of he mog demauling applicaions of WorldHP is
thereal-time contol of the corectorpower cawverters[7]. In
this application 2.5 Mbit/s WorldFIP transmission will be
usedover a high quality shelded twistedpair calde. Upto 32
nodescan be comeced pe& bus over adisance of500m
without repeagr. Ekctonic repeatrs allow for more nodes
and bnger dstances Broadcas of synchonised timing from
GPS is supported with ajitter of <10 s Each digital
controller catains a WorldFIP chip (called FIP) which
suppors fixed length variables (8-64 byeg, variable length
mesages (1-122 byteg, broadcas amd pont to point
addresing aswell asperiodic ad aperidic transnission.



For this applcation a Ightweight comnunicaion protocol
has been deised to support: the <ecure tansport of
broadcagmulticasg, individual commards and
commandiegonse, as well as remot login to digital
contollers. On every 10 mscycle a4 hyte value is delivered
to each digital cotroller via abroadcat mesage over the
WorldHP containing reaitime carecion dat. Every 10 ms
cycle each digital autroller producesa WorldFIP variable
contining statusinformaion. In addition, he time remaing
in every gcle is avalable for point to point mesages

K. Timing and Synchronisation

A Timing Working Group hasbeen given the mandae to
make a deiled invenbry of the requiremens for timing and

synchronistion for the varias systemsin the accelerator and

to estaltish a cleamphilosagphy for timing asseiatedwith LHC
[21].

Timing andsynchonisation includesdomans such as

1) Beam synchionaus timing for injecion and extracion,
expermens, radio frequeny ard beam mstrumengtion,

2) Cycle iming for synchronisation of settingsfor distributed
machne conponents,

3) Synchronisation of dat aquisition systems for post
mortem analyis after abeam dmp or equipment fault,

4) Timing referencesfor archiving anddat tagging.

The LHC machine egipment reuires precie timing
information A precie univers time refereice (Universal
Time Co-ordinates, UTC)is required to synchronise all CPU
clocks to better thara millisecond. D this pumpos eachof
the 8 LHC acces points plus the central cotrol room ae
equippedwith GPS antennaand receptiorequipment. The
universal time refemece is receied and conditioned in
commercélly avalable VME and AL.C moduksard is localy
distributed to all gstemswhich needtiis time referenc§2?].

From eachintersection point the GPS time ispropagated
both sidesto the adacent alcoves distant of 943 m, via the
Inter-Range Instrumengtion Group (IRIG-B) sandard
trangnission cable.In alcoresthe IRG-B dgnal isavailable
to time-gamp bcal dat acqiisition and ¢ synchionise the
contol of equpment

Time stamping will be used for the magnet querch
protecion system. This system will have over 4000 possible
inputs to the bean dump trigger system. In orderto perform
meanigful pod mortem analysis, al related systems acions
would have to be time stamped. Due to the uniform
distibution of the mgor sysems throughout the LHC
complex, it will be essertial to use the GPS as the unique
source oftime refererce.

Amongd others a Beam $nchronous Timing (BST)
distributionis required by beam mstrumenation equipment to
idertify particle bunches. This BST irformation will be
derived from the 40 MHz bund clock, from the 11 kHz turn
clock andfrom the mackie eventsThe BST information will
be avalable in 24 dations (16 alcovesand 8 IPs) ard is
distributed to all the beam instrumentation cratesinstalledin
the tunnel The BST signal may be a updatd LEP type or
the Timing Trigger aad Control (TTC) system devebped br

LHC physdcs experinens, if deemd suitable for the madine
beaminstrumentation [23].

The overall TTCsystem architectureprovides for the
distribution of synchonaus timing, level-1 trigge, broadcas
and individualy addresed contol sgnak, to electonic
controllers with the appropriate ghase elative to the LHC
bunch $ructure, taking accaint d the different delayslueto
paricle time-of-flight andsignal propagaiton.

L. Communication Networks

In view of the LHC condructon a Gommunicaion
Infragructure Working Growp (CIWG) hasbeen crea in
orderto study the overal communicaion reqiremens. The
CIWG haspreenid the resilts of its invedigation andmade
a recommedation to the LHC Technical Coordination
Committee [24].

The canmunication infrastiucture will cover the needs for
machine beamantrol, detectots contol, trangort of physics
data, teclmical sevices, tamsport of safkty information,
peronnel acces as well as voice, video ad telefones
cabkd and wreless.

Todayoptical fibre s the malia of choice for networking.
Optical wawelength multiplexing utilises tre fibre efficiertly
by inseting many wawelengths on the fibre. In addition, by
adoping afibre optical ring corfiguraton, redunrdancy and
continuity of service can be guaranteedin cag of fibre
damage.

The fibre optic trangort provides fibre and wavelength
managementperformancemonioring axd akrm generan,
aubmaic recovey on the redundantpah in ca® of fault, bit
stream trangarent @tical add/dop, Gigdit Ethernet, fats
point to point linksard mae.

During the LHC condruction peiod fibre gtic trangort
is intended b beinstalled and @eratd on a gcbr by secor
basis. Tothis erd, the eisting fibre optic infrastucture needs
to be ¢renghened n paricular o LHC point 2, 3 ard 4. As
optical fibres ae sewitive to radiation care nust ke taken in
the unnel

IP/Ethernet conectionsare expcted tobe available in all
alcoves pit floors, surface hildings ard the experimenters
counting rooms. IP connections will tie together the
equipment control with the facilities d the cantrol certres br
monitorirg, gorage achival ard operator catrol.

All 1P need for controls can be met with a Giggbit
Ethernet baclbone infragructure mud like te onethat is
depbyed at CERN today. Bit, if it would be decded to
trangort video over IP then the badwidth requrements
would increas sgnificantly.

Fast ad low jitter trarsport of beammeasuemerts to the
control certre will require point to point links for closedloop
beam conbl, with a regrved bandwidth.

During the onstruction, the installation ard
commissianing of equipmenrt will require portable phone ard
data accesin the tunnel;this type of communication will
probaly be mplemened by meas of a kaky feeder gystem.
The site sweillance, egipment control and beam
obervaton need ado a ®ntrolled video tansmission andthe



fire brigade will require a radio communication systemin all
undeground aeas

Il. UNDERGROUNDINSTALL ATION OFELECTRONIC
EQUIPMENT

Electonic equipment will be housed under the ciyostats,
along he tunnel in the atoves in the galeriesparalel to the
machine tunel, klydron galleries and h dedicatedareas
located at the botto of each pit (USk

A. Dipolesand Quadrupoles

Takinginto account the necesary room for accesing the
support jacks and the gace requirel for the cyogat
interconnectia, Y to 13 sandad Eurocratescan be placed
under eale 14,56 m long dipole. A sandardEurocrae hasa
total height of 8U, including a 2U ventilation unit. To
simplif y the installation of sane systens, for exanple in the
ca< of the corectorpower conerters four or five cratesmay
be regoupel into a $ngle bax. The oling air is agpiredfrom
therearside of the cratesit flows through the electroics and
is blown outat the bottom level to the front side ofthe crates
and towards the ransport area d the tunnel. This ventilation
method has been cbsn folowing a themal anaysis of
possible heaing effecs on cryogats and onthe cryogenic
helium feedeidines (QRL) due tothe Beam Instrumentation
crateswhich are expecteto dissipate locally upgo 900 Watts
[25].

B. Control Cables and Fieldbuses

Four cabk trays areforeeenin the LHC tunnel three of
them are fixed on the wall andone & fixed onthe top of the
QRL. Thehighes nearthe celing d the unnelis dedcaed ©
general ervices the ®cord is resrved for power cables the
third will cary all control calles anl the fourth calle tray is
resevedfor the local interconnection calles, irside afull-cell.
This fourth ceble tray isnecesarily interrupted at edt QR
jumper location.

According © the general LHC condruction planning the
QRLs will be amongsthe first systemsto be nstalled and
serviced.In orde to commission these QRLs assoon asthey
are irstalledit will be necessaryto gradually control and to
monitor the vacwm in these QRLsAIl vacwm control and
monitoring cableswill be laid in the tird calle tray ard their
asociated electronic boxesill be fixed urder that chle tray.

A dandard cabhg metodology for Profibus and
WorldHP fieldbuses has been poposed, sandard fieldbus
cables are now available iInCERN dores and a list of
recommeded fieldbus conponents, for both Profibus ard
WorldFIP, hasbeen agregto [26].

If required, electonic ard optceelectronic repeatersfor
fieldbussand networks aswell aselectronic boxesfor other
systemswill be fixed undetthis third cable trg.

C. Alcoves

Around the LHC tunnel there are 16 alcoves (RE12 -
RE88) housng the ekcrical distribuion, a 20 kVA
redurdant non-interruptible power aupply, the cooing and

ventilation installation ard the front-end equipmert for the
variouselectronic gstems mounted ina raw @ racks

As far the radiation level and guipment hadnes permt,
electonic crates will ke installed in the tunel under the
cryodats and electronidboxeswill be fixed alorg the thid
cable tray. Rdiation endtive systems will be housd in
alcoves where the radiation level is low.

Taking into account the pace reuiredfor the electricity
distribution equipment ard for the cooling and ventilation
system only 15 racks (38U-height) reman available for
electronic equiment. F this space would pree to be
insuffi cient it would be posible o put up a rowof dim racks
along he eisting sparaton wall stuated in the middle d the
alcoves

D. Galleriesand USs

In the LHC steight sectims the radiation level precludes
installation of electonic craesin the tunnelitself. Parallel to
the long draight secions on bdh sdes of an intersecion
point, there are galleries (UAs or Uls) which will house these
electronic cratesisclosly asposible to theequipment they
contol.

Electonics that does not requre to be close to its
equipment will be installed in the US areaslocatedon the
bottom of the pdts. In USs ame will find the fibre aptic
terminals linking each pit to the ontrol centre, the
communcaion and nework equpment the fieldbus
controllers of the electronicslocated n the galleries the
timing and lhe synchonisation g/stems

Il. RADIATION QUALIFICATION

Before imstallaton in the LHC tunrel, electroric
conporents and systems rust be wlly tested aml be qalified
for stamling the radiation levels to which they will be
exposed, duing the life of the LHC machine.

The absrbed dose levels have bee calculated ata
distance of 700 mm from the poton beams This is the
distancebetweerthe beamsard the locatio of the electraic
racks unde the ciyodats. The reailts of these calculations
give an amual dose level of the oder d 1 Gy under he
middle dipole of a regulr haf-cell ard of 12 G/ under he
Short Straight Section (SSS)quadrupole. At sich dose lewels,
no mapr radiation-damageprablems are b be expead, ard
desgnersplan b use Commercdl Off The Shelf (COTS)
electronic commnens ard gystems[27, 28].

While the radaton do level is low, significantnumbers
or high enegy neautrons and harons coud be a worse
problem han dses.

As a comsequence aml despte this low level doses,it is
esential to check that OTS equipment oks not contain
radiation sersitive canponents, is rot subjectto Single Event
Upsets (SEU) and b latch-up phenomenon.

A. CERN On-Line Radiation Test Facility

The radiation test fcility has been desciibed at the last
LEB Workshop [1. In view of the year2000 test campagn



the facility has been improved during the last SPS witer
shutdown accalding to the wikiesof the expeimenters

In paricular a zone proteced from raliaton, is now
avaiable for installation d electronic reponde madules
reference guipment, power supplies and ®me measirement
instrumens. This has been posible insde a galery
perpemicular to the preent bean lines Contnuaus
measiremens during this year have $&own that in the
proteced arealte radation do is in the orderof 150times
lower than inlhe active zae.

B. Qualification of the Test Facility

It is essetial to qualify the TCC2radiation test zae and
to check f it providesa radaton environmentsamilar to the
one that will exisin the LHCtunnelduring opeation d the
machine.

The validity of all owr conponent and gstem ests to
radiation dependsenirely on tis qualificaion.

In additin, for a better undstanding ofthe teg reaullts,
experimenterqiea to know theparticle conpostion in this
areatheenegy spectium of the paticles, the geogaphical in-
homogeneity of the radiation level and the reliability of the
alsdute calibration of the radiation measuemernts.

An in-deph sudy of the radation environment of the
TCC2 test area and a compaon with the LHC tunnel
environment have beendone duing this yea 2000 and the
reallts have beempublishedrecently p9].

Basedon the FLUKA simuation program the resuts of
the calculation depndrate that:

- The mtio of the Flence/Dese slows wery little
longitudinal and ralial depadences.

- Theradiation ervironments in the LHC and n the TGC2
experimental area@the sme for paticle fluences> 1 MeV.

- For fluencesabove lhe low enegy cut-offs (e.g. neutons
> 100 keV) the TQC2 hasa higher Neutron/Dose ratio than
the LHC radiation envionment

- As SEUs are caued by halrons > 20 MeV, the TCC2
testareawill provide the sane radiation ervironment as tte
LHC for teging electronics

Theconclsion of the radation smulation gudy is that the
CERNOnRN-Line Radation TestFacility is qualified for the test
of electronic ompments and systems in a radiation
ervironmert similar to the one that will exist in the LHC
tunnelduring operaion.

Ill. CONCLUSION

The definition of the mgjor electonic systens for
undeground installation, in the tunnel, in alcoves and at
bottom of the pts is welladvanced Some systens have to be
finalised ard seweral decisins will depend on the radiation
hardnes of their conponents.

The OnLine Radation Test Facilityis now qualified and
further eperiments on ekctronic compnens and systems
can now poceedwith confidence ad with the insrancethat
the resilts obtained arevalid.
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