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Abstract

Level 1 Detector Frontend
In the acquisition system f@MS, the RDPM is adual- I-i_gf_,:(* ¢|E|I:IEI|J [::“::]

port memory (up to 256Mbytesised to buffeand filter

events. Thehird prototype is currentlynder study and Builder Networks Control
development. Itwill be a PCI board with three PCI I q]ﬂpl::]_l:'l:“::};;_
busses: an input bus teceive datdform the DDU, an 1 -
output bus to sendata tothe computer through a switch Computng Services —

and a control bus (each one with 64-bit @ 33-66MHz to [, 4 § ¢
reachthe 400MB/sdata bandwidth). The board will be cur T

built with FPGA components. This is auvantage to @L Readout Column
reprogramthe board to beflexible and to test different You
events organizations. The third prototypeill be
integrated in the DAQ system demonstrator

1. INTRODUCTION

The future experiments in the High EnerBfysics, as
Compact Muon Solenoid (CMS) at LHC in CERieeds
complex Data AcquisitiorBystem(DAQ) [1]. Multilevel
DAQ systems structuresrequired fast buffer for RU functionaldiagram isshown on Fig.2.The RU has
intermediate storage of data before transferring between tber ports and contains the following basic functional and
levels. Usually as alata buffer is usedfast dual-port structural component®ReadoutUnit Input (RUI) - input
memory, with possibility of collect a big amount ddita, for event (up to4KB) datasize at 100KHz rateReadout
corresponding to the event size. Standard bus interfaceslni Output (RUO) - output for sendindata tothe BDN,;
usedfor designing of modules for such DA&ystem. ReadoutUnit Memory (RUM) -dual-portmemory up to
Most useful busstandardinterface becomes Peripheral512MB size for storing the evewlata andReadoutUnit
Componentinterconnect(PCl)[2]. PCI MezzanineCards Supervisor (RUS). Faghterconnect isusing between all
(PMC)[3] are intended to be used wheskbm, parallel components of the RUAdditional ports for Control and
board mounting is required for host moduleswith the Monitoring are also available on the unit.

logical and electrical layers based on the PCI.

2. CMS DAQ STRUCTURE

Fig.1. CMS DAQ Readout Column Block Diagram

3. READOUT UNIT

3.1 RU Functions and Requirements

- N of FED's 1..8

FED Input bandwidh up to 400M B/s.
Event size 400-4000bytes
Event fragment rate 100 kHz

RCN

2.1 CMS DAQ Readout Column Description

Block diagram ofthe CMS DAQ ReadoutColumn is
shown on Fig.1.The RU is a major part of thReadout
Columnand it is placecbetweenthe Front-end Devices evMb— Ben
(FED) and BuilderData Network (BDN).This unit is

DSN

RU Readout Unit
RUI Readout Input

RUM Readout Menory
RUO Readout Output
RUSRU Supervisor
FED FronEnd Driver

used as an intermediatiata buffer capable of receiving Ouputdalis 04 BDN Builer Data Xt
. Output bandvidth up to 200M B/s uilder Cntr Ne
event data from FED at 400MB#&ndsending athe same BDXN RCN Readout Colr Net

EVM Event Manager

time requesting event data to tBBN at 200MB/s. Event Fig.2. RU Functions and Requirements

organisationaccording tothe Event-ID# isrequired to be
implemented inside th®U. The same functionality and 3.2 RU Block Diagram
structure has the Builder Unit (BU) major part of the Filt

e
Column. ,&II functions of the RUwere possible bydividing the

hardwareimplementation on twdoards calledcRUM and


https://core.ac.uk/display/25282978?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Readout Unit Input Output (RUIO). Thoseslong size
64bit at 33/66MHz PCboards connectetbgether.Block it
diagram ofhardwareimplementation of RU is shown on

Connedor
toRUIO
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3.2.2 RUIO

Fig.3. RU Block Diagram
RUIO board shown on Fig.5. contains the following
In this hardware configuration from each sidetled RUM genera|b|0cks; ThreePCl Bridges (PBR); PCI toLocal
is connected one RUIGoard.All of them are configured pus |0P480 controller; Memory — Flash, SRAM and
via common (host) PCI bus. For internebnnection DIMM; Ethernet Controllerand PCI/PMC connectors.
between the boards we chasso 64bit PCI buprotocol Basic function of the RUIO is toextendthe input and
running at 33/66MHz. Possible configurations for RU armgutput bus of the RUMand provide more flexible control
using only RUM and mixed input/output port with of the RU.ThreePBR isimplemented in FLEX10K200
control port, or using RUM and one only RUIO board.  component. Commercial available interface links board (as
Myrinet, ATM, FC etc.)can be pluggednto PCI/PMC
3.2.1 RUM connectors to connect RU tthe BDN. The firstfive

RUM board is ageneralpart of the RU.ReadoutUnit RUIO boards are produced and tested successfully.

Memory is a PCldual-portmemory with third PCI bus
for control. RUM receive the eventheader(Event-ID#,

word-count, first memory blocknd status)and eventdata comector{T kuto

from the input. Event header tensferred tathe Memory " ey i o ]
Management Unit (MMU) on board ands®redinto the ey vt II ]
sequencemmemory. Eventdata is stored into the data

memory according tothe memory block organisation.

Four PCIBridges (PBR) is using toconnectthe input,

output, control and local bu#nd fast local bus is using

betweenMMU, Memory Controller (MC), PClinterface Conicir

Controllers and PBR. Block diagram ofthe RUM is \

shown on Fig.4.and contains the followinggeneral

blocks: PBR; MMU; MC; PCI Interfaces; Memoripcal

Bus controller (IOP ofFPGA like unit)and PCI/PMC

connectors. For all mentioabove generablocks we are

using fast reprogrammable device@as FLEX10K and Fig.5. RUIO Block Diagram

APEX series fromAltera) andfor the local buscontroller

IOP480 from PLX Corp.Data memory isbased on The IOP480 processor has 32bit 33MHz PCI intexface

Synchronous DIMM moduleswith possibility of and 32bit Local bus running at 60MHzjntegrated

increasing the size up to 512MB. memory SRAM/FLASH/SDRAM controller for up to
256MB of memory, DMA controllers, seriatterface RS-
232 and 120 Ready Messaging Unit. For Ethernet
controller was chosen 2114BCl 10/100Base-T LAN
controller from Intel. The chip supports both 100-Mb/s
and 10-Mb/s dataratesand is optimized for low power
based systems.
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4. FPGA FLEXIBILITY

In order toimplement all functions of the Rlnd its
correspondingparts we decided to use reprogrammable
logic devices a$LEX, APEX etc. This ishasedalso on

our experience from previous versions of the Readout Unit

(RDPM see [4]).Flexible architecture othesedevices is
useful to reprogram and implemediifferent functions and
structures without changing the hardware.

4.1 PCI Bridge

High bandwidth of data transfer from FED to 88BN and
complex control of the RUrequired using commercial
available fast interface protocols @4bit 33/66MHzPCI.

PCIDual Port
Memory upto

BI6T PCT Bas 7T
64bit PCI Bus #2
DATA
OUTPUT

<

64bitP Cl Host Bus

Fig.7. Memory Management Unit

Transferring the data and control from one to the other bus

was possible bylevelopingthe multiple PCIBridges as
generalpart of the control port for thRUM and RUIO.

There are two versions of the PBlidge —threeand four
bridges inone component, implemented respectively
RUIO andRUM. Basic structure othe fourPCI Bridges
is shown on Fig.6.

PCI Bridge

Fig.6. Four PCI Bridges

The general parts of the structure are unidirectional FIFO'’s

for sending or receiving commanded dateover the PCI
busses. Also PChrbiter for each bus is implemented
inside.

4.2 Memory Management Unit

Memory Managementnit is receiving the evenheader
from input and output PCI interfaces. Eachheader
contains Event-IDnumber, word-count, first memory

block address andtatus. MMU is thedevice that keeps

internal evendatamemory structureorganised inblocks

using event tableand pointers. MMU also contains
algorithm for freeing locations inside thedata memory

according to the transferred eventt from the RUM. For
these functions MMU is using SRAMNd has adirect

connection also to the Memory Controller dward.

Block diagram of the MMU is shown on Fig.7.

4.3 Memory Controller

Memory Controller isdevicethat controldirectly event

igatamemory by generating the physicatidress to the

memory according to the information receivingfrom
MMU or PCI interfaceunits. MC also containternal
arbiter forread/write accesom the PCI portsyead and
write addresscountersand control logic for theFIFO’s.
Block diagram of MC is shown on Fig.8.
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Fig.8. Memory Controller
4.4 Readout Unit Control

Readout Unit Control is done basically bgviceafter the
fourth PCI bus in the RUMMINdRUIO designsThere are
two differentschemes of implementationBirst of them
is using commercial available I/O processor as 10P480
from PLX Corp. with supportingaround the processor
components. Second is to use programmable ldejtces
and replace with simple protocol the control of REM.
The first solution isalreadysuccessfully implemented in
RUIO prototype.Experiencewith 10P and 120 protocol
will be accumulateddue to the prototype developing.
Block diagram of the Readout Unit Control
implementations is shown on Fig.9.
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Fig.11. RUM and one RUIO

Fig.9. Readout Unit Control implementations 6. CONCLUTIONS

The RU prototype follow more closely theeds of CMS
5. RU CONFIGURATIONS I_Data Acquisitionand can beconsi_dered as atar_1d alpr_1e

firmware DAQ that can be used in test beam, in ndata

acquisition systemsand as afundamentalelement for
As was written above thReadoutunit is a set of two testing switched systems in realistic conditions. Using
physical PCI devices RUMNdRUIO connectedogether. FPGA components lategeneration is a flexible way to
Complexity of each of those devices provides the implement new and improve the existing functions of the
possibility of building RU by choosing one RUM andRU unit. Futureavailable on the marké&4bit at66MHz
two RUIO, or one RUMand one RUIO devices.First PCIl machines (PC, Workstations, etand PCI datalink
configuration is shown ofrig.10, when the functions of devices arebase forimplementing RU inreal DAQ
RUI and RUO are implemented inside th&RUM using systems. The timescale for evaluation ofthe RU
IOP processor. prototypes is about one year.
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Fig.10. RUM and two RUIO

The second configuration hown on Fig.11where one
RUM andonly one RUIOare using. The functions of
RUI andRUO are realised byRUIO devices.For control

and data are using two different PCI busses.



