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1 Introduction

A fundamental assumption of the standard model is universality in the charged as well
as in the neutral weak currents. The study of � decays at LEP provides a powerful tool
for testing this assumption in the charged current sector. Assuming the neutrino to be
massless, the rate for the decay � ! l���l can be written as [1]:

�(� ! l��� l) =
G2

l�m
5
�

192�
f(xl)rRC (1)

Here, xl =
m2

l

m2
�
, f(xl) is a phase space factor with value f(xe) = 1:0000 and f(x�) = 0:9726.

The quantity rRC is a factor due to electroweak radiative corrections, and has the value
0.9960 for both � ! e��� and � ! ���� decays, and Gl� is the coupling of the tau to a
lepton of type l, and equals the Fermi coupling constant if lepton universality holds.

The branching fractions of the decays � ! ���� and � ! e��� can be used to test
universality in the couplings of the leptons to the weak charged current by computing the
ratio of the widths into the two �nal states:

�(� ! ����)

�(� ! e���)
=

g2�
g2e
�
f(m2

�=m
2
� )

f(m2
e=m

2
� )
; (2)

Hence, we have a direct comparison between g� and ge, the couplings of the muon and
electron to the charged weak current.

Using � lifetime and mass measurements together with the leptonic branching ratios,
� - � universality is tested through the relation:

B(� ! e���) =
g2�
g2�
�

"
�RC�

e
f

��

m5
�

m5
�

#
�� ; (3)

where �� and �� are � and � lifetimes. The factors �RC and �e
f account for di�erences in

electroweak corrections and phase space corrections in � ! e��� as compared to �! e���.
The product �RC ��f equals 1.0004.

Similarly, � - e universality can be tested through the relation:

B(� ! ����) =
g2�
g2e
�

"
�RC�

�
f

��

m5
�

m5
�

#
�� ; (4)

Here ��
f accounts for phase space corrections in � ! ���� as compared to � ! e��� and

the product �RC ���
f equals 0.9731.

In the following, measurements of B(� ! e���) and B(� ! ����) using data from the
DELPHI experiment at LEP collected from 1993 through 1995 are presented. The results
are then combined with previously published DELPHI measurements [5] based on 1991
and 1992 data to give the �nal DELPHI numbers on B(� ! e���) and B(� ! ����). The
measurements are then used to test lepton universality using the formulae above.

2 Method

At LEP, an abundant supply of � leptons are produced through the reaction e+e� !
Z0 ! �+��. These events are cleanly separated from other event types, and it turns out
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that one can �nd �+�� selection algorithms with e�ciencies which are nearly independent
of the speci�c � decay mode. Then, the branching fraction for the decay of the � to lepton
l can be measured using the expression

B(� ! l�� ��l) =
Nl

N�
�
1� bl
1� b�

�
��
�l
; (5)

where Nl is the number of identi�ed leptonic decays found in the sample of N� � can-
didates, preselected with e�ciency �� with a background fraction of b� . �l is the total
e�ciency for selecting a lepton of type l, with a background fraction of bl.

For systematic studies, it is useful to factorise �l into the product �l = �l���idl , where �
l
�

is the e�ciency for preselecting a � decaying to a lepton of type l, and �idi is the e�ciency
for identifying this lepton, measured with respect to the sample of preselected decays.
Then the 'bias factor' de�ned as �l = ��=�

l
� is expected to be close to unity for �+��

selection algorithms based on purely topological requirements. Several systematic e�ects
on �� might cancel in the ratio �l. In the expression above, uncertainties due to the �+��

production cross section, the integrated luminosity, and the trigger e�ciency do not enter.
This also helps reducing the systematic error of the measurements.

The performance of the procedures used to select � ! e��� and � ! ���� decays
was studied using simulated events which were passed through a detailed simulation of
the detector response and reconstructed with the same program as the real data. The
event generators used were: KORALZ [6] with the TAUOLA 2.5 decay package [7] for
e+e� ! �+�� events, DYMU3 [8] for e+e� ! �+�� events, BABAMC [9] for e+e� !
e+e�, JETSET 7.3 [10] for e+e� ! q�q events and the BDK generator [11] for events with
four leptons in the �nal state. Test samples identi�ed in the data and the use of the
redundancy between di�erent components of the detector allowed detailed checks of the
simulated detector response. With an expected statistical precision well below 1 %, these
checks are of vital importance in order to keep the systematic uncertainty below this level,
and the procedures used will be detailed in the relevant sections below.

3 The DELPHI detector

A detailed description of the DELPHI detector can be found in [3]. The principal detec-
tor components used in this analysis are the tracking devices for charged particle track
and momentum reconstruction, the High Density Projection Chamber (the HPC) for
for electron and photon identi�cation, and the Hadron CALorimeter (HCAL) and muon
chambers for muon identi�cation. The main tracking device in DELPHI is the Time
Projection Chamber (the TPC) which is a large drift chamber extending over the radial
distance 35cm < R < 111cm. To enhance the precision of the TPC measurement, track-
ing is supplemented by a vertex detector (the VD) an inner detector (ID) at radii below
35 cm and the Outer detector (the OD) at distances between 198 and 200 cm from the
mean axis. The TPC also provides up to 192 ionisation measurements per charged track,
useful for electron/hadron separation. The main device for electron identi�cation is the
HPC which o�ers full reconstruction of the longitudinal and transverse components of
electromagnetic showers. The HCAL is longitudinally segmented into 4 layers and covers
most of the solid angle. Between the third and the fourth HCAL layers and outside the
fourth layer, there are chambers for detecting the muons which are expected to penetrate
the whole HCAL (the MUB, MUS and the MUF).
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4 Initial e
+
e
�

! �
+
�
� selection

4.1 Selection criteria

The reaction e+e� ! �+�� at LEP energies is characterised by two low multiplicity,
highly collimated, back-to-back jets of particles, with signi�cant missing energy due to
the undetected neutrinos from the � decays. The �+�� event selection described here was
common to both leptonic decay channels and very similar to previous studies [4].

Each event was divided into hemispheres by a plane perpendicular to the thrust axis,
which was calculated using the charged particles. Both hemispheres had to contain at
least one charged particle. The highest momentum charged particle in each hemisphere
was de�ned as the leading particle for that hemisphere. At least one of the two leading
particles per event had to have a polar angle, �, with j cos �j < 0:731. The point of closest
approach of both leading particles from the centre of the interaction region had to be less
than 4.5 cm in z and at least one of them had to be within 0.3 cm in the R� plane. These
cuts removed most of the background from cosmic rays.

The background from hadronic decays of the Z0 was reduced by asking for a maximum
of six charged particles originating from the interaction region.

Events with four fermions in the �nal state (e+e�e+e�; e+e��+��; e+e��+�� and
e+e�q�q) were rejected by requiring that the isolation angle, de�ned as the minimum
angle between any two charged particles in di�erent hemispheres, had to be greater than
160�. This also reduced the e+e� ! q�q background further. Furthermore, the total en-
ergy in the event, Evis, de�ned as the sum of the neutral electromagnetic energy and the
energy of the charged particles, had to be greater than 0:0875 � Ecm where Ecm is the
centre of mass energy. For events with only two charged particle tracks reconstructed,
these had to have a total vectorial transverse momentum with respect to the beam axis
larger than 0.4 GeV/c.

Most of the Bhabhas were excluded by requiring that Erad =
q
E2
1 + E2

2 be less than

the beam energy, Ebeam, and the condition prad =
q
p21 + p22 being less than the beam mo-

mentum ,pbeam, removed e+e� ! �+�� events as well as much of the Bhabhas remaining.
Here, E1, E2 are the electromagnetic energies deposited in a cone of half-angle 30

� around
the leading particle in each hemisphere. The variables p1, p2 are the momenta of the lead-
ing particle in each hemisphere, in most cases as reconstructed in the tracking devices.
An alternative momentum estimate was performed for tracks having a signi�cant energy
deposition in the HPC, consistent with that expected from an electron. This estimator
was de�ned as a weighted average between the momentum from the tracking devices and
the energy seen in the HPC. This estimator was used in the calculation of prad whenever
the energy deposition in the HPC was at least half the reconstructed momentum and the
momentum was larger than 10 GeV.

Finally, in two-prong events, the acollinearity between the two charged particles was
required to be greater than 0:5�. This reduced e+e� ! e+e�, e+e� ! �+�� and the
cosmic background further. The �nal leading track momentum distribution of the selected
tau decay candidates is found to be in reasonable agreement with expectation as shown
in �g. 4.
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4.1.1 Run quality and �ducial volume

The two decay channels under study depend on di�erent detector elements for proper
identi�cation. This leads to a channel dependent requirement to the electric performance
of the di�erent detector subsystems. The result is that the e+e� ! �+�� selection for
electron identi�cation is based on a sample corresponding to a slightly higher integrated
luminosity compared to the sample used for muon identi�cation, mainly because the
electron identi�cation does not make use of the muon chambers.

However, the electron identi�cation relies on the HPC, and e+e� ! �+�� candidates
were only accepted for electron identi�cation if at least one of the leading tracks could
be extrapolated to a point on the HPC surface more than 1� away from the centre of
an azimuthal inter-module boundary, and if the at least one of the tracks was within the
HPC and TPC polar angle acceptance of 0:035 < j cos �j < 0:731.

For muon identi�cation, proper functioning of the muon chambers was required. In
addition it was required that at least one track had a polar angle with j cos �j > 0:035 for
proper reconstruction in the TPC.

Table 1 summarises the results of the �+�� selection.

Channel � ! ���� � ! e���
Number of � pairs 68655 68668
E�ciency 52:57� 0:04 50:87� 0:04
e+e� 0:70� 0:06 0:65� 0:06
q�q 0:68� 0:04 0:69� 0:04
�+�� 0:32� 0:01 0:32� 0:01
e+e�e+e� 0:70� 0:07 0:70� 0:07
e+e��+�� 0:39� 0:04 0:39� 0:04
e+e��+�� 0:26� 0:02 0:26� 0:02
cosmics 0:03� 0:002 0:03� 0:002
Total background 3:09� 0:11 3:05� 0:11

Table 1: Summary of �+�� selection statistics. The left number is the number obtained
for extraction of B(� ! ����) and the right hand number is that used for B(� ! e���).
E�ciencies and background levels are in percent. The uncertainties quoted here are from
the measurements of the background levels and from simulation statistics. Additional
uncertainties are discussed in the text and listed in separate tables for each of the two
decay modes.

4.2 Backgrounds in the preselection samples

The backgrounds in the sample add up to about 3 %, and each component must typically
be known with a relative precision of 10 % to give a systematic error well below the
expected statistical precision of the measurements. Predictions from simulation must
be carefully checked, as the backgrounds usually come from tails of distributions, where
possible discrepancies between simulation and data are most likely to appear.
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The level of the Bhabha and e+e� ! �+�� backgrounds were measured by �tting
these contributions to the Erad and prad distributions respectively, when all other cuts
in the selection were applied. Fig. 1 shows the Erad and prad distributions and their
comparison with simulation. As discrepancies around the cut values also may stem from
inadequate modelling of the response to tau-pairs, the range of the �t is chosen to cover
a region dominated by background as indicated on the �gure. The �t of the Bhabha
contribution to Erad had a �2 of 2.4 for 9 degrees of freedom and gave an uncertainty in
the Bhabha background of 7%. Similarly, the �t of the muon pair contribution to prad
had a �2 of 4.9 for 9 degrees of freedom with an uncertainty in the background of 3%.

A similar procedure was chosen to check the level of the e+e� ! q�q background.
Selecting events with charged particle multiplicity of 5 or 6 gave a sample enhanced
with e+e� ! q�q events. For this sample of events, the isolation angle distribution was
dominated by e+e� ! q�q events for the region between 120 and 150 degrees, the other
main contribution being �+�� events. The level of the e+e� ! q�q background was
adjusted to �t the fraction of events seen in this region with respect to the number seen
in the region 120 to 180 degreees. The agreement with the pure simulation estimate was
relatively good, adjustments between 2 and 8 % of this estimate were required (depending
on which year the data were taken). Fig. 2 shows the distribution of the isolation angle.

To verify the four fermion background the momentum distribution of electrons and
muons was studied when the isolation angle requirement was not applied. It was found
that the contribution from e+e��+�� events was signi�cant, and had to be accounted for
to get a satisfactory description of the �nal momentum distributions in the two channels.
No further cuts against this background are made in the muon analysis, and just one cut
against this is made for the electron analysis with a large reduction in the e+e� ! e+e�

background, but with little e�ect on the �nal branching ratio estimate. It was thus
assumed that corrections to the background level deduced could be applied equally well
to the preselection sample. The background due to e+e�q�q events was found to be neglible,
as the isolation angle for these events are generally much smaller than 160 degrees.

The level of cosmic ray events in the sample is estimated by studying the impact
parameter distribution. Plotting r1 versus r2, where r1 and r2 are the impact parameters
of the leading track of each hemisphere, the cosmic ray events are clearly observed as
a diagonal band (�g. 3). The density of events in this band was used to estimate the
amount of cosmic ray events satisfying the impact parameter requirements.

4.3 E�ciency of the preselection sample

Having adjusted the backgrounds, the e�ciency of a given cut was checked by by com-
paring the number of events rejected by a given cut in data to the corresponding number
from simulation. These numbers were background substracted to get e�ciency estimates,
�data and �mc. The di�erences observed are taken as estimates of the systematic uncertain-
ties associated to the e�ciencies of the cuts. For the isolation angle cut, only the region
with isolation angle larger than 140 degrees was considered, as the distribution at smaller
isolation angles is dominated by e+e�q�q events, a background which is not present in the
�nal sample.

As noted, it is the way the bias factor, �l, is a�ected by an uncertainty in �� which
is relevant for the systematic uncertainty in the branching ratio. To estimate this de-
pendence, the change in �l for a given change in e�ciency was computed cut by cut by
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Cut �data=�mc
��e=�e
���=��

�(�e)=�e (%)
���=��
���=��

�(��)=�� (%)

Erad 0.996 0.17 0.07 -0.68 0.27
Prad 0.992 -0.11 0.09 0.04 0.03
Isolation angle 0.992 0.08 0.06 -0.27 0.02
Visible energy 0.999 0.91 0.07 1.00 0.08
Acolinearity 0.999 0.19 0.01 0.35 0.03
Missing pt 0.998 0.25 0.05 0.15 0.04
Total systematic 0.16 0.29

Table 2: Dependence of the bias factor, �l for a change in e�ciency for a given cut,
and resulting systematic error on the bias factor (in percent for � ! e��� and � ! ����
respectively)

varying the location of the cut around the chosen value. Then the relative systematic
uncertainty on �l was computed as the product between this 'derivative' and the system-
atic uncertainty in the e�ciency as de�ned above. Table 2 summarizes the results of this
study.

5 Analysis of � ! ���� decays

5.1 Identi�cation requirements

Muons were selected with very high e�ciency by requiring that the muon candidate
satis�ed at least one of the following conditions: either 1) No single HCAL layer should
have more than 3 GeV of deposited energy while the outermost layer should have at
least 0.2 GeV, or 2) at least two hits in the muon chambers should be associated to
the track. Both these requirements reject hadrons with high power while maintaining a
good e�ciency to muons. Asking that at least one of the two requirements be satis�ed
results in a selection of muons with very high e�ciency. The e�ciency of the muon
identi�cation drops steeply for momenta below 2 GeV, and to obtain an even and high
e�ciency it was required that the track momentum should be larger than 0.05 � the
beam momentum. Distributions of the relevant identi�cation variables are shown in �g.
5. The data/simulation agreement is not perfect, and correction procedures are de�ned as
described in section 5.2 below. It was also required that only one charged particle should
be present in the hemisphere, consistent with expectation for the � ! ���� decay.

Two further requirements were imposed in order to suppress e+e� ! �+�� events:
if a muon was identi�ed in each hemisphere it was required that the total visible energy
in the event should be less that 0.7 � the centre of mass energy. Furthermore the total
energy seen in the hemisphere opposite to the � ! ���� candidate should be less than
0.8 �Ebeam . To supress charged hadrons misidenti�ed as muons it was required that
the average energy deposit per HCAL layer be less that 2 GeV. Furthermore, as these
hadrons very often are accompanied by one or more �0s, it was required that the sum of
the assocated and neutral electromagnetic energy in an 18 degree cone around the track
should be less than 3 GeV.
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5.2 E�ciency measurement

The redundancy between the HCAL and the muon chamber identi�cation permits com-
parisons between e�ciency estimates deduced from data with the same estimates from
simulation. As �g. 8 shows, this results in a correction to the e�ciency - something which
is not surprising in view of the disagreements observed in the identi�cation variables (�g.
5). The estimated identi�cation e�ciency of (97:72� 0:06)% within the momentum and
angular acceptance from this redundancy requirement is only valid for muons reaching
the outer parts of the detector. e+e� ! �+�� events were used to verify the correctness
of the e�ciency as estimated from simulation ( after applying the correction).

The requirements designed to reduce external and internal backgrounds make use of
the HPC and the HCAL, but not the muon chambers. The e�ciency of these requirements
could thus be measured using a very clean sample of muons selected using the muon
chambers with tight requirements to observed hit pattern. The resulting sample consisted
of about half the total number of � ! ���� candidates and was nearly background free.
The e�ciency of the multiplicity requirement was also measured using this sample. Total
corrections at the level of 0.2 to 0.4 percent (dependent of the year) were deduced. The
precision of these e�ciency corrections combine into a systematic uncertainty of 0.2 %.
Finally, the e�ciency of the requirements to remove e+e� ! �+�� events was veri�ed by
comparing the number of events rejected in the data to the number rejected by simulation.

The identi�cation e�ciency with respect to the preselection sample is estimated at
�lid = (82:70� 0:20)%. Around half of the losses is due to the momentum cut, while the
rest come from the identi�cation and background suppression requirements. The �nal
� ! ���� selection e�ciency with respect to the full solid angle , ��, was (46:12� 0:11)%.

5.3 Background measurements

Backgrounds from four fermion �nal states ( e+e��+�� and e+e��+��) were determined
from simulation and the level was veri�ed by studying the momentum distribution when
the isolation angle requirement was not applied. An adjustment upwards of the level
by 10 % was found to improve the agreement between simulation and data. The �+��

background level was measured by studying the momentum distribution of selected muon
candidates when the prad cut was not imposed. The high level of background seen in �g. 6
is well reproduced by simulation, giving con�dence that estimates of the much reduced
background levels in the �nal sample are correct within the uncertainties assigned.

The background of �s decaying to hadrons was measured by selecting one track �
decay candidates with a cone energy larger than 3 GeV. This selects �nal states with
one or more neutral pions present, in additon to the charged particle. This sample of
events was subjected to the complete analysis (with the exception of the cone energy
requirement), and the remaining sample was used to measure the background from this
source. Fig. 7 shows the momentum distribution of the selected sample. After scaling
up the contribution from hadrons the momentum distribution was found to agree well
with expectation from simulation. Good agreement was also found in the tails of the
distributions of the cone energy as well as in the HCAL energy depositions, after applying
the same scale factor to the background contribution to these plots.

Fig. 9 shows the �nal momentum distribution compared to expectation. The results
of the identi�cation are shown in table 3.
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Number of � ! ���� candidates 21040
E�ciency 46:12� 0:11

Total background 3:65� 0:16

Taus not decaying to muons 1:40� 0:08

�+�� 0:33� 0:03

e+e��+�� 1:31� 0:13

e+e��+�� 0:43� 0:04

cosmics 0:17� 0:01

Table 3: Number of � ! ���� candidates, selection e�ciency and background estimates
(in percent). The uncertainty in e�ciency quoted here is the contribution coming from
the identi�cation procedure. Uncertainties in the backgrounds are from simulation, cross
checks and measurements of background levels.

Additional studies were performed to estimate the systematic uncertainties coming
from uncertainties on the � branching ratios, the � polarisation and from the precision of
the knowledge of the momentum scale and resolution. The systematic uncertainties are
listed in table 4.

Preselection e�ciency ( i.e. uncertainty in �l) 0.050

Muon selection e�ciency 0.040

Backgrounds in the muon sample 0.023

Backgrounds in the preselection sample 0.016

Uncertainties in the tau branching fractions 0.004

Momentum scale 0.003

Scale di�erences between positive and negative tracks 0.009

Momentum resolution 0.006

Uncertainty in polarisation 0.002

total systematics 0.071

Table 4: Summary of the absolute uncertainties �100 on the � ! ���� branching fraction
measurements.

6 Analysis of � ! e��� decays

6.1 Electron identi�cation

The main variables used for electron identi�cation were the dE/dx measurement in the
TPC (where a minimum of 38 anode sense wires was required to have a signal recorded ),
and the ratio between the electromagnetic energy deposited in the HPC and the momen-
tum reconstructed in the tracking devices. For both these quantities, pull variables were
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constructed which were based on the measured value of the variable, its resolution and
the value expected for a given particle type. The variables �e

dE=dx and �E=p are de�ned as
the signed number of standard deviations by which the measured value di�ered from the
expectation for an electron. For e�cient rejection of pions at the lower half of the momen-
tum spectrum, a similar variable, ��

dE=dx, was de�ned where the energy loss expectation
is that given by the pion hypothesis. The inputs to the pull variables were studied as a
function of momentum and of angle, tuning the response simulated to agree with observa-
tion in the data. It was observed that the energy deposition by hadron showers starting
before or inside the HPC had to be scaled down by abaout 10 % in the simulation to get
good agreement with data, possibly due to an underestimate of the nuclear interaction
length of the material in some of the subdetectors. Such a hypothesis is also consistent
with the corrections needed to the levels of backgrounds as estimated from simulation
(see discussion below).

For a particle to be identi�ed as coming from the decay � ! e��� it had to be the
only charged particle in the hemisphere, and have a momentum greater than 0:01�pbeam.
To ensure a high and even e�ciency over the whole momentum range, the data were
divided into three groups in momentum, with di�erent identi�cation criteria applied. For
0:05 < p=pbeam < 0:5, two identi�cation reuquirements could be de�ned. Firstly the
dE/dx information could be used by requiring ��

dE=dx > 3. Secondly, electromagnetic
energy deposition was used by requiring �E=p > �1:5. To get a very high and even
e�ciency, it was required that at least one of these criteria should be ful�lled. Fig. 10
shows the two pull variable distributions in the relevant region of electron momentum. For
momenta above 0:5� pbeam it was required that �E=p be larger than -1.5 (�g. 11 a). The
e�ciency of this requirement was veri�ed using Bhabhas and good agreement between
data and simulation was found. Finally, for the whole momentum range, the dE/dx was
required to be compatible with expectation for an electron by demanding that �e

dE=dx be
greater than �2. This reduced the background from hadrons and muons, especially at
low momenta, while keeping about 97 % of the electrons.

The residual backgrounds from hadronic � decays were reduced by vetoing decays
with energy deposited beyond the �rst layer of the HCAL. It was also required that there
should be no neutral electromagnetic shower with an energy greater than 4 GeV inside
a cone of half-angle 18� around the particle. Showers originating from neutral particles
within 1� in polar angle of the track, which appeared to originate from bremsstrahlung,
were excluded from the calculation of the cone energy.

Electron backgrounds from e+e� ! (e+e�)e+e� interactions were e�ectively reduced
for two particle events where both momenta were less than 0:2� pbeam by requiring that
the measured dE/dx for the track in the opposite hemisphere be inconsistent with the
value expected for an electron, requiring ��

dE=dx < 2.
There were 18273 � ! e��� decays identi�ed. The momentum distribution is found

to agree well with expectation from simulation as shown in �g. 12. The identi�cation
e�ciency and backgrounds are summarised in Table 5, and discussed below.

6.2 E�ciency measurement

The redundancy of the dE/dx and the E/p requirements allows detailed studies of e�-
ciencies and backgrounds. Fig. 13 shows, as an example, the result of such a consistency
check for the 1994 data. Corrections are applied bin by bin to get an overall correction
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to the e�ciency of the requirement. The identi�cation e�ciency from simulation was
checked at high energies using Z0 ! e+e� events, and it was found that a correction to
the e�ciency estimate from simulation due to the �e

dE=dx requirement had to be applied.
For the years 1994 and 1995 the tails were more signi�cant in the simulation than in the
data, resulting in an upwards change in the identi�cation e�ciency estimate for these
years of about 1.7 %. The study of this distribution for 1993 resulted in a downward
change in the e�ciency of about 1.0 %. As the dE/dx response to electrons is expected
to saturate the relativistic limit for the whole momentum range, this discrepancy lead to
an overall correction. It was veri�ed that the �e

dE=dx distributions for simulated � ! e���
decays were compatible with that found for simulated Babhas.

To study the e�ciency of the multiplicity requirement as well as the requirements
applied to reject hadrons (HPC cone energy and energy deposition in the HCAL), a very
clean sample of about half the electron candidates was selected by tightening the dE/dx
requirement to �e

dE=dx > 0 . This lead to direct measurements of the e�ciency of these
cuts, as well as of the multiplicity requirement by comparing the number of events rejected
to the corresponding simulation estimate. The electron identi�cation e�ciency, �l, was
(72:30� 0:29)% when measured with respect to the sample of preselected � decays.

6.3 Background estimates

The background due to e+e� ! e+e� and e+e� ! (e+e�)e+e� events was veri�ed by
studying the momentum distribution of identi�ed electrons when cuts designed to reject
these backgrounds were not applied. As �g. 14 shows, the agreement of the backround
levels is still good, giving con�dence in the estimates.

For reconstructed momenta below half the beam momentum, the background level
from hadrons was estimated by adjusting the tail of the �e

dE=dx to �t observation in data.
For larger momenta, the background contribution to the tail of the �E=p distribution
was adjusted to �t the amount observed in the data. Both these adjustments lead to a
signi�cant downscaling of the background relative to the simulation result. Furthermore
it was observed that there was less background rejected by the HCAL requirement in
simulation compared with data. This can be understood if too few hadrons reach the
HCAL in simulation, resulting in more events to be rejected by the TPC and the HPC
requirements, exactly as observed.

The background fraction for the � ! e��� decay sample, bl, was found to be 5:23�0:30.

7 Results and Discussion

Using data from 1993 to 1995 the following branching ratios were measured:

B(� ! e���) = (17:98� 0:12stat � 0:09sys)%:

B(� ! ����) = (17:37� 0:11stat � 0:07sys)%:

The result is in agreement with the current world average values [2], and in reasonable
agreement with previously published DELPHI results [5] which used data from the years
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Number of � ! e��� candidates 18273
Total e�ciency 36:79� 0:14

Total background 5:23� 0:30

� not decaying to muons 2:11� 0:21

e+e� 1:92� 0:19

e+e�e+e� 0:79� 0:08

e+e��+�� 0:42� 0:04

Table 5: Number of � ! e��� candidates, selection e�ciency and background estimates
(in percent).

Preselection e�ciency ( i.e. uncertainty in �l) 0.028

Electron selection e�ciency 0.071

Backgrounds in the electron sample 0.049

Backgrounds in the preselection sample 0.016

Uncertainties in the tau branching fractions 0.004

Momentum scale 0.004

Scale di�erences between positive and negative tracks 0.015

Momentum resolution 0.006

Uncertainty in polarisation 0.002

total systematics 0.094

Table 6: Summary of the absolute uncertainties �100 on the � ! e��� branching fraction
measurement.
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1991 and 1992. Combining the results obtained here with the results from [5], yields the
values:

B(� ! e���) = (17:916� 0:109stat � 0:095sys)%:

B(� ! ����) = (17:315� 0:095stat � 0:073sys)%:

which supersedes all previously published DELPHI measurements.
A test of e-� universality in the weak charged current can be performed using Eqn. 2.

From the 93-95 data , the ratio between the muon and the electron couplings to the
charged weak current is estimated to be g�

ge
= 0:9966� 0:0057;. This result assumes that

the common systematic uncertainty in the two measurements has the value 0.016 (in units
of 100 times the quoted result). Combining this with the estimate g�

ge
= 1:000 � 0:013

from [5] , the �nal result
g�
ge

= 0:9971� 0:0052

is obtained.
To test � � � and � � e universality, the preliminary DELPHI value for the � lifetime

of (292:7� 2:1) fs [12] is used together with world average [2] values for the � and muon
mass and the muon lifetime. Then, equations 3 and 4 yield

g�
g�

= 0:9995� 0:0054

g�
ge

= 0:9963� 0:0054

The uncertainty in these estimates are dominated by the the uncertainty in the lifetime
( �0:0036 ) and the branching ratio measurements ( �0:0040 and �0:0035 respectively).

Under the assumption of e-� universality, g� = ge � ge;�, it is possible to give a
more stringent test of universality between g� and the couplings to two lighter leptons.
We combine the two leptonic branching ratios into one leptonic branching ratio, Be;�,
correcting for the phase space suppression of B(� ! ����):

Be;� = (17:849� 0:072stat � 0:058sys)%:

to compare the � charged current coupling to that of the two lighter leptons. The result

g�
ge;�

= 0:9994� 0:0044

is obtained, in excellent agreement with � -�-e universality.
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Figure 1: Distribution of a) Erad and b) prad when these cuts are not applied. The line
is expectation from simulation, the dashed line is the expected background contribution.
The large arrow shows the cut value, the two smaller ones indicate the range used for
normalisation of the background.
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Figure 2: Distribution of the isolation angle when this cut is not applied, a) For events with
charged track multiplicity of �ve or six. The arrows shows the range use to normalise
the q�q background. b) for all eventsi, The arrow indicates the cut value. The line is
expectation from simulation, the dashed line is the expected background contribution.
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compared to expectation from simulation (line). b) The ratio between data and simulation
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Figure 12: a) Momentum distribution for identi�ed electrons b) the ratio between data
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