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Abstract

Jet rates, infrared and collinear safe event shape distributions and their mean values

are determined at various centre-of-mass energies between 41GeV and 189GeV

using the data taken with the DELPHI detector at LEP. Data above 91GeV taken

from the high energy run of LEP and data below 91GeV selected by tagging events

with prompt photon radiation are used for the analysis. From the event shapes, the

strong coupling �s is extracted in O(�2s) and in NLLA. Hadronisation corrections

evaluated with fragmentation model generators as well as an analytical power ansatz

are applied. Comparing these measurements to those obtained at and around MZ,

the energy dependence (running) of �s is accessible.
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1 Introduction

This note is related to the paper \�s from DELPHI Measurements at LEP 2", (accepted

by Phys. Letters B) [1] The analysis described [1] is repeated and extended to the 1998

energy run at 189 GeV and to energies below MZ . The event shapes, their means and

moments and the results of �s at energies between 91GeV and 183GeV are taken from

[1].

In 1998 LEP operated at a centre-of-mass energy of 189GeV. Event shape distributions

and jet rates are measured and compared to the results from previous measurements[1]

at centre-of-mass energies between 133GeV and 183GeV. The statistics of hadronic

events collected at these energies, though small compared to the statistics gathered near

the Z resonance, is su�cient for the measurement of event shape distributions and for

a determination of the strong coupling �s. To obtain the running of �s the data taken

around 91.2GeV in 1993{95 were reanalyzed using cuts, binnings and �t ranges coherent

with the high energy data analysis. These cuts have been optimized for a consistent

measurement of the running of �s over a wide range of energies, and do not achieve the

best possible results for Z Data. For a precision measurement of �s from Z data see [22]
Further improvements in the determination of the running of �s arise from the analysis

of QCD events at centre-of-mass energies below 91GeV arising from prompt photon
radiation (ISR, FSR), selected by using a photon tagging technique. The Z data collected

in 1992{95 is used for the selection of low energy event samples.
The statistics obtained at reduced centre-of-mass energies of 41GeV, 65GeV, and

77GeV is comparable to that collected in the high energy run and su�cient for the

measurement of event shape distributions and for a determination of the strong coupling
�s.

In section 2 the selection of hadronic events, the reconstruction of the centre-of-mass

energy, the correction procedures applied to the data, and for energies above the WW
threshold the suppression of W+W� events are briey discussed. Section 3 gives an

overview about the selection of hadronic events with centre-of-mass energies below MZ .
Section 4 presents event shapes and jet rates and the comparison of the data with pre-
dictions from q�q-based hadronic generators. In section 5, measurements of �s and the

running of �s, using various techniques, are presented.

2 Selection and Correction of Hadronic Data

The analysis is based on data taken with the DELPHI detector at seven di�erent centre-

of-mass energies between 91GeV and 189GeV. The results for 91.2GeV are obtained

using 1993 to 1995 data. The data taken at 130GeV and 136GeV in the years 1995 and

1997 are averaged and given as results at Ecm = 133GeV, their average centre-of-mass

energy. The integrated luminosities collected at these energies are given in Table 1.
DELPHI is a hermetic detector with a solenoidal magnetic �eld of 1.2T. The tracking

detectors, situated in front of the electro-magnetic calorimeters are a silicon micro-vertex

detector VD, a combined jet/proportional chamber inner detector ID, a time projection

chamber TPC as the major tracking device, and the streamer tube detector OD in the

barrel region. The forward region is covered by silicon mini-strip and pixel detectors
(VFT) and by the drift chamber detectors FCA and FCB.
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The electromagnetic calorimeters are the high density projection chamber HPC in the

barrel, and the lead-glass calorimeter FEMC in the forward region. Detailed information

about the design and performance of DELPHI can be found in [3, 4].

In order to select well measured charged particle tracks, the cuts given in the upper

part of Table 2 have been applied. The cuts in the lower part of the table are used to

select e+e� ! Z= ! q�q events and to suppress background processes such as two-

photon interactions, beam-gas and beam-wall interactions, leptonic �nal states, and, for

the LEP2 analysis, initial state radiation (ISR) and WW pair production (for energies

above the WW threshold).

At energies above 91.2GeV, the large cross-section of the Z resonance peak raises the

possibility of hard ISR allowing the creation of a nearly on-shell Z boson. These `radiative

return events' constitute a large fraction of all hadronic events. The initial state photons

are typically aligned along the beam direction and are rarely identi�ed inside the detector.

In order to evaluate the e�ective hadronic centre-of-mass energy of an event, considering

ISR, an algorithm called Sprime+ is used [5]. Sprime+ is based on a �t imposing

four-momentum conservation to measured jet four-momenta (including estimates of their

errors). Several assumptions about the event topology are tested. The decision is taken
according to the �2 obtained from the constrained �ts with di�erent topologies.

Figure 1(left) shows the spectra of the calculated energies for simulated and measured

events passing general event cuts for the 189GeV data from 1998. The agreement between
data and simulation is reasonable for the high energies relevant to this analysis, while

the peak around MZ appears to be slightly shifted in the simulation. A cut on the
reconstructed centre-of-mass energy

p
s0rec � 90%Ecm is applied to discard radiative return

events (see Table 2). Simulation shows that this cut keeps more than 96% of the events

without ISR (
p
s�
p
s0 < 0:1GeV), giving a contamination with events having

p
s�
p
s0 >

10GeV of less than 15%.

Two photon and leptonic events are strongly suppressed by the cuts and were found
to be negligible in this analysis.

Since the topological signatures of QCD four jet events and hadronic WW events (and

other four quark backgrounds) are similar, no highly e�cient separation of the two classes

of events is possible. Furthermore any WW rejection implies a severe bias to the shape

distributions of QCD events, which needs to be corrected with simulation. By applying a

cut on an observable calculated from the narrow event hemisphere only, the bias to event

Ecm 133GeV 161GeV 172GeV 183GeV 189GeV

L 11:9 pb�1 10:1 pb�1 10:0 pb�1 54 pb�1 157.4 pb�1

�q�q 292 pb 147 pb 121:0 pb 100:3 pb 99:8 pb

�q�q (
p
s0>0:85

p
s) 74 pb 35 pb 29 pb 24:5 pb 24:3 pb

�WW | 3:3 pb 12.1 pb 15:4 pb 16:65 pb

No. hadronic events 846 359 289 1338 3520

Table 1: Total cross-sections �q�q and �WW as used in the simulation, high energy cross-

sections �q�q (
p
s0>0:85

p
s) as predicted by Zfitter 5.12 [2], integrated luminosities L, and

�nally selected (non-radiative) hadronic events for the various energies.
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neutral Track E � 0:5GeV

selection 20� � � � 160�

charged Track selection 0:4GeV � p � 100GeV

20� � � � 160�

�p=p � 1:0

measured track length � 30 cm

distance to I.P in r� plane � 4 cm

distance to I.P. in z � 10 cm

Event Ncharged � 7

selection 25� � �Thrust � 155�

Etot � 50%Ecm

ISR rejection
p
s0rec � 90%Ecm

WW rejection Ncharged � 42

(Ecm � 161GeV) Bmin � 0:08

Table 2: Selection of tracks and events. p is the momentum, �p its error, r the radial

distance to the beam-axis, z the distance to the beam interaction point (I.P.) along the
beam-axis, � the azimuthal angle, Ncharged the number of charged particles, �Thrust the
polar angle of the thrust axis with respect to the beam, Etot the total energy carried

by all particles,
p
s0rec the reconstructed centre-of-mass energy, Ecm =

p
s the nominal

centre-of-mass energy, and Bmin is the narrow jet broadening.

shape observables mainly sensitive to the wide event hemisphere is reduced. To separate

q�q from WW events, the shape Bmin (as de�ned in [7]) is chosen. The discrimination due
to Bmin is demonstrated in Figure 1(right) for the 189GeV data.

The remaining WW and ZZ contributions are estimated by Monte Carlo generators

and subtracted from the measurement. The simulations are normalized using the cross-
sections given in Table 1. The quoted �WW values correspond to a W mass of 80.35GeV.

The remaining detector and cut e�ects are unfolded with simulation. The inuence of

detector e�ects was studied by passing generated events (Jetset/Pythia [6] using the

DELPHI tuning described in [7]) through a full detector simulation (Delsim [3]). These

Monte Carlo events are processed with the reconstruction program and selection cuts as

are the real data. In order to correct for cuts, detector, and ISR e�ects a bin by bin
acceptance correction C, obtained from e+e� ! Z= ! q�q simulation, is applied to the

data:

Ci;QCD =
h(fi)gen;noISR

h(fi)qcdacc
� h(fi)qcdacc
h(fi)acc

(1)

where h(fi)gen;noISR represents bin i of the shape distribution f generated with the tuned

generator. The subscript noISR indicates that only events without a relevant Energy

loss due to initial state radiation (
p
s�

p
s0 < 0:1GeV) enter the distribution. h(fi):::acc

represents the accepted distribution f as obtained with the full detector simulation. For
h(fi)qcdacc all but WW cuts are applied, for h(fi)acc also the WW cuts are applied.
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Figure 1: Left: Reconstructed centre-of-mass energy (data with Ecm = 189GeV). Right:

Discriminant variables Bmin for q�q, WW and ZZ events, Ecm = 189GeV. In both plots
the simulations are based on Pythia [6] and Delsim [3]. Data are shown before WW

cuts and without WW subtraction, in the left plot also without ISR cut.

3 Selection of Hadronic Data with Centre-of-mass

Energies below MZ

In order to improve the sensitivity on the running of �s events with reduced centre-of-mass

energies due to hard photon radiation are selected from the 91 GeV runs of 1992{95. The
approach is based on the hypothesis, that photons emitted before or immediately after the

Z= interaction do not interfere with the QCD processes. The angular distribution of the

initial state photons is aligned along the direction of the initial state particles, with the

result, that most photons go undetected in the very forward region. In contrast photons

from �nal state radiation groups along the direction of the �nal state partons and can
be detected with better e�ciency. As a result the selected events stem dominantly from

�nal state radiation.

In order to distinguish prompt photons from soft collinear photons from the later
stages of fragmentation and decays, hard cuts on the photon energy and the isolation

with respect to other jets have to be applied. A two step isolation criterium is used,
demanding a minimal isolation from the next jet, and a minimum energy deposition of

other tracks within this angle, which reduces background from �0 decays. An exception

is made for nearby energy depositions in the HCAL which result from a leak out of
the electromagnetic shower out of the HPC and are usually misidenti�ed as neutrons.

For events in the barrel region the high granularity of the HPC is exploited in order to

identify photons from �0 decays, which overlap in their energy deposition. This is done

by measuring the asymmetry of the energy distribution in the ��-plane. The selection

criteria for ISR and FSR events are summarized in Table 3.
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From selected events the tagged photon is removed, and the event is boosted into

the centre-of-mass frame of the hadronic system. The events are summed up into three

intervals of centre-of-mass energies. The mean value of each sample is taken as the nominal

energy and a correction is applied, which accounts for the di�erences. The number of

reconstructed events, their centre-of-mass energies and the belonging purities are given in

Table 4.

neutral Track E � 0:5GeV

selection 20� � � � 160�

charged Track 0:4GeV � p � 100GeV

selection �p=p � 1:0

measured track length � 30 cm

distance to I.P in r� plane � 4 cm

distance to I.P. in z � 10 cm

20� < �track < 160�

Standard Ncharged � 7

event 30� � �Thrust � 150�

selection Etot � 0:50Ecm

Prompt Photon selection 4� < � < 176�

E � 10GeV < EW < E + 5GeV

11GeV < p < Ecm=2

� = 22�

E� < 0:5GeV

Table 3: Selection of tracks and events for radiative events. p is the momentum, �p

its error, r the radial distance to the beam-axis, z the distance to the beam interaction
point (I.P.) along the beam-axis, � the azimuthal angle, Ncharged the number of charged

particles, �Thrust the polar angle of the thrust axis with respect to the beam, Etot the total

energy carried by all particles, �track the polar angle of the tracks with respect to the beam
axis , E the energy of the detected photon, EW the angular energy, p the momentum

of the detected photon, � the angle of its isolating cone and E� the maximum energy

within this cone.

The statistics of hadronic events collected at energies between 41GeV and 77GeV is
comparable to those from LEP2 data and su�cient for the measurement of event shape
distributions and for a determination of the strong coupling �s.

4 Event Shapes and Jet Rates

Selected event shape distributions are shown in Figures 2{4. Figures 2 and 3 show the

results from 189GeV centre-of-mass energy, while Figure 4 shows the energy dependence
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Reconstructed ECM 40.9 GeV 64.8 GeV 77.3 GeV

Number of events 712 1252 1557

Purity 0.87 0.91 0.88

Table 4: Events with centre-of-mass energies below 91GeV.

of the observables Thrust and MHigh for energies below 91GeV. The exact de�nitions of

the observables used are comprehensively collected in Appendix A of [7].

The data in Figures 2{4 are corrected to be comparable with pure e+e� ! Z= !
q�q simulation of charged and neutral hadron production.The plots show a reasonable

agreement between the data and Monte Carlo models.

Table 8 and Table 9 give the moments of some QCD relevant shape variables. The

means and moments are calculated by integrating the fully corrected (binned) shape dis-

tributions. In order to correct for the error due to binning, a correction factor calculated

as the ratio of the exact simulation result over the binned simulation result is applied.
The uncertainty due to this correction is accounted for by adding 10% of this binning cor-
rection as well as 10% of the change due to the correction factor CQCD to the systematic

errors of the moments. In addition, contributions to the systematic error were included
from changes arising from varying the ISR, WW and event cuts as well as changing

the assumed WW cross-section by 5% (10% for 161GeV). Finally the e�ect of replac-
ing Jetset/Pythia by Herwig 5.8d [8] as basis for the detector simulation Delsim

was investigated. Though Herwig implements a more complete description of ISR, the

resulting contribution to the systematic error is small.
For some observables the spread of the results obtained in three individual years of

Z-peak data taking exceeds the estimated systematic error. In this case this spread is
taken as systematic error.

Figure 5 shows the jet rates R2, R3, R4 and R5 as a function of ycut as determined

with the JADE, DURHAM and CAMBRIDGE jet algorithms for the 189GeV data.

The CAMBRIDGE algorithm is a modi�ed k?-clustering jet algorithm similar to the
DURHAM algorithm. It preserves the advantages of the original DURHAM algorithm

while reducing non-perturbative corrections and providing better resolution of jet sub-

structure. A detailed description of the CAMBRIDGE algorithm can be found in [9].

Within errors, the data at all energies agree with the generator predictions tuned to Z
data. No indication for a signi�cant excess of multi-jet events is observed.

5 Determination of �s

5.1 �s from Event Shape Means

Event shape means hfi are determined using all hadronic events, and thus they have the
advantage of minimizing the statistical error and are therefore especially well suited for

low statistics analysis.

The analytical power ansatz for non-perturbative corrections by Dokshitzer and Web-
ber [10, 11] including the Milan factor established by Dokshitzer et. al. [12, 13] is used
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Figure 2: Event shape distributions of Thrust (T ), Major (M), Minor (m), and Oblateness
(O) at 189GeV. The upper inset shows the acceptance correction. The middle part shows

data, simulation, WW and ZZ background. The lower part shows the ratio of 189 GeV

and Z data, again compared to model predictions.
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Figure 3: Event shape distributions of Heavy Jetmass (M2
h=E

2
vis), Wide Jet Broadening

(Bmax), Total Jet Broadening (Bmax), and Sphericity at 189GeV. The upper inset
shows the acceptance correction. The middle part shows data, simulation, WW and ZZ

background. The lower part shows the ratio of 189 GeV and Z data, again compared to

model predictions.
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Figure 4: Event shape distributions of Thrust (T) and Heavy Jetmass (M2
h=E

2
vis), at 76,

65 and 41GeV. The upper inset shows the acceptance correction. The middle part shows
data, simulation and nonradiative background. The lower part shows the correction for

the energy spread.

9



10
-3

10
-2

10
-1

1

-4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5

n-jet rates JADE
log10(ycut)

R

n-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADEn-jet rates JADE

DELPHI 189 GeV
Preliminary

10
-3

10
-2

10
-1

1

-4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5

n-jet rates DURHAM
log10(ycut)

R

n-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAMn-jet rates DURHAM

10
-3

10
-2

10
-1

1

-4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5

n-jet rates CAMJET
log10(ycut)

R

n-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJETn-jet rates CAMJET

2-Jet
3-Jet
4-Jet
5-Jet

MC

Figure 5: QCD jet rates (R) as a function of ycut compared to the prediction of Jet-

set7.4 PS
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to determine �s from mean event shapes. This ansatz provides an additive term to the

perturbative O(�2s) QCD prediction.

hfi = 1

�tot

Z
f
df

d�
d� = hfperti+ hfpowi (2)

where the second order perturbative prediction can be written as

hfperti = A
�s(�)

2�
+

 
A � 2�b0 ln

�2

E2
cm

+B

! 
�s(�)

2�

!2

; (3)

with A and B being known numbers [14, 15], � being the renormalisation scale and

b0 = (33� 2Nf )=12�. The power correction is given by

hfpowi = cf
4CF

�2
M �I

Ecm

"
�0(�I)� �s(�)�

 
b0 � ln

�2

�2I
+

K

2�
+ 2b0

!
�2s(�)

#
(4)

where �0 is a non-perturbative parameter accounting for the contributions to the event
shape below an infrared matching scale �I , K = (67=18� �2=6)CA � 5Nf=9. The Milan
factorM is set to 1.8, which corresponds to three active avours in the non-perturbative

region. The observable-dependent constant cf is 2 and 1 for f = h1� T i and f =
hM2

h=E
2
visi, respectively. In the case of f = hBmaxi cf cannot be described as a constant.

Recent calculations [16] have shown, that for the B observables the non-perturbative

contribution becomes proportional to 1=(Q
q
�s(Q)):

cf =
1

2

0
@ �

2
q
2CF�CMW (Qe�3=4)

+
3

4
� �0

12CF

+ �0

1
A (5)

Where �0 = �0:6137056, and �CMW is �s in the CMW renormalization scheme, which is

linked to the MS Scheme by:

�CMW = �MS

�
1 +K

�MS

2�

�
(6)

The infrared matching scale is set to 2GeV as suggested by the authors [10], the renor-

malization scale � is set to be equal to Ecm. Beside �s these formulae contain �0 as

the only free parameter. In order to measure �s from individual high energy data this

parameter has to be known.
To infer �0, a combined �t of �s and �0 to a large set of measurements at di�erent

energies [17] is performed. For Ecm � MZ only DELPHI measurements are included in

the �t. Figure 6 shows the measured mean values of h1� T i, hM2
h=E

2
visi and hBmaxi as a

function of the centre-of-mass energy together with the results of the �t. The resulting

values of �0 are summarized in Table 5. The extracted �0 values are around 0.5 as
expected in [11, 13] within an uncertainty of 20%. �0 is determined individually for the

observables. The scale error is obtained by varying the renormalization scale x� = �2=E2
cm

from 0.25 to 4.

After having �xed �0, the �s values corresponding for the DELPHI data points can

be calculated from Eqs. (2{4). �s is calculated for the observables individually and then
combined with an unweighted average. Its error is propagated from the data and combined

11



Observable �0(2GeV) �s(MZ) �MS MeV �2=ndf

h1� T i 0:493� 0:009� 0:006 0:119� 0:0014� 0:0067 240� 20� 86 64.0/32

hM2
h=E

2
visi 0:545� 0:023� 0:017 0:120� 0:0020� 0:0050 246� 27� 67 8.28/21

hBmaxi 0:407� 0:022� 0:055 0:117� 0:0012� 0:0015 215� 15� 18 24.1/17

Table 5: Determination of �0 from a combined �t of �0 and �s to a large set of mea-

surements of di�erent experiments [17]. For Ecm � MZ only DELPHI measurements are

included in the �t. The �rst error is the statistical error from the �t, the second one is

the scale error.

by assuming maximal correlation. An additional scale error is calculated by varying x�
and �I in the ranges discussed and the infrared matching scale from 1GeV to 3GeV. The

results are summarized in Table 6 and plotted as function of Ecm together with the QCD

expectation in Figure 8.

Its systematic error is obtained by raising/lowering the �tted �s values by their sys-
tematic error contribution due to ISR and WW. All other systematics present in the �s
results are considered to be fully correlated, thus not contributing to the systematic error
of the slope. The result agrees with the QCD expectation of a running �s (Table 7).

5.2 �s from Event Shape Distributions

From event shape distributions, �s is determined by �tting an �s dependent QCD

prediction folded with a hadronization correction to the data. As QCD predictions
O(�2s), pure NLLA, and the combined O(�2s)+NLLA calculations in lnR-scheme are

employed [14, 18, 19]. The Hadronization correction is calculated using the Jetset PS
model (Version 7.4 as tuned by DELPHI [7]). The QCD prediction is multiplied in each
bin by the Hadronization correction

Chad(Ecm) =
fSim:had (Ecm)

fSim:part (Ecm)
, (7)

where fSim:had (Ecm) (f
Sim:
part (Ecm)) is the model prediction on hadron (parton) level at the

centre-of-mass energy Ecm. The parton level is de�ned as the �nal state of the parton

shower created by the simulation.
The �t ranges used for the di�erent QCD predictions are shown in Figure 7. The

upper limit of the range used for O(�2s)+NLLA is reduced with respect to previous pub-
lications [20, 21] in order to reduce the systematic uncertainties due to WW background.

The lower limit is chosen such that the �2=ndf of the QCD �t were reasonable at 189GeV

while maintaining the results at the Z-peak stable. The ranges for pure NLLA and O(�2s)
�ts are chosen to be distinct, so that the results are statistically uncorrelated. Their limit

is taken from [22], where the size of hadronization correction, the size of the B-coe�cient,

and the stability under �t range changes is considered.
In [22] it has been shown that �xing the renormalization scale to �2 = E2

cm results

in a marginal description of the data. Therefore, the experimentally optimized scales

x� = �2=E2
cm are determined from the LEP1 data and are used for the O(�2s) �ts to
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Ecm QCD-parameter Result � stat � syst � scale

41GeV �s(48GeV) 0.1381 � 0.0066 � 0.0049 � 0.0028

�s(MZ) 0.121 � 0.005 � 0.0037 � 0.0022

65GeV �s(66GeV) 0.1211 � 0.0035 � 0.0024 � 0.0038

�s(MZ) 0.1151 � 0.0032 � 0.0021 � 0.0033

77GeV �s(76GeV) 0.1245 � 0.0032 � 0.0023 � 0.0028

�s(MZ) 0.1212 � 0.0031 � 0.0022 � 0.0027

91.2GeV �s(MZ) 0.1199 � 0.0003 � 0.0027 � 0.0030

133GeV �s(133GeV) 0.115 � 0.0042 � 0.0009 � 0.0028

�s(MZ) 0.1218 � 0.0047 � 0.0010 � 0.0031

161GeV �s(161GeV) 0.1051 � 0.0068 � 0.0038 � 0.0022

�s(MZ) 0.1139 � 0.0080 � 0.0045 � 0.0026

172GeV �s(172GeV) 0.1136 � 0.0084 � 0.0011 � 0.0027

�s(MZ) 0.1251 � 0.0102 � 0.0014 � 0.0033

183GeV �s(183GeV) 0.1112 � 0.0064 � 0.0032 � 0.0025

�s(MZ) 0.1235 � 0.0078 � 0.0040 � 0.0030

189GeV �s(189GeV) 0.1102 � 0.0023 � 0.0018 � 0.0024

�s(MZ) 0.1229 � 0.0028 � 0.0022 � 0.0031

Table 6: �s as obtained with the Dokshitzer and Webber ansatz by averaging the h1� T i,
hM2

h=E
2
visi and hBmaxi results.

the data for both observables individually. In contrast to the NLLA and the combined

NLLA+O(�2s) �ts, � is set equal to Ecm, in order to compare these results with other
experiments more directly.

The systematic errors are obtained from �ts to 1� T and M2
h=E

2
vis distributions eval-

uated with di�erent cuts using the same variations as for the error determination of the
moments. The scale errors for the NLLA and O(�2s)+NLLA analysis are calculated by

varying x� from 0.25 to 4. The scale errors for O(�2s) are taken from a previous DELPHI

publication [20]. An error from the inuence of the used hadronisation model is estimated
by calculating Chad (see Eq. 1) with Jetset and Ariadne. The resulting two values of

�s are averaged to get the central value, half of their di�erence is added in quadrature to

0 .03 .09 0.24 0.5

1� T

z }| {
| {z } | {z }

NLLA+O(�2
s
)

(lnR-Scheme)

NLLA O(�2
s
)

0 .02 .04 0.20 0.5

M2
h=E

2
vis

z }| {
|{z}| {z }

NLLA+O(�2
s
)

(lnR-Scheme)

NLLA O(�2
s
)

Figure 7: Fit ranges chosen for �tting �s from di�erent QCD predictions of 1 � T and

M2
h=E

2
vis distribution.
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Theory used for measurement d��1s =d log(Ecm)

O(�2s)+ power ansatz 1:07� 0:19

O(�2s) 1:23� 0:31

NLLA 1:41� 0:31

O(�2s)+NLLA (lnR-scheme) 1:12� 0:22

QCD expectation 1:27

QCD+Gluinos expectation 0:90

Table 7: Results of straight line �t to the logarithmic energy dependence of ��1s , and

theoretical expectations calculated in 2nd order.

the systematic error.

The �s values evaluated from the distributions are given in Table 10 and plotted in

Figure 8. The results agree within the errors with those measured from the event shape
means. Comparing the results with a precision measurement derived from DELPHI Z
Data [22], the results are in very good agreement for the O(�2s) results, while the results
for NLLA and matched calculations deviate. This is due to the fact, that the analysis in
[22] is based on six observables instead of the two in this analysis, and that the �t ranges

for the NLLA measurements in this analysis have been optimized for the larger statistical
errors of the high energy data.

Starting from the renormalization group equation:

E2
cm

@�s

@E2
cm

= �(�s) = �b0�2s(1 + b1�s + : : :);

an equation suited for �tting the slope of the logarithmic energy dependence is obtained:

d��1s
d log(Ecm)

= 2b0 (1 + b1�s + : : :) ;

with b1 = (153� 19Nf)=2�(33� 2nf )

. Evaluating the equation in full second order with Ecm = 135GeV;� = 200MeV and

Nf = 5 yields d��1s =d logEcm = 1:27 .
Thus in leading order this quantity is independent of �s and Ecm and the coe�cient

b0 of the � function is measured. The values obtained are in good agreement with the

QCD expectation (Table 7).

6 Summary

A measurement of event shape distributions and their moments is presented as obtained

from data measured at 189GeV centre-of-mass energy. The results are compared to pre-

vious measurements at centre-of-mass energies between 133GeV and 183GeV and to low

energy data between 41GeV and 77GeV, reconstructed by tagging radiative events. The

measurement of event shape distributions and their moments is presented as obtained
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from data measured at 189GeV centre-of-mass energy and compared to previous mea-

surements at centre-of-mass energies between 133GeV and 183GeV. The observed jet

rates give no indication for an excess of multi-jet events at high energies.

The strong coupling �s has been determined from the means and the distributions

of 1 � T , M2
h=E

2
vis and Bmax using O(�2s), NLLA, and combined QCD predictions (see

Table 10 and 6).

Non-perturbative corrections to the shape means were based on their energy evolu-

tion using a power correction ansatz. For the shape distributions these non-perturbative

corrections were performed directly by applying analytical corrections, and using the frag-

mentation models Jetset and Ariadne. Within the large statistical errors the di�erent

methods yield consistent results.

The comparison of �s as measured at the Z and at higher energies con�rms that the

energy dependence (running) of the strong coupling is consistent with QCD expectation.

It is measured to be
d��1s

d log(Ecm)
= 1:12� 0:22(stat)

.

16



E
cm

M
ea
n

2
n
d
M
o
m
en
t

3
rd
M
o
m
en
t

<
1
�
T
>

4
1
G
eV

0
.0
9
2
1

�
0
.0
0
2
3

�
0
.0
0
2
7

0
.0
0
1
4

�
0
.0
0
0
8

�
0
.0
0
0
8

0
.0
0
2
6
3

�
0
.0
0
0
2
3

�
0
.0
0
0
2
5

6
5
G
eV

0
.0
6
8
5

�
0
.0
0
1
5

�
0
.0
0
1
2

0
.0
0
8
9

�
0
.0
0
0
5

�
0
.0
0
0
3

0
.0
0
1
6
6

�
0
.0
0
0
1
4

�
0
.0
0
0
0
9

7
7
G
eV

0
.0
7
3
1

�
0
.0
0
1
5

�
0
.0
0
1
4

0
.0
1
0
0

�
0
.0
0
0
5

�
0
.0
0
0
4

0
.0
0
1
8
9

�
0
.0
0
0
1
6

�
0
.0
0
0
1
0

9
1
.2
G
eV

0
.0
6
8
2
3
�
0
.0
0
0
0
6
�
0
.0
0
0
6
5

0
.0
0
8
3
7
�
0
.0
0
0
0
2
�
0
.0
0
0
0
9

0
.0
0
1
5
0
4
�
0
.0
0
0
0
0
4
�
0
.0
0
0
0
1
6

1
3
3
G
eV

0
.0
6
2
4

�
0
.0
0
2
2

�
0
.0
0
0
5

0
.0
0
7
8

�
0
.0
0
0
6

�
0
.0
0
0
1

0
.0
0
1
4
4

�
0
.0
0
0
1
5

�
0
.0
0
0
0
6

1
6
1
G
eV

0
.0
5
4
2

�
0
.0
0
3
1

�
0
.0
0
2
5

0
.0
0
5
8

�
0
.0
0
0
8

�
0
.0
0
0
3

0
.0
0
0
9
2

�
0
.0
0
0
1
9

�
0
.0
0
0
0
5

1
7
2
G
eV

0
.0
5
8
8

�
0
.0
0
5
2

�
0
.0
0
1
1

0
.0
0
7
1

�
0
.0
0
1
5

�
0
.0
0
0
5

0
.0
0
1
2
4

�
0
.0
0
0
4
6

�
0
.0
0
0
2
0

1
8
3
G
eV

0
.0
5
7
5

�
0
.0
0
3
3

�
0
.0
0
1
6

0
.0
0
6
8

�
0
.0
0
1
1

�
0
.0
0
0
4

0
.0
0
1
1
8

�
0
.0
0
0
3
8

�
0
.0
0
0
1
1

1
8
9
G
eV

0
.0
5
5
8

�
0
.0
0
1
2

�
0
.0
0
1
7

0
.0
0
6
5

�
0
.0
0
0
4

�
0
.0
0
0
6

0
.0
0
1
1
1

�
0
.0
0
0
1
4

�
0
.0
0
0
1
9

<
B
m
a
x
>

4
1
G
eV

0
.0
9
0
2

�
0
.0
0
1
7

�
0
.0
0
1
8

0
.0
1
2
4

�
0
.0
0
0
5

�
0
.0
0
0
5

0
.0
0
1
9
4

�
0
.0
0
0
1
1

�
0
.0
0
0
1
2

6
5
G
eV

0
.0
7
7
5

�
0
.0
0
1
1

�
0
.0
0
1
0

0
.0
0
8
4

�
0
.0
0
0
3

�
0
.0
0
0
3

0
.0
0
1
1
8

�
0
.0
0
0
0
7

�
0
.0
0
0
0
7

7
7
G
eV

0
.0
7
9
8

�
0
.0
0
1
0

�
0
.0
0
1
0

0
.0
0
8
9

�
0
.0
0
0
2

�
0
.0
0
0
2

0
.0
0
1
2
6

�
0
.0
0
0
0
6

�
0
.0
0
0
0
6

9
1
.2
G
eV

0
.0
7
4
4
2
�
0
.0
0
0
0
6
�
0
.0
0
0
4
6

0
.0
0
7
8
2
�
0
.0
0
0
0
1
�
0
.0
0
0
0
7

0
.0
0
1
0
6
9
�
0
.0
0
0
0
0
2
�
0
.0
0
0
0
1
0

1
3
3
G
eV

0
.0
6
9
9

�
0
.0
0
1
8

�
0
.0
0
0
8

0
.0
0
7
5

�
0
.0
0
0
5

�
0
.0
0
0
2

0
.0
0
1
0
8

�
0
.0
0
0
1
0

�
0
.0
0
0
0
3

1
6
1
G
eV

0
.0
6
6
4

�
0
.0
0
2
6

�
0
.0
0
1
9

0
.0
0
6
4

�
0
.0
0
0
6

�
0
.0
0
0
3

0
.0
0
0
8
2

�
0
.0
0
0
1
8

�
0
.0
0
0
0
3

1
7
2
G
eV

0
.0
6
9
5

�
0
.0
0
3
9

�
0
.0
0
0
8

0
.0
0
7
5

�
0
.0
0
0
7

�
0
.0
0
0
2

0
.0
0
1
0
9

�
0
.0
0
0
1
0

�
0
.0
0
0
0
3

1
8
3
G
eV

0
.0
6
7
5

�
0
.0
0
2
0

�
0
.0
0
1
6

0
.0
0
7
0

�
0
.0
0
0
5

�
0
.0
0
0
3

0
.0
0
0
9
5

�
0
.0
0
0
0
9

�
0
.0
0
0
0
6

1
8
9
G
eV

0
.0
6
8
3

�
0
.0
0
0
7

�
0
.0
0
0
9

0
.0
0
7
3

�
0
.0
0
0
2

�
0
.0
0
0
2

0
.0
0
1
0
5

�
0
.0
0
0
0
4

�
0
.0
0
0
0
6

Table 8: Event shape means and higher moments for 1� T and Bmax. The �rst error is

statistical, the second systematic.
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Table 9: Event shape means and higher moments for M2
h=E

2
vis and yk?32 . The �rst error is

statistical, the second systematic.
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Ecm Theory QCD-parameter Result � stat � sys � scale

76GeV O(�2s) �s(76GeV) 0.122 � 0.0055 � �
�s(MZ) 0.1186 � 0.0052 � �

NLLA �s(76GeV) 0.1232 � 0.0072 � �
�s(MZ) 0.1197 � 0.0067 � �

O(�2s)+NLLA �s(76GeV) 0.1266 � 0.0044 � �
(lnR-scheme) �s(MZ) 0.1229 � 0.0041 � �

91.2GeV O(�2s) �s(MZ) 0.1186 � 0.0002 � 0.0015 � 0.006

NLLA �s(MZ) 0.1221 � 0.0002 � 0.0039 � 0.0087

O(�2s)+NLLA �s(MZ) 0.1246 � 0.0002 � 0.0024 � 0.0063

133GeV O(�2s) �s(133GeV) 0.1097 � 0.0046 � 0.0009 � 0.005

�s(MZ) 0.1158 � 0.0052 � 0.0010 � 0.006

NLLA �s(133GeV) 0.1104 � 0.0074 � 0.0020 � 0.0057

�s(MZ) 0.1166 � 0.0082 � 0.0023 � 0.0064

O(�2s)+NLLA �s(133GeV) 0.1136 � 0.0043 � 0.0013 � 0.0048

(lnR-scheme) �s(MZ) 0.1202 � 0.0048 � 0.0014 � 0.0053

161GeV O(�2s) �s(161GeV) 0.1085 � 0.0076 � 0.0011 � 0.005

�s(MZ) 0.1178 � 0.0091 � 0.0012 � 0.006

NLLA �s(161GeV) 0.1059 � 0.0104 � 0.0015 � 0.0046

�s(MZ) 0.1147 � 0.0123 � 0.0018 � 0.0054

O(�2s)+NLLA �s(161GeV) 0.1131 � 0.0068 � 0.0021 � 0.0046

(lnR-scheme) �s(MZ) 0.1232 � 0.0080 � 0.0026 � 0.0055

Table 10: �s as obtained from distributions by averaging the results from the 1� T and
M2

h=E
2
vis. The scale errors for the O(�2s) analysis are taken from a previous DELPHI

publication [20]. The results for 76 GeVare preliminary. The estimation of systematic

errors is not �nished yet.
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Ecm Theory QCD-parameter Result � stat � sys � scale

172GeV O(�2s) �s(172GeV) 0.1093 � 0.0094 � 0.0010 � 0.005

�s(MZ) 0.1199 � 0.0113 � 0.0012 � 0.006

NLLA �s(172GeV) 0.1041 � 0.0091 � 0.0011 � 0.0057

�s(MZ) 0.1139 � 0.0107 � 0.0013 � 0.0070

O(�2s)+NLLA �s(172GeV) 0.1087 � 0.0081 � 0.0013 � 0.0042

(lnR-scheme) �s(MZ) 0.1193 � 0.0098 � 0.0016 � 0.0050

183GeV O(�2s) �s(183GeV) 0.1102 � 0.0044 � 0.0019 � 0.005

�s(MZ) 0.1222 � 0.0054 � 0.0023 � 0.006

NLLA �s(183GeV) 0.1094 � 0.0055 � 0.0028 � 0.0056

�s(MZ) 0.1212 � 0.0068 � 0.0034 � 0.0070

O(�2s)+NLLA �s(183GeV) 0.1132 � 0.0038 � 0.0013 � 0.0049

(lnR-scheme) �s(MZ) 0.1259 � 0.0048 � 0.0016 � 0.0061

189GeV O(�2s) �s(189GeV) 0.1065 � 0.0034 � �
�s(MZ) 0.1182 � 0.0042 � �

NLLA �s(189GeV) 0.1097 � 0.0035 � �
�s(MZ) 0.1222 � 0.0044 � �

O(�2s)+NLLA �s(189GeV) 0.1116 � 0.0024 � �
(lnR-scheme) �s(MZ) 0.1246 � 0.0030 � �

Table 11: �s as obtained from distributions by averaging the results from the 1� T and
M2

h=E
2
vis. The scale errors for the O(�2s) analysis are taken from a previous DELPHI

publication [20].The results for 189 GeVare preliminary. The estimation of systematic

errors is not �nished yet.
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Figure 8: Energy dependence of �s as obtained from mean event shapes (top left)

compared to �s obtained from distributions. The errors shown are statistical only. The

band shows the QCD expectation based on an extended �s measurement from Z data

[22].
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