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Abstract

In the framework of the Medipix1 collaboration the PCC, a single photon counting pixel chip,
has been developed [1] with the aim of improving the contrast resolution in medical imaging
applications. The PCC consists of a matrix of 64x64 square pixels with 170 µm side length,
each pixel comprising a 15 bit counter and a pulse height discriminator. The chip has been
bump bonded to equally segmented 200 µm thick SI-LEC GaAs detectors showing a very
high absorption energy for X-rays used in diagnostics.
An absolute calibration of the system with a radioactive source and a synchrotron beam are
described resulting in the value of the test input capacitance of ~24.7 fF. Using this value a
full characterisation of the system from electrical measurements is presented. The entire
system can reach a minimum threshold of ~2100 e- with ~250 e- rms noise. One of the
characteristics of the PCC is the possibility to adjust the thresholds of all pixels on a pixel-by-
pixel basis with 3 bit precision. The threshold distribution after adjustment is ~120 e- rms.
The spatial resolution of the system has been measured to be 3.6 lp/mm. A comparison of a
tooth image taken with the PCC and with a screen-CCD system demonstrates its imaging
capabilities.

(Submitted to Nuclear Instruments and Methods in Physics Research A)

1 The Medipix collaboration is formed by CERN, the University of Freiburg, University of Glasgow and the
Universities and INFN of Pisa, Napoli and Sassari.
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1 INTRODUCTION

Most medical imaging systems still consist of film and screen-film combinations, but
digital imaging systems are gradually replacing them. Digital systems offer immediate results
on-screen (no film development!), easy data storage and data transmission for consulting
purposes as well as the possibility of offline image processing. Digital X-ray imaging has two
possible approaches: charge integration and photon counting. Most of the existing systems
are based on charge integrating devices, e.g. CCDs coupled to scintillators. In photon
counting mode a threshold in energy is set in each pixel. Therefore the main advantage of
photon counting is that noise is suppressed and detector leakage current and electronics
mismatch can be compensated for which results in a large and linear dynamic range. That
leads to the expectation that photon counting should improve the image quality of low-
contrast objects.

This principle has been taken up by the Medipix collaboration resulting in the PCC, a
single photon counting pixel chip. The chip has an active area of ~1.2 cm2 segmented into
64x64 pixels of size 170x170 µm2. Each pixel comprises a preamplifier with leakage current
compensation circuitry, a discriminator and a 15 bit counter. Besides a threshold setting for
the whole chip the thresholds of individual pixels can be tuned with a 3 bit threshold adjust.
Each pixel has one mask and one test bit. For electrical measurements a test-pulse is injected
via a test-input capacitance. The value of this capacitance being very small (design value:
20 fF) can vary significantly from one chip processing run to the next. Therefore it is
necessary to calibrate the capacitance in order to be able to transform electrical
measurements [mV] into absolute charge values [e-]. An absolute calibration with a
radioactive source has been performed and is explained in section 2.

The technique of hybrid assemblies involves connecting the electronics chip together
with the sensor through flip-chip processing. This leaves free the choice of the detector
material2. The PCC has been bump-bonded to a GaAs sensor and section 3 is dedicated to
detector measurements.

In section 4 a system characterisation with electrical measurements is presented and
results are given in absolute values.

Finally some images are shown in section 5.

2 In the case of the PCC not all materials can be used as sensors because the electronics are conceived to collect
only holes. Materials with a very short hole lifetime (e.g. CdTe) therefore cannot be considered.
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2 ABSOLUTE CALIBRATION OF THE TEST-INPUT CAPACITANCE

The calibration procedure must establish a relation between the electrical signal
measured with the system and a well defined value of collected charge. It is common practice
to use radioactive gamma sources for this purpose. As the PCC was originally designed for
mammographic applications a 109Cd source is a very good candidate being a pure gamma
source emitting X-rays with energies lying close to the energies used for mammography. The
two Kα lines (having the highest relative intensities) lie closely around 22 keV and the two
Kβ lines around 25 keV. At 88 keV there is another gamma emission line with low relative
intensity, which will give a small background to the measurement described below.

The principle of the measurement is to start from a discriminator threshold well below
the gamma lines and to move the threshold up in very fine steps. As soon as one passes the
gamma energy there will be a drop in counts, or a peaked distribution after differentiation. In
the case of a 109Cd source the ideal situation would be if the detector system could separate at
least the two peaks at 22 and 25 keV. This was possible in the case of the LHC1/Omega3
chip [2], the predecessor of the PCC from the domain of high-energy physics, when it was
bump-bonded to a silicon detector [3]. For the PCC the overall noise was too large and
prevented separation of the two peaks. Nevertheless the threshold at which the counts drop
almost to zero (except for the few counts originating from the 88 keV line) can be clearly
determined and with an error caused by the noise corresponds to the highest gamma energy
(~25.6 keV). A photon with this energy deposits about 6000 e- in GaAs [4]. It is important to
mention that the whole analysis has been performed on a pixel-by-pixel basis. The
discriminator thresholds in each individual pixel marking the end-points of the spectrum are
then compared with the electrically measured threshold in mV for that pixel at the specific
threshold setting. Assuming a charge collection efficiency (CCE) of 89% measured for our
detector material [5] it is now easy to calculate the value for the test-input capacitance as
~23.4 fF (see fig. 1). As the system noise always broadens the original gamma line the value
of 23.4 fF corresponds to a low limit for the capacitance. In order to correct for this
broadening effect we subtracted 250 e-, corresponding to one sigma of our system noise (see
section 4), which gives the final result of ~24.7 fF for the test-input capacitance. The location
of the square in fig. 2 corresponds in x to the average threshold voltage setting of the chip
where the end-points were found and in y to the average pixel thresholds measured with test
pulses. The curve itself shows the average value of the thresholds of all 4096 pixels as a
function of threshold setting, the error bars being the rms of the threshold distribution. It can
be seen that the discriminator has only a limited linear range of about 3000 e- with the Cd
calibration point lying already at the upper edge of the linear region. The rms of the threshold
distribution is smallest at the threshold setting where the threshold adjustment mask (see
section 4) has been created (1.35 V). The calibration point lies slightly under the curve as a
selection of 230 pixels was taken into account for the analysis. The selected pixels were
situated around the centre of the source for statistics reasons and showed a rather low
threshold which made it easier to follow the entire spectrum and determine correctly its end-
point.
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The calibration result was confirmed by analysing data taken at the Daresbury
synchrotron [6]. The same method as described was used, but this time with a
(monoenergetic) 14.27 keV synchrotron beam. There the average threshold setting
corresponding to the end-points was found at ~1.25 V and a respective threshold of ~3000 e-

being in good agreement with the 109Cd calibration. Nevertheless it should be mentioned that
this calibration was performed with one assembly only; the value for the test-input
capacitance might change slightly for others. Due to the fact that the 109Cd peaks could not be
resolved it should be considered as a good approximation. Moreover the value of 89% for the
CCE has been determined with a shaping time of 1 µs. The PCC has a shaping time of 150 ns
which means that part of the signal could be lost. In that case the value for the test-input
capacitance would represent an overestimation and all the absolute values in electrons given
in the following sections should be considered as worst case values.

A more precise calibration value may be obtained using silicon detectors bump-bonded
to the PCC.

3 SI GaAs DETECTOR PERFORMANCE

As sensor material semi-insulating (SI) GaAs was chosen due to its high absorption
efficiency for X-rays up to about 30 keV (see fig. 3) being ~100 % up to 20 keV. The raw
material originates from Sumitomo and has been processed by Alenia [8]. One of the
problems of SI GaAs is that it usually reaches breakdown before reaching full CCE. Alenia
developed a new backside contact (non-alloyed ohmic contact NAOC [9]) making it possible
to bias 200 µm thick detectors up to voltage regions around 600 V.

In order to evaluate the detector bias voltage at which the active layer extends to the
detector thickness (200 µm) we illuminated the detector from the backside with a pure alpha
source, 210Po. The energy of the alpha emission of 210Po is ~5.4 MeV leading to a penetration
depth of only ~20 µm [10]. As can be seen from fig. 4 the detector volume is fully active
above ~260V where a plateau in counting rate is reached. There is a region of a steep
increase in counts from ~170-260 V between where the electric field reaches the charge
deposition region and until it reaches the backside. The error bars visualising the rms of the
distribution of counts are also very large for the transition bias conditions getting almost
constant in the plateau. The small excess of counts at 260 V might be due to charge injection
from the backside contact when reached by the electric field.

The transition region to fully active detector volume is also visible as a small bump
between ~190-280 V in the I-V measurement of the detector as shown in fig. 5. After this
region the leakage current increases steadily, but without immediate breakdown of the diode.
Measurements have shown that also the CCE increases slowly in this region [9,11]. Making a
compromise between a leakage current that is not too high and a maximum detection
efficiency of the detector we made most of our measurements at a detector bias of 340 V.
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4 CHARACTERISATION OF THE SYSTEM

For the distinction of low-contrast objects it is very important that all pixels in the chip
matrix have a homogeneous threshold. To achieve this the chip has 3-bit threshold tuning in
each pixel. The left-most distribution in fig. 6 shows the threshold distribution of one
assembly without this threshold optimisation, its rms being ~500 e-. The distribution on the
right side is the one for maximum adjustment. After optimisation one can obtain ~120 e- rms
(measured with 340 V detector bias). This value has to be compared with the system noise
(fig. 7), which lies around ~250 e- measured as described in [12]. Therefore the system
performance is noise limited at present.

The adjusted distribution can afterwards be shifted down to lower thresholds reducing
the global threshold setting. The minimum threshold we could achieve with our assemblies
without bias was ~2100 e- (fig. 8a)), with bias ~2400 e- (fig. 8b)).

5 IMAGING

The spatial resolution was determined with a line-pair mask to be 3.6 lp/mm3 (see
fig. 9). The part on the bottom of the image corresponds to an area of bad bump bonding.

A first comparison between the performance of an integrating system and the PCC
photon counting system has been carried out. A tooth has been imaged with a conventional
X-ray tube (Trophy type 708, long cone, 8 mA, 70 kV, 0.2 s acquisition time) and a CCD
detection system. Fig. 10a) shows the scanned image with a screw getting thinner the deeper
it sits inside the tooth. The detection system should be able to image the screw until its end.
As a comparison we made 2 images (one of the top and the other of the bottom part of the
tooth due to the relatively small detection area) with the PCC (fig. 10b)) using 109Cd as X-ray
source. The spatial resolution is clearly poorer than that of the CCD system because of the
pixel size4, but nevertheless the screw can be clearly distinguished from the surrounding tooth
material. Moreover the differences in tooth density are much more clearly visible. In
reference [13] the exposure [µGy] as a function of exposure time for the above mentioned
setup used to obtain image 10a) has been reported (tube A in ref. [13]). The acquisition time
of 0.2 s yields therefore an exposure of ~980 µGy. A calculation of the directional dose
equivalent, H’ (0.07), using the Γ-factor5 for 109Cd [14] yields a value of ~33 µSv. With a
correction factor which is very small for the 109Cd energies [15] the exposure for fig. 10b)
could be determined to be ~34 µGy lying almost 30 times below the dose for the image with
the CCD system.

3 Corresponds to a resolution of ~278 µm.
4 A successor of the PCC is in its final design state with much reduced pixel size.
5 Corresponds to the parameter h0.07=5 (mSv/h)/GBq at 10 cm distance in ref. [14].



6

6 CONCLUSIONS

In this paper we have presented the calibration of the PCC. We measured a value for
the test-input capacitance of ~24.7 fF for one assembly assuming a CCE of 89% with a 109Cd
source, which was confirmed by a measurement using synchrotron radiation. Measurements
have been carried out characterising the SI GaAs detector as well as the whole PCC system.
In the last section images were presented that offer also the possibility of comparing the
imaging potential of the PCC with a CCD system.

We are planning to carry out in the near future measurements with dedicated phantoms
to make a detailed quantitative comparison of contrast and resolution. It is also foreseen to
test the PCC bump bonded to silicon detectors to be able to separate the effects of the
detector from electronics performance.
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Figure captions

Fig. 1 Values for the test-input capacitance evaluated for 230 pixels using the end-points
of the 109Cd spectrum and assuming a CCE of 89 %. The resulting mean value is a
low estimate for the capacitance as the system noise still has to be subtracted.

Fig. 2 The square shows the average threshold voltage setting of the chip which
corresponds to a threshold of 25.6 keV in GaAs assuming a CCE of 89 %. It was
calculated with the value of 24.7 fF for the test-input capacitance and for 230
pixels. The curve corresponds to the average threshold in electrons of the whole
chip as a function of the global threshold voltage setting, the error bars being the
rms of the threshold distribution.

Fig. 3 Absorption efficiency for GaAs (200 and 300 µm thick), Si (300 µm and 1 mm)
and CdTe (300 µm) as a function of the photon energy ranging from 5 keV to
100 keV (data from [7]).

Fig. 4 Illumination of one 200 µm thick GaAs detector with a 210Po alpha source. Up to a
detector bias of ~170 V there are practically no counts. Going higher with the
bias follows a transition region corresponding to the electric field reaching the
charge deposition region and then the backplane. A plateau of counts is reached
above ~260 V.

Fig. 5 Leakage current as a function of detector bias. The transition region of fig. 4 can
also be observed as a small increase in leakage current. Above full activation of
the detector volume the leakage current increases steadily.

Fig. 6 Principle of the threshold adjustment: The distribution on the left side is the
original threshold distribution without adjustment, in the one on the right side all
pixels are maximally adjusted. With 3 bits for the tuning per pixel a narrow
distribution like the one in the centre can be achieved.

Fig. 7 The system noise is of the order of 250 e-.
Fig. 8 a) Minimum threshold above noise without detector bias and b) with 320 V

detector bias.
Fig. 9 Image with a line-pair mask. 3.6 lp/mm (top) can be resolved.
Fig. 10 Image of a human tooth with a fine screw inside using a conventional dental X-

ray tube and a CCD detection system (a)). Image b) has been taken with a 109Cd
source and the PCC system and is composed of 2 images. Differences in density
are clearly visible.
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