
E
X

T
-9

9-
03

1
01

/
06

/
99

Partial Regularity for nonlinear elliptic systems

Frank Duzaar Joseph F. Grotowski

May 1999

Abstract

We consider nonlinear elliptic systems of divergence type. We provide a new method

for proving partial regularity for weak solutions, based on a generalization of the technique

of harmonic approximation. This method is applied in two situations: that of quasilinear

elliptic systems with inhomogeneity obeying the natural growth condition, and that of fully

nonlinear homogeneous systems. In the latter case our methods extend previous partial

regularity results, directly establishing the optimal H�older exponent for the derivative of a

weak solution on its regular set.

1 Introduction

In this paper we are concerned with partial regularity for the solutions of certain systems of

nonlinear elliptic equations. Speci�cally, we consider systems of the form

�div(A(x; u;Du)) = f(x; u;Du) in 
 (1.1)

for 
 a bounded domain in R
n , u and f taking values in R

N , where each A(�; �; �) is in

Hom(Rn ;RN ). A weak solution to (1.1) is then an R
N -valued function u such that, for all

test-functions ' 2 C1c (
;RN ), we haveZ



A(x; u;Du) �D'dx =

Z



f �'dx: (1.2)

Of course in order for these notions to make sense, one needs to impose certain structural and

regularity conditions on A and the inhomogenity f , as well as to restrict u to a particular class

of functions. We make these notions precise for the speci�c structures considered in Section

3, where we study quasilinear elliptic systems which are permitted to have an inhomogeneous

term, and Section 4, where we consider fully nonlinear, homogeneous equations of divergence

type.

Even under reasonable assumptions on A and f , in the case of systems of equations (i.e.

N>1) one cannot, in general, expect that weak solutions of (1.1) will be classical, i.e. C2-

solutions. This was �rst shown by De Giorgi [DeG]; we refer the reader to [G1, Chapter 2.3] for

further discussion, as well as additional examples and references. The goal, then, is to establish

a partial regularity theory. The regular set of a solution u is de�ned by

Reg u = fx 2 
 j u is continuous on a neighbourhood of xg;

and the singular set by

Singu = 
 rReg u:
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Partial regularity theory involves obtaining estimates on the size of Singu (i.e. showing that

Singu has zero n-dimensional Lebesgue measure or better, controlling the Hausdor� dimension

of Singu), and showing higher regularity on Reg u. We refer the reader to the monographs of

Giaquinta, [G1] and [G2], for an extensive treatment of partial regularity theory for systems of

the form (1.1), as well as more general elliptic systems.

Under the structure and regularity conditions introduced in Sections 3 and 4, the partial

regularity results as expressed in Theorems 3.1 and 4.2 is not new. The point of the current

paper is to provide a proof of partial regularity which utilizes a technique which is new to this

�eld, the technique of A-harmonic approximation, which we will explain after a brief discussion

of the standard methods of proof; we refer the reader to [EG, Section 1] and again to [G1, G2],

for more extensive discussions. Although this method does not yield a new partial regularity

result in the case of quasilinear systems (see Theorems 3.1), we are able to improve existing

regularity results in the case of fully nonlinear systems, in fact obtaining the optimal H�olderi

constant for the derivative on the regular set: see Theorem 4.2.

There are four essential elements in the proof of partial regularity. The �rst element is

an inequality of Caccioppoli, or reverse-Poincar�e, type. This enables one to control the L2-

norm of a bounded solution on a ball in terms of the structure constants, the L1{norm of the

solution and the averaged mean-square deviation on a ball of larger radius. The second element

of the proof can then be roughly described as a way of improving the Caccioppoli inequality

su�ciently in order to be able to proceed to the third step. The third step is then to show

that smallness of a particular functional often termed the excess, consisting of the sum of the

averaged mean square deviation and a term involving the radius (the latter only appearing in

the case of inhomogeneous equations) on a particular ball is su�cient for a weak solution of

(1.1) to be H�older continuous on smaller balls. This is generally straightforward for equations

with constant coe�cients, and the idea is usually to �nd an appropriate way of applying the

technique of \freezing the coe�cients".

The existing proofs can broadly be classi�ed into two groups, the \direct" and the \indirect",

the distinction essentially referring to the method of proof employed in the second step described

above. In the former case the goal is to prove reverse H�older{type inequalities. Such inequalities

go back to Gehring [Ge]; in the current setting this method was used by Giaquinta{Giusti

[GG], and simpli�ed by Giaquinta{Modica [GM1]. We refer the reader to [G1, Chapter 5], [G2,

Chapter 6] for applications to other systems and for discussions. The direct proofs tend to be

very technical, although of course they have the advantage of generating explicit information

on the sensitivity of the various estimates to changes in the structure paramaters. Note that

there are more elementary, direct proofs for partial regularity for some elliptic systems ful�lling

structure conditions which are stricter than those considered here; see e.g. [EG], [U].

In the second type of proof, one proves the desired estimate by contradiction: if the desired

inequality were false, one could construct a particular sequence of solutions to (1.1), each of

which fails to satisfy the inequality but which, when appropriately rescaled (or \blown{up"),

form a sequence which converges to a solution of a simpler { often linear { problem, for which

the inequality holds. Compactness arguments then allow one to reach the desired conclusion.

These methods were �rst applied to quasilinear such as (1.1) by Giusti{Miranda [GiM], see also

[G1, Chapter 4], [H]; however the blow{up technique goes back to earlier works of De Giorgi,

Almgren and others.

The technique of harmonic approximation is a related idea. The point is to show that

a function which is \approximately{harmonic", i.e. a function g for which
R


Dg � D'dx is

su�ciently small for all test functions ', lies L2{close to some harmonic function. This technique
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has its origins in Simon's proof of the regularity theorem of Allard ([A]), see [S1, Section 23],

and cf. [B]. An application lying closer to the current one can be found in [S2, Section 1.6].

Here the author is concerned with �nding a so{called epsilon-regularity theorem for energy

minimizing harmonic maps; such theorems show that control on the averaged mean square

deviation of a given energy minimizer on a small ball leads to H�older continuity on smaller

balls. The technique of harmonic approximation allows the author to simplify the original

epsilon-regularity theorem due to Schoen{Uhlenbeck (see [SU, Section 3]).

In Section 2 of the current paper we generalize this technique to elliptic bilinear forms. For

such A 2 Bil(Hom(Rn ;RN )) we call u 2 H1;2(
;RN ) A{harmonic if it satis�es

Z



A(Du;D') dx = 0 for all ' 2 C1

c (
;R
N ) ;

A{harmonic approximation then refers to the direct analog of the above situation. A more

general form of this technique has been applied in the setting of geometric measure theory by

the �rst author and Ste�en; see [DS, Section 3]. There the authors prove a boundary regularity

result for almost minimizing recti�able currents of general elliptic integrands.

The current approach has some useful properties, which we wish to describe briey. As

an indirect proof it avoids the technical di�culties associated with applying Gehring's Lemma;

however we obtain a better control of the sensitivity to the structure constants than other

indirect proofs, as the A{harmonic approximation argument is the only time where we argue

indirectly. For example, it is easy to determine the sensitivity of the excess to the inhomogeneous

term. In the indirect part of the argument, we only require standard compactness results

(Rellich's Theorem): the usual indirect arguments require one to prove compactness results by

hand, on a case-by-case basis. In addition, the application of the A{harmonic approximation

result is accompanied by straightforward, relatively elementary arguments. All of these factors

combine to make the method very exible.

As outlined above, we exhibit this by deriving the partial regularity results in two cases; in

Section 3 we consider quasilinear elliptic systems which are permitted to have an inhomogeneous

term, and in Section 4, we consider fully nonlinear, homogeneous equations of divergence type.

In each case the result is derived completely in the section at hand: apart from the A-harmonic

approximation Lemma, we only need the standard results of linear theory presented in Section

2, and elementary inequalities.

The partial regularity theory for nonlinear systems in the full generality given by (1.1)

requires no major new techniques beyond those introduced in Sections 3 and 4 of the current

paper, but for ease of readability we will present that case in a separate work [DG].

The exibility of the technique also allows us to apply it to parabolic systems; we will take

this up in future work.

We close this section by briey summarizing the notation we will use in this paper. As noted

above, we consider a bounded domain 
 � R
n , and maps from 
 to RN , where we take n � 2,

N � 1. For a given set X we denote by Ln(X) and Hk(X) its n{dimensional Lebesgue measure

and k{dimensional Hausdor� measure, respectively. We write B�(x0) = fx 2 Rn : jx�x0j < �g,
and further B� = B�(0), B = B1. For bounded X � R

n we denote the average of a given g 2
L1(X) by

R�Xg dx, i.e.
R�Xg dx = 1

Ln(X)

R
X g dx. In particular, we write gx0;� =

R�B�(x0)
g dx. We

let �n denote the volume of the unit{ball in Rn , i.e. �n = Ln(B). We write Bil(Hom(Rn ;RN ))

for the space of bilinear forms on the space Hom(Rn ;RN ) of linear maps from R
n to RN .
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2 The A{harmonic Approximation Technique

In this section we present the A-harmonic approximation lemma, and for completeness also

include two standard estimates from linear theory, the Poincar�e Lemma, and a result due to

Campanato. We refer the reader to Section 1 for comments on the A-harmonic approximation

lemma. For convenience of later application, we present the lemma in two di�erent scalings (cf.

[DS, Lemma 3.3]).

2.1 Lemma. Consider �xed positive � and L, and n, N 2 N with n � 2. Then for any

given " > 0 there exists � = �(n;N; �; L; ") 2 (0; 1] with the following property: for any A 2
Bil(Hom(Rn ;RN )) satisfying

A(�; �) � �j�j2 for all � 2 Hom(Rn ;RN ) and (2.1)

jA(�; �)j � Lj�j j�j for all �; � 2 Hom(Rn ;RN ) ; (2.2)

for any g 2 H1;2(B�(x0);R
N ) (for some � > 0, x0 2 Rn) satisfying

�2�n
Z

B�(x0)

jDgj2dx � 1 and (2.3)

����2�n Z
B�(x0)

A(Dg ;D') dx
��� � �� sup

B�(x0)

jD'j for all ' 2 C1

c (B�(x0);R
N ) (2.4)

there exists an A-harmonic function v 2 H = fw 2 H1;2(B�(x0);R
N ) j �2�n R

B�(x0)

jDwj2 dx � 1g

with

��n
Z

B�(x0)

jv � gj2 dx � " : (2.5)

Proof. We assume �rst that x0 = 0, � = 1 (at the end of the proof we will show how a

rescaling of this result yields the general result). Were the conclusion false, we could �nd " > 0,

fAkg each satisfying (2.1), (2.2) and fgkg with gk 2 H1;2(B;RN ) ful�lling:Z
B

jvk � gkj2dx � " for all Ak � harmonic vk 2 H (2.6)

(note that there are always Ak-harmonic functions in H, for example any constant function)Z
B

jDgkj2dx � 1; and (2.7)

��� Z
B

Ak(Dgk;D') dx
��� � 1

k
sup
B

jD'j for all ' 2 C1

c (B;R
N ): (2.8)

Without loss of generality we can assume
R�
B
gkdx = 0 (by simply considering the sequence

fgk �
R�
B
gkdxg in place of fgkg). Poincar�e's inequality and Rellich's lemma then allow us to
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�nd a subsequence, also denoted by fgkg, g 2 H1;2(B;RN ) and A 2 Bil(Hom(Rn ;RN )) (note

(2.2)) such that:

gk ! g weakly in H1;2(B;RN ), gk ! g in L2(B;RN ), Ak ! A, and

Z
B

jDgj2dx � 1 :

We then consider, for ' 2 C1

c (B;R
N ),

Z
B

A(Dg;D')dx=

Z
B

A(Dg �Dgk; D')dx+

Z
B

(A�Ak)(Dgk;D')dx+

Z
B

Ak(Dgk;D') dx:

The �rst term on the right-hand side tends to 0 as k ! 1 due to the weak-H1;2 convergence

of gk to g; similarly the second term via (2.7) and the convergence of the Ak's, and the third

term via (2.8). Thus g is A-harmonic on B.

We now consider the Dirichlet problem given by

Z
B

Ak(Dvk;D')dx = 0 for all ' 2 C1

c (B;R
N ), vk � g 2 H

1;2

0
(B;RN ) :

This problem has a unique solution (see e.g. [G2, Chapter 1]), which we denote by vk. We then

have, using (3.3), the Ak-harmonicity of vk, the A-harmonicity of g, and H�older's inequality,

�

Z
B

jDvk �Dgj2dx

�
Z
B

Ak(Dvk �Dg;Dvk �Dg) dx = �
Z
B

Ak(Dg;Dvk �Dg)dx

=

Z
B

(A�Ak)(Dg;Dvk �Dg)dx � jA�Akj
Z
B

jDgj jDvk �Dgjdx

� jA�Akj
�Z
B

jDgj2dx
�
1=2�Z

B

jDvk �Dgj2dx
�
1=2

:

Given the convergence of Ak to A and the fact that
R
B
jDgj2dx � 1, we can conclude that vk

converges strongly to g in H1;2(B;RN ), and in particular we have that kvk � gkL2(B;RN) ! 0 as

k !1. This would provide the desired contradiction if we had that vk 2 H. There is, however,
no way of guaranteeing this. We therefore set mk = maxfjjDvkjjL2(B;RN),1g, and then de�ne

Vk =
vk
mk

. Then Vk is also Ak-harmonic in B, with Vk 2 H.
We thus have (where the norms refer to the norm in L2(B;RN ))

kVk � gkk � kVk � vkk+ kvk � gk+ kg � gkk :

We have already established that the second and third terms on the right-hand side ap-

proach zero as k ! 1. We note that the strong H1;2-convergence of vk to g shows that

limk!1

R
B jDvkj2 dx exists and is bounded above by 1, meaning that limk!1mk = 1. Hence

the �rst term on the right-hand side is dominated by 2(1 � 1

mk
)
1
2 (kgk + 1) for k large (using

the L2-convergence of vk to g), which also convergences to zero as k ! 1. This provides the

desired contradiction to (2.6).
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In order to show the result on a general B�(x0), we de�ne G on B via G(y) = g(x0 + �y)

and see that (2.1) and (2.2) allow us to apply the lemma to conclude the existence of an A-

harmonic V 2 H1;2(B;RN ) satisfying (2.3) and (2.4) on B (with v replaced by V , g replaced

by G). Setting v(x) = V (x�x0
�

) then yields the desired conclusion. 2

The second scaling of this result is then

2.2 Lemma. Consider �xed positive � and L, and n, N 2 N with n � 2. Then for any

given " > 0 there exists � = �(n;N; �; L; ") 2 (0; 1] with the following property: for any A 2
Bil(Hom(Rn ;RN )) satisfying (2.1) and (2.2), for any g 2 H1;2(B�(x0);R

N ) (for some � > 0,

x0 2 Rn) satisfying

��n
Z

B�(x0)

jDgj2dx � 1 and (2.9)

�����n Z
B�(x0)

A(Dg ;D') dx
��� � � sup

B�(x0)

jD'j for all ' 2 C1

c (B�(x0);R
N ) (2.10)

there exists an A-harmonic function ev 2 eH = fw 2 H1;2(B�(x0);R
N ) j ��n R

B�(x0)

jDwj2dx � 1g

satisfying

��n�2
Z

B�(x0)

jev � gj2 dx � " : (2.11)

Proof. For x0 = 0, � = 1 this is simply Lemma 2.1. For a general ball B�(x0) we can

apply Lemma 2.1 to the rescaled function G(x) = 1

�
g(x0 + �x) to obtain the existence of an

A-harmonic eV 2 H1;2(B;RN ) satisfying (2.11) on B (with ev replaced by eV , g replaced by G).

Rescaling via ev(x) = � eV (x�x0
�

) yields the desired result. 2

We next state the Poincar�e inequality in the form in which we shall need it.

2.3 Theorem. There exists cp = cp(n), without loss of generality cp � 1, such that every

u 2 H1;2(B�(x0)) satis�esZ
B�(x0)

ju� ux0;�j2 � cp�
2

Z
B�(x0)

jDuj2 dx:

For a proof we refer the reader to e.g. [GT, Section 7.8]: note from (7.45) in that book the

above result follows with cp = 22n.

Our �nal tool is a standard estimate for the solutions to homogeneous second order elliptic

systems with constant coe�cients, due originally to Campanato, [C2, Teorema 9.2]. The result

follows from Caccioppoli's inequality for h and its derivatives for any order, Sobolev's inequality,

and Poincar�e's inequality. Note that the original result is given for scalar-valued equations, but

extends immediately to systems. For convenience we give the estimate in a slightly more

general form than that given in [C2] (but one which follows directly, after applying Sobolev's

and Poincar�e's inequalities).
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2.4 Theorem. Consider A, � and L as in Lemma 2.1. Then there exists c0 = c0(n;N; �; L)

(without loss of generality we take c0 � 1) such that any A{harmonic function h on B�(x0)

satis�es

�2 sup
B�=2(x0)

jDhj2 + �4 sup
B�=2(x0)

jD2hj2 � c0�
2�n

Z
B�(x0)

jDhj2 dx :

3 Inhomogeneous quasilinear systems

In the special case of an inhomogeneous quasilinear system, (1.1) takes the form

�div(A(x; u)(Du; �)) = f(x; u;Du) in 
 (3.1)

for 
 a bounded domain in R
n , u and f taking values in R

N , where each A(�; �) is a bilinear

form on Hom(Rn ;RN ). In components (3.1) reads:

�D�(A
ij

��
(x; u)D�u

j) = f i(x; u;Du);

where we sum over repeated indicies, with Greek indicies ranging from 1 to n, Roman indicies

from 1 to N . A weak solution to (3.1) is then an R
N -valued function u such that, for all

test-functions ' 2 C1c (
;RN ), we have

Z



A(x; u)(Du;D') dx =

Z



f �'dx: (3.2)

We commence this section by stating our assumptions on A and f , and our notion of a weak

solution.

H1 We assume A 2 C0(
� R
N ;Bil(Hom(Rn ;RN ))), and further that A is uniformly contin-

uous on sets of the form 
� fu : juj �Mg, for any �xed M , 0 < M <1.

H2 We require that the bilinear forms A(x; u) be uniformly strongly elliptic, i.e. there exists

� > 0 such that

A(x; u)(�; �) � �j�j2 for all � 2 Hom(Rn ;RN ), (x; u) 2 
� R
N .

H3 There exists L > 0 such that

A(x; u)(�; �) � Lj�j j�j for all �; � 2 Hom(Rn ;RN ), (x; u) 2 
� R
N .

H4 We impose the so{called natural growth condition on f (cf. [G1, p. 180]), i.e. there exist

constants a and b, with a possibly depending on M > 0, such that

jf(x; u; p)j � a(M) jpj2 + b for all x2
, u2RN with juj�M , and p2Hom(Rn ;RN ).
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From hypothesis (H1) we have, writing !( � ) for !(M ; �), the existence of a monotone

nondecreasing concave function ! : [0;1) ! [0;1) with !(0) = 0, continuous at 0, such that

(see e.g. [G1, p. 169])

jA(x; u) �A(y; v)j � !
�
jx� yj2 + ju� vj2

�
for all x, y 2 
,u; v 2 RN , juj; jvj �M .

In this setting, a weak solution to (3.1) is de�ned to be a function u 2 H1;2(
;RN )\L1(
;RN )

such that (3.2) holds for all test-functions ' 2 C1c (
;RN ) and, by approximation, all ' 2
H

1;2

0
(
;RN ) \ L1(
;RN ).

We next quote the partial regularity result. This result is originally due to Giaquinta{Giusti,

see [GG, Theorem 2.1].

3.1 Theorem. Let u be a weak solution of (3.1) under the hypotheses (H1){(H4), kukL1 �M ,

and assume 2a(M)M < �. Then

Hn�2�"(Singu) = 0;

for some " > 0, and further u 2 C0;�(Reg u;RN ) for all � 2 (0; 1).

We remark that the techniques presented here (speci�cally, combining Theorem 3.3 with a

standard covering argument) yield the weaker result of Hn�2(Singu) = 0, and some form of

reverse Lp{Lq{inequality is then needed to proceed to Theorem 3.1. Note also that there are

various higher regularity results, including u 2 C1;� on Reg u for A being C0;�, smoothness

on Reg u for smooth A, and reduction of the dimension of the singular set, possibly even full

regularity (i.e. Singu = ;) for A having particular structures: see e.g. [GG, Theorem 2.1], [G1,

Chapters 6,7], [G2, Chapter 6].

The �rst result we require in order to establish Theorem 3.1 is a reverse-Poincar�e or

Caccioppoli-type inequality for weak solutions of (3.1).

3.2 Lemma. Let u 2 H1;2\L1(
;RN ) be a weak solution of (3.1) under (H1){(H4) satisfying

kukL1�M<1. Further assume 2a(M)M < �. Then for any B�(x0) �� 
 we have

Z
B�=2(x0)

jDuj2dx � c1�
�2

Z
B�(x0)

ju� ux0;�j2 dx+ �nb
2�n+2 (3.3)

for c1 = c1(�;L;M; a(M)) � 1.

Proof. Let a = a(M). Consider a �xedB�(x0) �� 
, and a cut-o� function � 2 C1

c (B�(x0))

satisfying 0 � � � 1, � � 1 on B�=2(x0) and jr�j � 4=�. The function ' = �2(u � ux0;�) is

admissable as a test-function in (3.2), and we obtainZ
B�(x0)

A(x; u)(Du;Du)�2dx

=

Z
B�(x0)

h
f(x; u;Du) � �2(u� ux0;�)� 2A(x; u)(Du; �(u � ux0;�)
r�)

i
dx: (3.4)
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Using (H3), (H4),and kukL1 �M the right-hand side of (3.4) can be estimated from above by

Z
B�(x0)

h
a jDuj2�2ju� ux0;�j+ b�2ju� ux0;�j+ 2L�jDuj ju� ux0;�j jr�j

i
dx

which, after applying Young's inequality to the second and third terms, is dominated by

(2aM + ")

Z
B�(x0)

jDuj2�2dx+ 16L2 + 1=4

"�2

Z
B�(x0)

ju� ux0;�j2dx+ �nb
2�n+2"

for arbitrary positive " (also noting jjujjL1 �M). From (H2), we further deduce that the left-

hand side of (3.4) is bounded from below by �
R
B�(x0)

jDuj2�2dx. Combining these estimates

for the choice " = 1

2
(�� 2aM) (which is positive by the conditions of the lemma) and dividing

through by " yields (3.3) with c1 =
64L2+1

(��2aM)2
; note from (H2) and (H3) L � �, so c1 � 1. 2

We are now in a position to prove the central result for obtaining partial regularity, which is

that su�ciently small L2-mean oscillation on su�ciently small balls leads to H�older continuity

on smaller balls.

3.3 Theorem. Consider �xed � 2 (0; 1). Under the assumptions of Theorem 3.1 there exist

positive R0 and " (depending on n, N , �, L, b, M , a(M), !( � ), and �) with the property that

Z
�

BR(x0)

ju� ux0;Rj2dx+R2 � "2 (3.5)

for some R 2 (0; R0] implies u 2 C0;�(BR=2(x0);R
N ).

Proof. By translation, we consider x0 = 0. Consider BR �� 
, B�(z) � BR. We consider

�xed ' 2 C1c (B�=2(z);R
N ), supB�=2(z)

jD'j � 1, as a test-function in (3.2), to obtain

Z
B�=2(z)

A(z; uz;�)(Du;D') dx

=

Z
B�=2(z)

f(x; u;Du) � 'dx+
Z

B�=2(z)

(A(z; uz;�)�A(x; u))(Du;D') dx

� a

Z
B�=2(z)

jDuj2j'jdx+ b

Z
B�=2(z)

j'j dx +
Z

B�=2(z)

jA(x; u) �A(z; uz;�)j jDuj jD'j dx

� sup
B�=2(z)

j'j
�
a

Z
B�=2(z)

jDuj2dx+ b�n(�=2)
n

�

+ sup
B�=2(z)

jD'j
� Z
B�=2(z)

jA(x; u) �A(z; uz;�)j2dx
�
1=2� Z

B�=2(z)

jDuj2dx
�
1=2

; (3.6)

using �rst (H4) and then H�older's inequality. Recalling the de�nition of !( � ) and using Lemma

3.1 and (H3), we continue to estimate, for bR2 � 1, and c2 = (1+ a)maxfc1; bg � 1 (depending

9



on �, L, b, M , a(M)):

Z
B�=2(z)

A(z; uz;�)(Du;D')dx �
�

2

2
64a
0
B@ c1

�2

Z
B�(z)

ju� uz;�j2dx+ �nb
2�n+2

1
CA+

b�n

2n
�n

3
75

+
p
2L

0
B@ Z
B�(z)

!
�
jx� zj2 + ju� uz;�j2

�
dx

1
CA
1=20
B@ c1

�2

Z
B�(z)

ju� uz;�j2dx+ �nb
2�n+2

1
CA
1=2

� �

2
�n�

n�2(a+ 1)

�
c1

Z
�

B�(z)

ju� uz;�j2dx+ b�2
�

+
p
2L�n�

n�1

0
B@ Z
�

B�(z)

!(�2 + ju� uz;�j2)dx

1
CA
1=20
B@c1

Z
�

B�(z)

ju� uz;�j2dx+ b�2

1
CA
1=2

� �

2
�n�

n�2

2
64c2

0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA

+2
p
c2
p
2L!1=2

0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA
0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA
1=2
3
775

= �n�
n�2

0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA
1=2

�

2

2
664c2

0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA
1=2

+
p
8Lc2!

1=2

0
B@ Z
�

B�(z)

ju� uz;�j2dx+ �2

1
CA
3
75 ;

where we have used Jensen's inequality in the second last estimate.

For B�(y) � 
 we introduce the notation

I(y; �) =

Z
�

B�(y)

ju� uz;�j2dx+ �2;

The above estimate can then be applied to yield, for arbitrary ' 2 C1

c (B�=2(z);R
N ):

Z
B�=2(z)

A(z; uz;�)(Du;D') dx

� �n�
n�2pc2

q
I(z; �)

�

2
sup

B�=2(z)

jD'j
hp

c2

q
I(z; �) +

p
8L!1=2(I(z; �))

i
:

Multiplying through by (�
2
)2�n, we obtain (noting that �n � 2n)

����
�
�

2

�
2�n Z

B�=2(z)

A(z; uz;�)(Du;D') dx

����

10



�
q
I(z; �)

�

2
sup

B�=2(z)

jD'j2n�2�n
h
c2

q
I(z; �) +

p
8Lc2!

1=2(I(z; �))
i

� c3

q
I(z; �)

�

2
sup

B�=2(z)

jD'j
hq

I(z; �) + !1=2(I(z; �))
i

(3.7)

for c3 = 22n�2(c2 + 2L) � 1 (depending on n, �, L, b, M , a(M)).

From Lemma 3.2 we note, recalling b�2 � 1,

�
�

2

�
2�n Z

B�=2(z)

jDuj2 dx �
�
�

2

�
2�n

0
B@ c1

�2

Z
B�(z)

ju� uz;�j2 dx+ b2�n�
n+2

1
CA � c3I(z; �): (3.8)

We de�ne now v = u

, for  = c3

p
I(z; �). From (3.7) we see

����
�
�

2

�
2�n Z

B�=2(z)

A(z; uz;�)(Dv;D') dx

���� �
�q

I(z; �) + !1=2(I(z; �))

�
�

2
sup

B�=2(z)

jD'j (3.9)

and, from (3.8) (recalling also the de�nition of c3),�
�

2

�
2�n Z

B�=2(z)

jDvj2dx � c�1
3
� 1 : (3.10)

Now consider a �xed, arbitrary " > 0, and let � = �(n;N; �; L; ") 2 (0; 1] be given from Lemma

2.1. Ifq
I(z; �) + !1=2(I(z; �)) � � (3.11)

then we see from (3.9) and (3.10) that v satis�es the conditions of this lemma, allowing us to

conclude the existence of an A(z; uz;�)-harmonic function h 2 H1;2(B�=2(z);R
N ) satisfying

�
�

2

�
2�n Z

B�=2(z)

jDhj2 dx � 1; (3.12)

�
�

2

��n Z
B�=2(z)

jh� vj2dx � " : (3.13)

Using Theorem 2.4 and (3.12) we obtain the following interior estimate for h, for � 2 (0; 1=4]:

sup
B��(z)

jh� h(z)j2 � �2�2 sup
B�=4(z)

jDhj2 � �2�2c0

�
�

2

��n Z
B�=2(z)

jDhj2dx � 4c0�
2 : (3.14)

We now calculate, using (3.13) and (3.14):

(��)�n
Z

B��(z)

jv � h(z)j2dx � 2(��)�n
Z

B��(z)

(jv � hj2 + jh� h(z)j2)dx

� 2(��)�n
 �

�

2

�n
"+ �n(��)

n sup
B��(z)

jh� h(z)j2
!

� 21�n��n"+ 8�nc0�
2 :

11



Multiplying this through by 2 and recalling the de�nition of v, we see

(��)�n
Z

B��(z)

ju� h(z)j2dx � 2
�
21�n��n"+ 8�nc0�

2

�
:

The left-hand side of this inequality can be estimated from below by

(��)�n inf
�2RN

Z
B��(z)

ju� �j2dx = (��)�n
Z

B��(z)

ju� uz;��j2 dx:

Combining these estimates we have, since 2 = c2
3
I(z; �) and since (��)2 � c2

3
c0�

2I(z; �),

I(z; ��) � c2
3

�
21�n��1n ��n"+ 9c0�

2

�
I(z; �): (3.15)

We �rst �x

� = min

�
1

4
;
�
18c0c

2

3

�� 1
2(1��)

�

(depending on (n, N , �, L, b, M , a(M), �)), so that, in particular, 9c0c
2

3
�2 � 1

2
�2�, and then

set

" = �n2
n�2c�2

3
�n+2� ;

so that 21�n��1n c2
3
��n" = 1

2
�2�. With this choice of ", and � being the corresponding �(n;N;

�; L; ") from Lemma 2.1, we see from (3.15) that we have

I(z; ��) � �2�I(z; �) (3.16)

provided that (3.11) holds.

We now choose s0 > 0 (depending on n, N , �, L, b, M , a(M), �, !( � )) such that 0 <

!(s0) � 1

4
�2, and assume

IR = I(0; R) � 2�nmin
n
1

4
�2; s0

o
(3.17)

for some R 2 (0; R0], where R0 = minfp2s0; 1=
p
bg (in the case b = 0 we take R0 =

p
2s0).

Then for any z 2 BR=2 we have, noting I(z;
1

2
R) � 2nIR:

q
I(z; 1

2
R) + !1=2(I(z; 1

2
R)) �

p
2nIR + !1=2(2nIR) � 1

2
� + !1=2(s0) � � ;

so that under the smallness condition (3.17), (3.11) holds with � = 1

2
R for all z 2 BR=2. We

can thus apply (3.16) in this situation to conclude

q
I(z; 1

2
�R) + !1=2(I(z; 1

2
�R)) �

q
I(z; 1

2
R) + !1=2(I(z; 1

2
R)) � �;

i.e. we can apply (3.16) to B�R=2(z), as well, yielding I(z;
1

2
�2R) � �4�I(z; 1

2
R=2), and induc-

tively

I(z; 1
2
�kR) � �2�kI(z; 1

2
R) : (3.18)

12



Given � 2 (0; 1
2
R], we can �nd k 2 N such that 1

2
�kR < � � 1

2
�k�1R, yielding 2� > �kR, and

allowing us to estimate I(z; �) � ��nI(z; 1
2
�kR). Combining these with (3.18) we have

I(z; �) � ��n�2�
�
2�

R

�
2�

I(z; 1
2
R) �

�
2

�

�n+2� � �
R

�
2�

IR;

and more particularly

Z
�

B�(z)

ju� uz;�j2 dx �
�
2

�

�n+2� � �
R

�
2�

IR

for all z 2 BR=2, 0 < � � 1

2
R. The Campanato Theorem [C1, Teorema 1.3] (see also [G1,

Chapter 3.1]) then yields

ju(x)� u(y)j � C(n; �)
q
(2=�)n+2�IR

� jx� yj
R=2

��
for all x; y 2 BR=2;

i.e. u 2 C0;�(BR=2;R
N ). 2

The partial regularity result Theorem 3.1 now follows, modulo the comments after the

statement of that theorem.

4 The fully nonlinear homogeneous case

In this section we consider the case of a general homogeneous system of second-order elliptic

equations, i.e. we consider weak solutions of

div A(x; u;Du) = 0 in 


for 
 a bounded domain in Rn , and A : 
� R
n �Hom(Rn ;RN )! Hom(Rn ;RN ).

In analogy to Section 3, a weak solution here means u 2 H1;2(
;RN ) such that

Z



A(x; u;Du) �D'dx = 0 for all ' 2 C1c (
;RN ): (4.1)

We assume the following structure-conditions on A (cf. the conditions in Section 3):

H1 A(x; �; p) are di�erentiable functions in p with bounded and continuous derivatives

����@A@p (x; �; p)
���� � L for all (x; �; p) 2 
� R

N �Hom(Rn ;RN ), for some L > 0;

H2 A is uniformly strongly elliptic, i.e. for some � > 0 we have

�
@A

@p
(x; �; p)�

�
� � �j�j2 for all x 2 
, � 2 RN and p,� 2 Hom(Rn ;RN ); and

13



H3 there exists � 2 (0; 1) and K : [0;1)! [0;1) monotone nondecreasing such that

���A(x; �; p) �A(ex; e�; p)��� � K(j�j)
�
jx� exj2 + j� � e�j2��=2 (1 + jpj)

for all x; ex 2 
, �; e� 2 R
N , and p 2 Hom(Rn ;RN ); without loss of generality we take

K � 1.

From (H1) and (H2) we immediately deduce the following (cf. Section 3):

jA(x; �; p) �A(x; �; �)j � Ljp� �j; (4.2)

(A(x; �; p) �A(x; �; �)) � (p� �) � �jp� �j2 (4.3)

for x 2 
, � 2 RN and p; � 2 Hom(Rn ;RN ).

Further (H1) allows us to deduce the existence of a function ! : [0;1) � [0;1) ! [0;1)

with !(t; 0) = 0 for all t such that t 7! !(t; s) is monotone nondecreasing for �xed s, s 7! !(t; s)

is concave and monotone nondecreasing for �xed t, and such that for all (x; �; p); (ex; e�; ep) in

� R

N �Hom(Rn ;RN ) with j�j+ jpj �M we have

���@A
@p

(x; �; p) � @A

@p
(ex; e�; ep)��� � !

�
M; jx� exj2 + j� � e�j2 + jp� epj2� ;

cf. [GG, p. 124], as well as Section 3.

As in Section 3, our �rst goal is to prove an inequality of Caccioppoli, or reverse-Poincar�e,

type. We require the inequality in a more general form than that needed in the case of a

quasilinear system.

4.1 Lemma. Consider � �xed in Hom(Rn ;RN ), � �xed in R
N and let u 2 H1;2(
;RN ) be a

weak solution to (4.1). Then for all x0 2 
 and � � 1 such that B�(x0) �� 
, there holdsZ
B�=2(x0)

jDu� �j2dx

� c1

�2

Z
B�(x0)

ju� � � �(x� x0)j2dx+ c2�n�
n+2�(K(j�j+ j�j) (1 + j�j))

2
1��

for c1 = c1(�;L), c2 = c2(�; �).

Proof. We denote u � � � �(x � x0) by v, and consider a standard cut-o� function � 2
C1c (B�(x0)) satisfying 0 � � � 1, jr�j < 4

�
, � � 1 on B�=2(x0). Then ' = �2v is, by

approximation, admissible as a test-function in (4.1), and we obtainZ
B�(x0)

A(x; u;Du) � (Du� �)�2dx = �2
Z

B�(x0)

A(x; u;Du) � �v 
r�dx:

We further have

�
Z

B�(x0)

A(x; u; �) � (Du� �)�2 dx

= 2

Z
B�(x0)

A(x; u; �) � �v 
r�dx�
Z

B�(x0)

A(x; u; �) �D'dx;

14



and

0 =

Z
B�(x0)

A(x0; �; �) �D'dx:

Adding these three equations yieldsZ
B�(x0)

(A(x; u;Du) �A(x; u; �)) � (Du� �)�2dx

= �2
Z

B�(x0)

(A(x; u;Du) �A(x; u; �))� � v 
r� dx

�
Z

B�(x0)

(A(x; u; �) �A(x; � + �(x� x0); �)) �D'dx

�
Z

B�(x0)

(A(x; � + �(x� x0); �)�A(x0; �; �)) �D'dx

� I + II + III + IV; (4.4)

where

I = 2L

Z
B�(x0)

jDu� �j jvj jr�j �dx;

II = K(j�j+ j�j)(1 + j�j)
Z

B�(x0)

jvj� jDu� �j�2 dx;

III = 2K(j�j+ j�j)(1 + j�j)
Z

B�(x0)

jvj1+� jr�j� dx; and

IV = K(j�j+ j�j)(1 + j�j)
Z

B�(x0)

�
jx� x0j2 + j�(x� x0)j2

��=2
�
�2jDu� �j+ 2�jvj jr�j

�
dx;

after using (4.2),(H3), and � � 1.

For " positive to be �xed later we have, using Young's inequality,

I � "

Z
B�(x0)

jDu� �j2�2dx+ 16L2

"�2

Z
B�(x0)

jvj2dx:

Using Young's inequality twice in II, we have

II � "

Z
B�(x0)

jDu� �j2�2dx+ 1

"
K2(j�j+ j�j)(1 + j�j)2

Z
B�(x0)

�2�
�1
�
jvj
�
2�

dx

� "

Z
B�(x0)

jDu� �j2�2dx+ 1

"

��
K(j�j+ j�j)(1 + j�j)

� 2
1��

�n�
n+

2�

1�� +
1

�2

Z
B�(x0)

jvj2dx
�
;

15



and similarly we see

III � 1

�2

Z
B�(x0)

jvj2dx+
�
8K(j�j+ j�j)(1 + j�j)

� 2
1��

�n�
n+

2�
1��

and

IV �
Z

B�(x0)

K(j�j+ j�j)��(1 + j�j)�+1
�
�jDu� �j+ 8

�
jvj
�
dx

� "

Z
B�(x0)

jDu� �j2�2dx+ 1

�2

Z
B�(x0)

jvj2dx

+

�
64 +

1

"

�
K(j�j+ j�j)2(1 + j�j)2(1+�)�n�n+2� :

Combining these estimates in (4.4) and using (4.3), we have

(�� 3")

Z
B�(x0)

jDu� �j2�2dx

�
 
16L2 + 1

"
+ 2

!
1

�2

Z
B�(x0)

jvj2dx+
�
1

"
+ 8

2
1��

��
K(j�j+ j�j)(1 + j�j)

� 2
1��

�n�
n+

2�

1��

+

�
1

"
+ 64

�
K(j�j+ j�j)2(1 + j�j)2(1+�)�n�n+2� : (4.5)

Noting that �
2�
1�� � �2� for � � 1, K2 � K

2
1�� (since K � 1), (1 + j�j)2(1+�) � (1 + j�j)

2
1�� ,

and 64 � 8
2

1�� we can estimate from (4.5)

(�� 3")

Z
B�(x0)

jDu� �j2�2 dx (4.6)

�
 
16L2 + 1

"
+ 2

!
1

�2

Z
B�(x0)

jvj2dx+ 2

�
8

2
1�� +

1

"

�
�n�

n+2�
�
K(j�j+ j�j)(1 + j�j)

� 2
1��

:

Setting " = �
6
in (4.6) and multiplying through by 2

�
, we obtain the desired inequality with

c1 = c1(�;L) =
12(16L2 + 1) + 4�

�2
and c2 = c2(�; �) =

4

�

�
8

2
1�� +

6

�

�
:

2

We now consider ' 2 C1c (B�(x0);R
N ) with sup

B�(x0)

jD'j � 1, and we henceforth restrict

to � � 1. We further �x � = ux0;� =
R�
B�(x0)

u dx, and (as in the proof of Lemma 4.1) set

v = u� � � �(x� x0). We have, noting that
R

B�(x0)

A(x0; �; �) �D'dx = 0 (since A(x0; �; �) is

constant) and using (4.1):

Z
B�(x0)

� 1Z
0

@A

@p
(x0; �; � + t(Du� �))dt

�
(Du� �)D'dx

=

Z
B�(x0)

(A(x0; �;Du) �A(x0; �; �)) �D'dx =

Z
B�(x0)

(A(x0; �;Du)�A(x; u;Du)) �D'dx:
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Rearranging this, we have

Z
B�(x0)

@A

@p
(x0; �; �)(Du� �)D'dx =

Z
B�(x0)

� 1Z
0

@A

@p
(x0; �; �)dt

�
(Du� �)D'dx

=

Z
B�(x0)

� 1Z
0

�
@A

@p
(x0; �; �)�

@A

@p
(x0; �; � + t(Du� �))

�
dt

�
(Du� �)D'dx+

+

Z
B

(A(x0; �;Du) �A(x; u;Du)) �D'dx: (4.7)

Using (H1) and the estimate for the modulus of continuity of @A
@p
, we have

�����@A@p (x0; �; �)�
@A

@p
(x0; �; � + t(Du� �))

����� �
p
2L!1=2

�
j�j+ j�j; jDu� �j2

�
;

and hence (4.7) yields, recalling kD'kL1 � 1,

Z
B�(x0)

@A

@p
(x0; �; �)(Du� �)D'dx � I + II + III; (4.8)

where

I =
p
2L

Z
B�(x0)

!1=2
�
j�j+ j�j; jDu� �j2

�
jDu� �j dx;

II =

Z
B�(x0)

jA(x0; �;Du)�A(x; � + �(x� x0);Du)j dx and

III =

Z
B�(x0)

jA(x; � + �(x� x0);Du)�A(x; u;Du)j dx :

We have, using �rst Cauchy-Schwarz's and then Jensen's inequalities:

I �
p
2L
p
�n�

n=2!1=2
�
j�j+ j�j;

Z
�

B�(x0)

jDu� �j2dx
�� Z

B�(x0)

jDu� �j2 dx
�
1=2

: (4.9)

We abbreviate K(j�j+ j�j) by � and estimate, using (H3), Young's inequality, � � 1, and � � 1:

II � �

Z
B�(x0)

(1 + j�j)���(1 + j�j+ jDu� �j)dx

� 2�2(1 + j�j)1+��n�n+� +
Z

B�(x0)

jDu� �j2dx :

We also estimate III by using (H3) and (repeatedly) applying Young's inequality:

III � �

Z
B�(x0)

jvj�(1 + jDuj)dx

17



� �

Z
B�(x0)

jvj�(1 + j�j)dx+ �

Z
B�(x0)

jvj� jDu� �jdx

� �

Z
B�(x0)

(1 + j�j)��
�
1

�
jvj
��

dx+ �2
Z

B�(x0)

�2�
�
1

�
jvj
�
2�

dx+

Z
B�(x0)

jDu� �j2dx

� 2

�2

Z
B�(x0)

jvj2dx+ 2 (�(1 + j�j))
2

1�� �n�
n+� +

Z
B�(x0)

jDu� �j2dx; (4.10)

again where we have noted � � 1, and used the fact that �
2�
1�� � �

2�
2�� � �� for � � 1. By

Theorem 2.3 we can further estimate from (4.10):

III � (1 + 2cp)

Z
B�(x0)

jDu� �j2dx+ 2 (�(1 + j�j))
2

1�� �n�
n+� :

Since �2(1 + j�j)1+� �
�
�(1 + j�j)

� 2
1��

, we can combine the above estimates to obtain

II + III � 2(1 + cp)

Z
B�(x0)

jDu� �j2dx+ 4 (�(1 + j�j))
2

1�� �n�
n+� : (4.11)

We de�ne

�(x0; �; �) =

Z
�

B�(x0)

jDu� �j2 dx and H(t) = (K(M + t)(1 + t))
2

1�� :

Note that H is monotone nondecreasing, and takes values in [1;1); in particular we have that

(�(1 + j�j))
2

1�� � H(j�j+ j�j). We can now combine (4.9) with (4.11) in (4.8) to obtain

Z
B�(x0)

@A

@p
(x0; �; �)(Du� �)D'dx

�
p
2L!1=2(j�j+ j�j;�(x0; �; �))�1=2(x0; �; �) + 2(1 + cp)�n�(x0; �; �) + 4�nH(j�j+ j�j)��

� c3

�
!1=2(j�j+ j�j;�(x0; �; �))�1=2(x0; �; �) + �(x0; �; �) +H(j�j+ j�j)��

�
(4.12)

for c3 = 2n+1(1 + cp) +
p
2L (depending on n and L).

For " > 0 to be determined later, we take � = �(n;N; �; L; ") 2 (0; 1] to be the corresponding

constant from the A-harmonic approximation Lemma.

w =
u� ux0;� � �(x� x0)

c3 (�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j))1=2

and obtain from (4.12), now for arbitrary ' 2 C1c (B�(x0);R
N ),

��n
Z

B�(x0)

@A

@p
(x0; ux0;�; �)DwD'dx

�
�
!1=2 (jux0;�j+ j�j;�(x0; �; �)) + �1=2(x0; �; �) +

�
2

�
sup

B�(x0)

jD'j (4.13)
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(noting that c3 > 2n > �n) and

��n
Z

B�(x0)

jDwj2dx � �n

c2
3

� 1: (4.14)

For " > 0 to be determined later, we take � = �(n;N; �; L; ") 2 (0; 1] to be the corresponding

constant from the A-harmonic approximation Lemma. If the smallness-condition

!1=2 (jux0;�j+ j�j;�(x0; �; �)) + �1=2(x0; �; �) � �=2 (4.15)

is satis�ed, inequalities (4.13) and (4.14) allow us to apply the second scaling of the A-harmonic

approximation Lemma, Lemma 3.2, to conclude the existence of a @A
@p
(x0; ux0;�; �)-harmonic

function h 2 H1;2(B�(x0);R
N ) satisfying:

��n�2
Z

B�(x0)

jw � hj2dx � "; (4.16)

and

��n
Z

B�(x0)

jDhj2dx � 1: (4.17)

From Theorem 2.4 and (4.17) we have

sup
B�=2(x0)

jD2hj2 � c0�
�n�2

Z
B�(x0)

jDhj2dx � c0

�2
:

For � 2 (0; 1=4] (we will later �x �), Taylor's theorem applied to h at x0 thus yields

sup
x2B2��(x0)

jh(x) � h(x0)�Dh(x0)(x� x0)j2 �
c0

�2
(2��)4 = 16c0�

4�2: (4.18)

We have then

(2��)�n�2
Z

B2��(x0)

jw � h(x0)�Dh(x0)(x� x0)j2dx

� 2(2��)�n�2
� Z
B2��(x0)

jw � hj2dx+
Z

B2��(x0)

jh� h(x0)�Dh(x0)(x� x0)j2dx
�

� 2(2��)�n�2
�
�n+2"+ 16c0�n(2��)

n�4�2
�

(via (4.16), (4.18))

= 2�n�1��n�2"+ 8c0�n�
2: (4.19)

Setting  = c3

�
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
1=2

and noting that the mean-value of

u� (� + Dh(x0))(x � x0) on B2��(x0) is ux0;2��, we have

(2��)�n�2
Z

B2��(x0)

ju� ux0;2�� � (� + Dh(x0))(x� x0)j2dx
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� (2��)�n�2
Z

B2��(x0)

ju� ux0;� � �(x� x0)� (h(x0) +Dh(x0)(x� x0))j2dx

= 2(2��)�n�2
Z

B2��(x0)

jw � h(x0)�Dh(x0)(x� x0)j2dx

� c2
3

�
2�n�1��n�2"+ 8c0�n�

2

��
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
(from (4.19))

� c4(�
�n�2"+ �2)

�
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
(4.20)

where c4 = (2�n�1 + 8�nc0)c
2

3
(depending on n, N , � and L). Note that c4 � 1.

Applying Lemma 4.1 on B2��(x0) with � = ux0;2��, and � + Dh(x0) in place of � yieldsZ
B��(x0)

jDu� (� + Dh(x0))j2dx

� c1

(2��)2

Z
B2��(x0)

ju� ux0;2�� � (� + Dh(x0))(x� x0)j2dx+ F ; (4.21)

for

F = c2�n(2��)
n+2�

�
K(jux0;2��j+ j� + Dh(x0)j)(1 + j� + Dh(x0)j)

� 2
1��

� c2�n(2��)
n+2�H (jux0;2��j+ j� + Dh(x0)j) (4.22)

after taking into account the de�nition of H. We note, using Theorem 2.4 and (4.17)

jDh(x0)j = c3(�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j))1=2jDh(x0)j
� c3

p
c0(�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j))1=2 : (4.23)

Further we have

jux0;2��j � jux0;�j+ j
Z
�

B2��(x0)

(u� ux0;� � �(x� x0))dxj

� jux0;�j+
� Z

�
B2��(x0)

ju� ux0;� � �(x� x0)j2dx
�
1=2

� jux0;�j+ (2�)�n=2
� Z

�
B�(x0)

ju� ux0;� � �(x� x0)j2dx
�
1=2

� jux0;�j+
p
cp

(2�)n=2
��1=2(x0; �; �)

� jux0;�j+
p
cp

(2�)n=2
�
�
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
1=2

; (4.24)

the second-last inequality following from Poincar�e's inequality (note that u� ux0;� � �(x� x0)

has mean-value 0 on B�(x0)). Thus, noting � � 1, we combine (4.23) and (4.24) to obtain

jux0;2��j + j� + Dh(x0)j

� jux0;�j+ j�j+
�
c3
p
c0 +

p
cp

(2�)n=2

��
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
1=2

:
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Assume that we have�
c3
p
c0 +

p
cp

(2�)n=2

�
�1=2(x0; �; �) � 1

2
(4.25)

and

2

�
c3
p
c0 +

p
cp

(2�)n=2

�
��H(jux0 j+ j�j)��1 � 1

2
: (4.26)

Then we see from (4.22), recalling also that H � 1,

c2�n(2��)
n+2�H (1 + jux0;�j+ j�j) � c5�n(��)

n�2��2�H2 (1 + jux0;�j+ j�j) (4.27)

for c5 = maxf2n+2c2; 1g depending on n, � and �.

We have then from (4.20),(4.21), and (4.27), assuming that (4.25) and (4.26) hold (and

using Lemma 4.1 with � = ux0;2��),

�(x0; ��; (Du)x0;��)

� ��1n (��)�n
Z

B��(x0)

jDu� (� + Dh(x0))j2dx

� ��1n (��)�n

0
B@ c1

(2��)2

Z
B2��(x0)

ju� ux0;2�� � (� + Dh(x0))(x � x0)j2dx+ F

1
CA

� 2nc1c4�
�1
n

�
��n�2"+ �2

��
�(x0; �; �) + 4��2�2�H2(jux0;�j+ j�j)

�
+ c5�

2��2�H2 (1 + jux0;�j+ j�j) (4.28)

We now set c6 = 2n+1c1c4�
�1
n � 1 (depending on n, N , �, L and �), and we then �x � 2 (0; 1=4]

such that c6�
2 � 1

2
�2�. We then set " = �n+4, which �xes � 2 (0; 1]. Note that �, " and � depend

on the same parameters as c6.

Taking � = (Du)x0;� in (4.28) and writing �(z;R) for �(z;R; (Du)z;R) we have

�(x0; ��) � c6�
2�(x0; �) + (2c6�

�2 + c5)�
2��2�H2 (1 + jux0;�j+ j�j)

� 1

2
�2��(x0; �) + c7�

2��2�H2 (1 + jux0;�j+ j�j) ; (4.29)

noting that c6�
2 � 1

2
�2�, and setting c7 = 2c6�

�2 + c5 (with c7 � 1, depending on n, N , �, L

and �), as long as the smallness conditions (cf. (4.15), (4.25), (4.26))

!(jux0;�j+ j(Du)x0;�j;�(x0; �)) � �2

16
; (4.30)

�(x0; �) � minf �2
16
; 1

4c28
g (4.31)

and

2c8�
�H(1 + jux0;�j+ j(Du)x0;�j) � �

2
(4.32)

are satis�ed; here c8 = c3
p
c0 +

p
cp

(2�)n=2
(with the same dependancies as c7).
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Now for a �xed M1 > 0, we choose t0 positive (depending on n, N , �, L, �, M1 and !(�))
such that

!(M1; t0) �
�2

16
and t0 � minf �

2

16
;

1

4c2
8

;
M2

1
(1� ��)2

4(1 +
p
cp)2�n

g (4.33)

We now set H0 = H(1 +M1), and choose �0 > 0 (depending on the same quantities as t0, and

additionally on K(�)) such that

�
2�

0
<

t0

(4c7 + c2
8
)H2

0

;

note that this choice ensures 2c8�
�

0
H0 <

�
2
and 2c7�

2�

0
H2

0
< t0

2
.

Assume that we have, for some � 2 (0; �0],

jux0;�j+ j(Du)x0;�j < 1

2
M1 and �(x0; �) <

1

2
t0 : (4.34)

Then (4.30), (4.31)and (4.32) are satis�ed, and so we can conclude from (4.29)

�(x0; ��) � �2�
�
1

2
�(x0; �) + c7�

2�H2

0

�
:

We can iterate this procedure if we can ensure, for every j 2 N, that
�(x0; �

j�) < t0 and jux0;�j�j+ j(Du)x0;�j�j < M1 : (4.35)

Then we would have (4.30), (4.31)and (4.32) with � replaced by �j�, and hence could conclude

�(x0; �
j+1�) � �2�

�
1

2
�(x0; �

j�) + c7(�
j�)2�H2

0

�
: (4.36)

We will establish (4.35) by induction. We suppose that (4.35) is valid for 0; : : : ; j� 1. Then

�(x0; �
j�) � �2j�

2j
�(x0; �) + c7H

2

0
�2�

jX
`=1

�2�j21�`

� �2j�
�
2�j�(x0; �) + 2c7H

2

0
�
2�

0

�
� t0�

2j� ; (4.37)

by the choice of �0. We further calculate

jux0;�j�j+ j(Du)x0;�j�j

� jux0;�j+ j(Du)x0;�j+
1 +

p
cp

�n=2

j�1X
`=0

�1=2(x0; �
`�)

� M1

2
+

1 +
p
cp

�n=2

j�1X
`=0

�`�
p
t0

<
M1

2
+

1 +
p
cp

�n=2(1� ��)

p
t0

� M1 ; (4.38)

where we have used (4.37) and (4.34) in obtaining the second inequality, and (4.33) for the �nal

inequality.

From (4.37) and (4.38) we see that we have established (4.35) for all j 2 N. As in [GM2,

p. 127] (cf. the end of Section 3 of the current paper) this allows us to conclude the desired

partial regularity result:
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4.2 Theorem. Let u 2 H1;2(
;RN ) be a weak solution to (4.1) under the structure-conditions

(H1){(H3). Then Reg u is open in 
, and u 2 C1;�(Reg u;RN ). Further Singu � �1 [ �2,

where

�1 = fx 2 
 : lim inf
�!0+

Z
�

B�(x0)

jDu� (Du)x0;�j2 dx > 0g; and

�2 = fx 2 
 : sup
�>0

�
jux0;�j+ j(Du)x0;�j

�
=1g ;

and in particular, Ln(Sing u) = 0.

As stated in the introduction, the fact that we obtain the optimal H�older continuity C1;� on

the regular set is new, cf. prior proofs such as [GM2, Theorem 1.1]. Note also that our method

carries through for the case � = 1, in this case yielding u 2 C1;�(Reg u;RN ) for all � 2 (0; 1).

References

[A] Allard, W.K.: On the �rst variation of a varifold. Annals of Math. 95, 225{254 (1972).

[B] Bombieri, E.: Regularity theory for almost minimal currents. Arch Rational Mech. Anal 7, 321{380 (1982).

[C1] Campanato, S.: Propriet�a di H�olderianit�a di alcune classi di funzioni. Ann. Sc. Norm. Sup. Pisa Ser. III

17, 175{188, (1963).

[C2] Campanato, S.: Equazioni ellittiche del IIe ordine e spazi L2;�. Ann. Mat. Pura Appl. 69, 321{381 (1965).

[DeG] De Giorgi, E.: Un esempio di estremali discontinue per un problema variazionale di tipo ellitico. Boll.

UMI 4, 135{137 (1968).

[DG] Duzaar, F., Grotowski, J.: Partial regularity for fully nonlinear elliptic systems. In preparation.

[DS] Duzaar, F., Ste�en, K.: Boundary Regularity of almost{minimizers of elliptic integrands. Preprint.

[EG] Evans, L.C., Giarrusso, E.: An Elementary, Direct Proof of Partial Regularity for Solutions of Certain

Nonlinear Elliptic Systems. Indiana Univ. Math. J. 34, 857{864 (1985).

[Ge] Gehring, F.W.: The Lp{integrability of the partial derivatives of a quasiconformal map. Acta math. 130,

265{277 (1973).

[G1] Giaquinta, M.: Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Systems. Princeton,

NJ: Princeton University Press, 1983 .

[G2] Giaquinta, M.: Introduction to Regularity Theory for Nonlinear Elliptic Systems. Basel, Boston, Berlin:

Birkh�auser, 1993.

[GG] Giaquinta, M., Giusti, E.: Nonlinear elliptic systems with quadratic growth. manuscripta math. 24, 323{

349 (1973).

[GM1] Giaquinta, M., Modica, G.: Regularity results for some classes of higher order nonlinear elliptic systems.

J. Reine Angew. Math. 311/312, 125{169 (1979).

[GM2] Giaquinta, M., Modica, G.: Almost-everywhere Regularity results for solutions of nonlinear elliptic sys-

tems. Manus. Math. 28, 109{158 (1979).

[GT] Gilbarg, D., Trudinger, N.: Elliptic Partial Di�erential Equations of Second order (2. Ed.), Berlin, Heidel-

berg, New York, Tokyo: Springer, 1983.

[GiM] Giusti, E., Miranda: Sulla regolarit�a delle soluzioni deboli di una classe di sistemi ellittici quasi-lineari.

Arch Rational Mech. Anal. 31, 173{184 (1968).

[H] Hamburger, C.: A new partial regularity proof for solutions of nonlinear elliptic equations. Manus. Math.

95, 11{31 (1998).

[S1] Simon, L.: Lectures on Geometric Measure Theory. Canberra : Australian National University Press, 1983.

[S2] Simon, L.: Theorems on Regularity and Singularity of Energy Minimizing Maps. Basel, Boston, Berlin:

Birkh�auser, 1996.

23



[SU] Schoen, R. and Uhlenbeck, K.: A regularity theorem for harmonic maps. J. Di�. Geom. 17, 307{335 (1982).

[U] Uhlenbeck, K.: Regularity for a class of non{linear elliptic systems. Acta math. 138, 219{240 (1977).

Mathematisches Institut der Humboldt-Universit�at zu Berlin,

Unter den Linden 6, D-10099 Berlin, Germany

24


