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Abstract

The LHC accelerator aims at injecting, accelerating and colliding beams with very
well controlled beam parameters (e.g. momentum, orbit, tune and chromaticity).
This is a non-trivial task since the super conducting main bending magnets will
generate field errors with dynamic effects that may result in beam loss. To
overcome this problem, real time control of beam parameters via the Power
Converters has been proposed. This requires site wide deterministic
communication of control data. In this paper we will outline some aspects of a
prototype deterministic network for the LHC with a core based on ATM
(Asynchronous Transfer Mode) communication technology.
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A prototype ATM network for real time control of the LHC

T.Wijnands, W. Herr, P. Ribeiro, CERN, Geneva, Switzerland

Abstract

The LHC accelerator aims at injectinagcelerating and
colliding beams with very well controlled beam
parameters (e.g. momentum, orbit, tune
chromaticity). This is a non-trivial task since theper
conducting main bending magnets will generatefield
errors with dynami@ffectsthat may result in beanoss.
To overcomethis problem,real time control of beam
parameteryia the Power Converters h&agen proposed.
This requiressite wide deterministic communication of

control data. In this paper we will outline some aspects &

a prototype deterministic network for the LHC witltare
based on ATM (Asynchronous Transfer Mode)
communication technology.

1 INTRODUCTION

The LHC (Large HadronCollider) [1] is a proton-
proton collider that will be commissionetlound2005 at
CERN. The LHC differs in many aspects from the
presently operatingiccelerators aCERN since it has a
smallerdynamic apertureand higher stored beam energy
while being much more sensitive to bedoss. These
characteristics havdead to imposing more stringent
requirements onthe control of beamparameterslike
momentum, orbit, tune and chromaticity.

During any operation cycle, beaparametersvill vary
due to field errors, generated bythe superconducting
magnets. Oparticular interest to ukere are field errors
caused bydynamic effectghat result in adecay of the
integral magnetic field although ttoeirrent inthe magnet
remains constant. This resultsfield errorsthat cannot
be eliminated entirely with feed forward correction.

Site-wide reakime control of critical beanparameters
using beamposition monitors as senso@nd power
converters as actuatorspsoposed tcsolve this problem.
This requirescommunication of time criticatlataover a
large distance (typically 5 to 7 kilometers).

In this paper, we will outline a proposal foRdayered
real time communications infrastructure for the LHC wit
an upper layerthat is based onATM (Asynchronous
Transfer Mode) technology. We will demonstrttat this
layer cansupporttraffic from various types ofeal time
applications over a largdistancewhile giving guarantees
on the communications laten@gnd onthe bandwidth
available to the user applications. Moreover, wél
show that matching the capabilities of netwarkd end
nodes tothe traffic pattern ofthe applicatiorcan lead to
very efficient and reliable deterministic communications.

2 REAL TIME APPLICATIONS

2.1 Classification

and

The real time control tasks for the LH&nroughly be
divided in three different categories : periodicaperiodic
and interactive tasks.

Most periodic tasks will be concernedwith feedback
control of the beamparameters as mentioned earlier.
Periodic tasks generate CBfaffic and requireguarantees
communicationsdelay and jitter since otherwise
machine performance degradation or damage may occur.

Examples ofaperiodictasks are the completion of a
state transition of a piece of equipment or iaaching of
alarm conditions. Such evengenerate rt-VBR traffic.
Fixed transferdelay is also necessary herebecause
appropriate action must be taken within a given time.

Finally, as arexample of an interactive contrask,
one can think of anoperatorasking for a statuseport
from apiece of equipment. Interactilmsedeventshave
UBR! traffic since transmission is initiated onsaecific
command or request. lthis case, optimizing the use
bandwidth is usually as important as minimizing the jitter
(the spread in latency).

2.2 An example : Closed Orbit Control

Controlling the closed orbit in the LHC is probably the
most demanding application in terms of communications.
When the closed orbit of a single beam in the Lheds
correction, beam position data is collected from b&am
position monitors (BPM) in some 248 localdata
acquisition crates distributed equally along the rifigere
will approximately 80 bytes oflataper BPM (40 kBytes
total). The position data is then send to a cematputer
wherethe response matrix (maximum size 512x512) is
computed using a matrix manipulatiorprogram like
MICADO. Finally, the central node distributes the
correction data among the 512 power convettegisdrive
hthe current in the orbit corrector magnets.

Preliminary investigations suggest that vibuld be
desirable to correct the closed orbit of the LHC beams in a
closed loop with a bandwidth of the order of 0.1 Hz. It has
been estimatethat forthis case, about 30 % or more of
the overallloop-inducedphase shiftwill be due to data
communication.

! CBR =constant bit ratest-VBR = real time variable bit
rate, UBR = unspecified bit rate.



3 ATM INFRASTRUCTURE

3.1 ATM : Asynchronous Transfer Mode

Asynchronous Transfer Mode (ATM) [2] is a
connection oriented, multiplexing,
techniquewhich wasdesignedfor carrying variouskinds
of traffic - data, voiceandvideo - overthe futureB-ISDN

communication

control room. Alternative paths tevery switch (not
shown here) will provide for network redundancy.

Local equipment isaccessedria the secondlayer that
will probably use dfield bus technology likeWorldFip
[3]. WorldFip field busses have the advantage of providing
a relative simple, flexible and cost-effective solution
while covering LHC specific requirements concerning
distanceand radiation resistantcoppercabling [4]. It is

(Broadband Integrated Services Digital Network). The also possible to map r@altime communicatiorchannel

main advantages oATM over othertechniques originate onto WorldFip since the bus uses a static, taiieen

from the use of smaller fixed-length packétalled'cells’)  scheduling scheme (figure 2).

of 53 bytes instead of packets which allows for fast digital

switching and transmissionand which make quality of | . |

service (QoS) for end users possible. Qo$efines the B T T

required bandwidth and latency in terms of parameters su . 2

as Cell Rate (peakminimum, average) andthe Cell (N :

Delay Variation Tolerance. }“";:?;‘3‘;3' e I i
At the connection set up, a traffic contractisgotiated =

MMS
betweenthe userand the network. Thiscontractdefines

the expectedvraffic pattern interms of atraffic class and rigyre 2: WorldFipMacrocyclewith several elementary
the requiredQuality of Service (Q0S). A call admission cycles allowing for communication of time-critical and
strategy judges whethéne networkcapacity is sufficient non time-critical control data.

to accept the new connection. Once a connectiorbéars

Y ;\\k““*n;\ . >2msec
& ey Rl S — time-allocation

on the
comms. bus

MPS

created, data can be transported with figechmunications
latency while only apredeterminedraction of thetotal
available bandwidth is being used. The celrate is
determined bythe number of entriesllocated in the
transmit scheduling table.

These characteristics motivatetvestigating the use of

the ATM networking technology for oueal time control

3.3 ATM switches & nodes

The ATM switches thahave beerused herdave a 5
Gbit/s shared-memoryswitching capacity with non-
blocking switching fabrics operated by a 100 MM#PS
R4600 switch processor. Altan accommodate several
155 Mbits/s links and a maximum of two 622 Mbit/s up-
links.

system. The ATM nodes arestandardVME basedRIO2 8062

Power PCs at 300 MHequippedwith commercial ATM
adaptorcards[5] that are pluggedinto to the PMCslots
and accessed via the PRls. The PowerPCare operated
under LynxOS, aUNIX-compatible, POSIX-conformant

o

N/
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ATM svitches multi-process and multi-threaded real-time operating
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Figure 1: The 2-layered real time communications l hast camp uter
topology proposed for the LHC using ATM technology. PClbus
|
3.2 ATM network hog CPU PCI
An example of a2-layeredreal time communications me mory | Controller

network topology for the LHC is shown in figure 1. The

upper layerconsists of 8 ATM switchegqually spaced Figure 3: Layout of the PM®ased ATM Adaptor Card

along theacceleratorring and asingle switch in the for the ATM nodes.

center. The switches in theicinity of the beampipe

accommodate several 155 Mbit/s links to the ATibtles The ATM adaptor (figure 3gards are based dhe IDT

and a 622 Mbit/s up-link to the central switch in the LHONICStAR 77211 ATM chip seandthe standard software
driver supportsAAL-O (raw cells) and AAL-5 formatted



traffic at CBR or UBR'. This ATM chip has a highly At cell rates of 60 % or more of the maximum, the soft
integrated design and performs both the AAL and hardwareverheads andhe line speedincreasingly
segmentation/reassemblirzgnd the ATM layer protocol dominate the latency. In thisase, increasing the cedte
functions. The host CPU is onlysedfor small data does not decrease the latency any further.

movements; the remainder is using direct memory access. Figure 5 shows the throughput faffic with identical

sized messages. Folarge messages there is liaear
4 EXPERIMENTAL RESULTS relationship between cell rate and throughput as one

As indicators for theperformance othe ATM network ~Would expect.For small messagesowever, it is not
and end nodes we hauensideredatencyandthroughput. POSsible to get aimprovedthroughput by increasing the
Latency is always preserdue to soft and hardware cell rate. When small messagesfel cells areused, the
overheads athe hostand due to dimited line speed. throughput is no longerontrolled bythe cell rate. The
Figure 4 shows the latency fordifferent sized messages tiMe it takes to put a cell on the line is nequal to the
using nativeAAL-5 traffic over a155 Mbit/s ATMlink ~ SOft and hardware overhead at the host.

in a configuration without a switch. It should be.no'Fed howeverthat the hostcan prepare
datafor transmission atates of theorder of 500 Mbit/s
10°; ' ' ' which is far superior to SDH-STM1 linespeed.This
- . creates a potential risk of data loss.
6553 bytes . . . .
|\r 48 bytes Similar  experiments have been carried out in
10° configurations with one or two ATM switches. Crossing

' a single ATM switch increases the latency by about0
. \\\ and this is independent of the message s$imsvever, the
10'% -

? N s switch delay play®nly a role of importance whesmall
é messages are send.
10 - 5 CONCLUSIONS
. T K-
o e Efficient and reliable operation of the LHCwill
, ) probablyrequire asite-wide realtime control system to
107 5 10 15 20 25 30 35 40 correct field errorsvith dynamic effects duringperation.
Peak Cell Rate at saurc e [10E 4 cell sfs] This has motivated the construction and investigation of a

. o . prototype real time network with an ATM core.
Figure 4: Communication latency as a function of the |t has peenshown here that ATM technology is

Peak Cell Rate at the source (AAL-5, 155 Mbit/s ink)  5n5rgpriate for providing deterministic communication

. . links for the real time applications such as thesgected
While the_peak c_el_lrat_e is s_et to a smgll value, the for the LHC accelerator.
hos_ts_exper!e_nce d|ﬁ|cu|t|e_s_ n _sequencmgt_he_ _ceII Very efficient and reliable connectiongan be created
emission ef_f|C|entIy. In addition, it wiltake a S|gn|f|qant across the network if the applicatidraffic profiles are
amount of time before large messages (broken up in MaR¥own beforehand. The communicationsrequirements
cells) have been put on the link by the host. should then be formulated in terms of traffic contracts that

10 . . . are compatible with the networkresourcesand the

performance of the ATM hosts.
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