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This paper describes options under study for the ATLAS Level-2

trigger, based on commercial switches, general-purpose processor

farms, and, in certain cases, fast FPGA processors. The demon-

strator program designed to evaluate the various options will be

described, and preliminary results will be presented.
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1 Introduction

The high rate of interactions in future LHC experiments places stringent de-

mands on the trigger and data acquisition systems. The ATLAS experiment

uses a three-level trigger [1]. Level 1 is based on special-purpose processors

designed to reduce the trigger rate from the 40 MHz beam-crossing rate to

below 100 kHz. After a Level-1 ACCEPT, all event data (1 MB per event, or

up to 100 GB/s) are sent to readout bu�ers for temporary storage. Higher-

level triggers are required to reduce the data �ow to about 100 MB/s (100
Hz with full data) for permanent storage. These higher-level triggers will be
implemented, if possible, using general-purpose processors and commercial
switching networks. The volume of data transferred to the Level-2 processors
is limited to regions of interest (RoIs) de�ned by the �rst-level trigger. The
full event data (about 1 MB per event) is transferred to the Level-3 processors

for events accepted at Level 2. This paper presents options for the ATLAS
Level-2 trigger.

2 Demonstrator program

Level 2 presents many unresolved issues: push or pull architecture; separate

or combined data and control networks; the use of parallelism within events;
strategies to reduce the network load; control of sub-farms. These issues are

under study in a demonstrator program centered around three Level-2 archi-

tectures (Fig. 1). Architectures A and B are optimized for parallel processing,
with local processors extracting features in each of the detector systems and

a global processor farm for the �nal Level-2 decision [1]; architecture A uses
data-driven FPGA processors for fast local feature extraction (the Enable++

implementation uses 24 highly-complex FPGAs with 12 MB of fast SRAM [2]);
architecture B uses general-purpose processor farms. Architecture C is optim-

ized for sequential processing, with all readout bu�ers connected through a

switch to a single (global) Level-2 processor farm [3]. Hybrid architectures

combining aspects of architectures A, B, and C are also under consideration.

The demonstrator program will include tests with three types of switching
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networks: ATM, DS-link, and SCI.

In all architectures, a supervisor receives trigger information from Level 1 and

extracts global information on the trigger type as well as the characteristics of

each RoI: RoI type (�; e=
; hadron=�; jet), thresholds passed, and position in

�; �. The supervisor assigns processors to the event as needed - local and global

processors for architecture B or a single processor for architectures A and C.

The RoI information is transferred either to the readout bu�ers, for the `push'

data �ow used in architectures A and B, or to the Level-2 processors, for the

`pull' data �ow used by architecture C. Independent of the architecture, the

�nal Level-2 decision (ACCEPT or REJECT) is sent back to the supervisor

by the global Level-2 processors. Every 100 events or so, the supervisor sends

a set of Level-2 decisions to the readout bu�ers. Rejected events are removed

from the readout bu�ers, releasing the paged memory for new events. Accepted

events are sent to the Level-3 processors.

The Level-2 system must satisfy present ATLAS physics requirements, while

maintaining �exibility for unexpected future requirements. At the design lu-
minosity (1034=cm2

=s) the trigger will be entirely guided by high-rate Level-1
RoIs, but B physics studies at the initial, lower luminosities require the en-

tire tracking volume to be scanned for low-Pt tracks, without Level-1 RoIs for
guidance. The B-physics algorithm takes considerable time on general-purpose
processors. This can be reduced by using fast FPGA processors for the initial
track-�nding in the Transition Radiation Tracker (TRT full scan). In one of
the hybrid architectures to be tested (Fig. 1), a B physics candidate is �rst

selected by a global Level-2 processor, then the TRT full scan is performed on
an Enable++ processor, and, �nally, for selected events, precision tracking is
performed by the global processor, leading to the �nal Level-2 decision.

Investigations also include optimization between Level 2 and Level 3, since
some complex algorithms, such as the tagging of b-jets, may be more econom-

ically performed at Level 2, if the architecture allows direct access to data
fragments. These algorithms require very limited additional data transfer if

they are performed at Level 2; algorithms performed at Level 3 have greater
precision, but they are slower, and they require transfer of the full event data.

The small-scale demonstrators will measure the technological limits of each

of the critical system elements, such as processor allocation and multi-task
operation, data collection, and switch performance. Scalability will be studied
on a 1024-node DS-link emulator, on which the di�erent architectures can be

emulated [4]. Final system performance and scalability will be evaluated using

modelling studies [5]. All of these studies will be used to produce improved
cost estimates. Preliminary results for the various architectures studied will

be presented.
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Fig. 1. Block diagrams for architecture A, with local data-driven FPGA processors

and a global processor farm, architecture B, with local and global processor farms,

architecture C, with a single switch and a single farm, and hybrid architecture C',

with FPGA processors for the initial track �nding.
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