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Abstract

Absolute J/ and  0 production cross sections have been measured at the CERN
SPS, with 450 GeV/c protons incident on a set of C, Al, Cu and W targets.
Complementing these values with the results obtained by experiment NA51,
which used the same beam and detector with H and D targets, we establish
a coherent picture of charmonia production in proton-induced reactions at SPS
energies. In particular, we show that the scaling of the J/ cross section with the
mass number of the target, A, is well described as A�, with � = 0:919� 0:015.
The ratio between the J/ and  0 yields, in our kinematical window, is found to
be independent of A, with � 

0 � � = 0:014� 0:011.
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1 Introduction

Since the J/ discovery, hadro-production of charmonium states has been extensively

studied, in particular with proton beams incident on di�erent nuclear targets and at

several energies [1].

The NA38 experiment has been designed to study dimuon production in high

energy nucleus-nucleus reactions. In particular, the study of J/ production is gen-

erally considered as one of the most promising methods to probe the formation of

decon�ned QCD matter in heavy ion collisions [2]. The measurements presented in

this paper are aimed at establishing a reference baseline (the \normal" charmonium

behaviour) relative to which the heavy ion speci�c features can be identi�ed.

Ideally, the reference data should be collected with a proton beam of the same

energy as that of the ion beams, � 200 GeV. However, the primary SPS proton

beam has 450 GeV/c momentum, and lower energies require secondary beams. The

tagging of the pions contaminating a 200 GeV proton beam (� 30%) implies the

use of threshold Cherenkov counters, too slow to be compatible with the high beam

intensities required by the small cross section processes we want to study.

The data have been collected in 1988 and a �rst analysis can be found in [3], where

extensive experimental details are discussed. This paper presents the results of a new

data analysis, that follows the procedures recently used to analyze the S-U data [4],

also collected by NA38, and the Pb-Pb data, collected by the NA50 experiment [5].

2 Apparatus and data reduction

The dimuon mass distributions, where the muon pairs from J/ and  0 decays appear

as prominent resonances, were collected with the muon spectrometer described in

detail in Ref. [6]. The operation of the detector was optimised to collect a signi�cant

sample of charmonia events in a very limited amount of beam time.

The toroidal magnet of the spectrometer was operated with a current of 10 000 A.

The magnetic �eld (average
R
B dl = 3 Tm) de
ects the low momentum tracks from

the roads that ful�ll the trigger logic requirements. This strong reduction of the low

mass dimuon yield allows to run with high beam intensities while keeping a trigger

rate compatible with a low dead time of the data aquisition system. The analysing

power of the spectrometer with this strong magnetic �eld allows to easily separate

the J/ and  0 peaks.

The hadrons produced in the target were prevented from reaching the muon cham-

bers and trigger hodoscopes by 520 cm of carbon, equivalent to 11 �int. Under these

conditions, the dimuon mass resolution is � 85 MeV at the J/ mass, mainly due

to the e�ects of multiple scattering of the muons in the hadron absorber and to the

vertex uncertainty within the (relatively long) targets.

The characteristics of the 6 cylindrical targets used in this study can be found in

Table 1. Their transverse section was in all cases big enough to intercept 100% of
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the beam pro�le. Two sets of Cu and W data were collected, with targets of di�erent

lengths, to control the systematical e�ects related to the target thickness.

Table 1: Thickness, interaction length, density and mass number of the targets used.

The value 173.43 takes into account the impurities of this W target.

L (cm) �int (cm) � (g/cm3) A (g)

C 30.0 43.09 1.88 12.011

Al 20.0 37.88 2.70 26.982

Cu 2.0 14.61 8.96 63.546

Cu 10.1 14.61 8.96 63.546

W 1.5 9.819 17.80 173.43

W 5.6 9.306 19.1 183.85

The intensity of the incident beam, � 108 protons per 2.4 s spill, was measured

with a ionization chamber �lled with argon, previously calibrated at low intensity.

The linearity of its response was checked with Carbon foils activation measurements

up to the highest beam intensities used. The targetting e�ciency was continuously

monitored with a set of three scintillator telescopes, pointing to the target, placed in

the plane perpendicular to the beam axis.

The event selection criteria is described in detail in Ref. [3]. Events with any of the

two reconstructed tracks traversing the iron poles of the magnet are rejected, since

their additional multiple scattering would deteriorate the dimuon mass resolution.

The standard geometrical and �ducial quality cuts were applied.

The number of background opposite-sign muon pairs, Nbg, originating from pion

and kaon decays is computed from the sample of like-sign pairs according to the

relation

Nbg = 2�Rbg �
p
N++ �N�� ;

where N++ and N�� are the numbers of positive and negative like-sign muon pairs,

respectively. The signal is extracted as Nsignal = N+� � Nbg, where N
+� is the

number of measured opposite-sign events.

The Rbg factor is unity in the absence of any charge correlation e�ect in the

yields of accepted opposite- and like-sign muon pairs. In the present analysis we have

rejected those events where any of the muons would not had been accepted if it had

the opposite charge. This ensures the absence of any trigger or acceptance bias in

the probability to accept muon pairs with any charge combination. However, the

charge correlation at the pion and kaon production level leads to a higher fraction

of muon pairs with opposite charges, which translates into a Rbg factor bigger than

unity. In this study we adopted Rbg = 1:25 for all the data sets, with no distinction

between light and heavy targets. It should be noted that the yield of background

events amounts to less than 0.2% of the signal, in the J/ mass region and above.

The phase space window is de�ned by the following kinematical cuts: center of

mass rapidity, y�, between �0:4 and 0:6; j cos(�cs)j < 0:5, where �cs is the muon polar

2



10

10 2

10 3

1.5 2 2.5 3 3.5 4 4.5
M(GeV/c2)

dN
/d

M

1

10

10 2

10 3

0 2 4 6
pt (GeV/c)

dN
/d

p t

1

1 0

1 02

1 03

- 0 . 4 - 0 . 2 0 0 . 2 0 . 4 0 . 6
y*

d
N

/
d

y
*

1

1 0

1 02

1 03

- 0 . 5 0 0 . 5
cos(ΘCS)

dN
/d

co
s(

Θ
C

S
)

Figure 1: Dimuon mass, transverse momentum, rapidity and cos(�cs) distributions,

for the p-Cu (10.1) data set. The dimuon mass �gure includes the background dis-

tribution.

angle relative to the beam line in the (Collins-Soper) dimuon reference frame. Figure 1

shows, as an example, the kinematical distributions of the muon pairs collected with

the long Cu target. The �nal number of analysed J/ events varies between 2000

and 16 000. The exact values will be detailed in Table 4.

3 Analysis

The data analysis method followed in the present study is basically the same as used in

the analysis of the S-U data, explained in Ref. [4]. The opposite-sign muon pair mass

distributions are considered as a superposition of several contributions: the Drell-

Yan dimuons, the decays from the J/ and  0 vector mesons and the combinatorial
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background due to � and K decays. Since we restrict the analysis to the mass region

above 2.9 GeV/c2, we have neglected the contribution from simultaneous semileptonic

decays of charmed mesons.

The shapes of the DY, J/ and  0 contributions to the dimuon mass spectra are

determined by a simulation procedure that takes into account the acceptance and

smearing e�ects due to the apparatus. The simulated events are reconstructed as the

real data and have to survive the same selection cuts. Analytical functions optimized

to provide a good parameterization of the simulated distributions [7] are used in the

�t to the measured data, as shown in Fig. 2.
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Figure 2: Mass spectra, after background subtraction, for the six data sets. The

three components of the �t, performed in the mass window above 2.9 GeV/c2, are

also shown.
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The simulation also provides the probability that the detector accepts the muon

pairs resulting from J/ and  0 decays, by making the ratio between the number

of reconstructed and generated events, in our restricted kinematical window. The

acceptances obtained are 12.1% and 15.6% for the J/ and  0, respectively. The

change of target does not a�ect the dimuon acceptances in a signi�cant way.

The �t procedure, performed in the mass window above 2.9 GeV/c2 after sub-

tracting the background contribution, provides the number of Drell-Yan, J/ and  0

events. In fact, the directly �tted quantities are the number of J/ events, N , and

the particle ratios N 0

=N and N =NDY. We will ignore the latter ratio in view of

the rather small number of high mass events (M > 4 GeV/c2) available in these data

sets.

4 Ratio of charmonia cross sections

The ratio of charmonia cross sections in the dimuon channel, B 0

���
 0

= B 
���

 , ab-

breviated in the following as  0= , is free from systematic uncertainties related to

the incident 
ux, target thickness, reconstruction ine�ciencies, etc., since such fac-

tors a�ect in the same way both charmonium states and, therefore, cancel out in the

ratio.

The ratio of accepted events, N 0

=N , is given directly from the �t to the mass

distribution. After correcting this value by the ratio of acceptances, determined by

the simulation procedure mentioned above, we obtain the ratios of cross sections

presented in Table 2.

Table 2: Ratio of production cross sections, in the dimuon channel, for the measured

p-A reactions. The average values from the two samples of Cu and W data are

1.74�0.11 and 1.59�0.13, respectively.
N 0

=N  0= (%)

C 2.45�0.17 1.90�0.13
Al 1.75�0.45 1.36�0.35
Cu (2) 2.15�0.41 1.67�0.32
Cu (10.1) 2.27�0.16 1.75�0.13
W (1.5) 2.38�0.45 1.84�0.35
W (5.6) 2.01�0.18 1.55�0.14

The values obtained in this work are compared in Table 3 with other p-A results,

obtained with di�erent targets, beam energies and kinematical windows. The whole

set of results is displayed on Fig. 3 as a function of A, the mass number of the target.

To quantify the dependence of charmonia production on the mass number of the

target, the p-A cross sections are usually parameterized as �pA = �0 �A�. From the

 0 =  values collected in Table 3, we can investigate if the production cross sections

of the two charmonium states scale with A in the same way or not. Fitting the six
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Table 3: Ratio of charmonia cross sections in the dimuon channel. The values ob-

tained in this work are compared with previous results.

plab  0 =  Experiment

(GeV) (%)

p-H 450 1.57 � 0.04 � 0.02 NA51 [8]

p-D 450 1.67 � 0.04 � 0.025 NA51 [8]

p-C 450 1.90 � 0.13 This work

p-Al 450 1.36 � 0.35 This work

p-Cu 450 1.74 � 0.11 This work

p-W 450 1.59 � 0.13 This work

p-W 200 1.80 � 0.17 NA38 [9]

p-U 200 1.77 � 0.22 NA38 [9]

pp
p
s = 63 1.9 � 0.6 ISR [10]

p-Li 300 1.88 � 0.26 � 0.05 E705 [11]

p-Be 400 1.7 � 0.5 E288 [12]

p-Si 800 1.65 � 0.20 E771 [13]

p-Au 800 1.8 � 0.1 � 0.2 E789 [14]
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Figure 3: Ratio of charmonia cross sections in the dimuon channel as a function of

the mass number of the target.
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values measured at 450 GeV and in the same rapidity interval (�0:4 < y� < 0:6)

with the function

�
 0

pA=�
 
pA = �

 0

0 =�
 
0 � A� 

0

�� 

leads to the values �
 0

0 =�
 
0 = 1:61 � 0:03 % and � 

0 � � = 0:014 � 0:011, with a

�2/ndf of 1.90. The result of the �t is drawn as a dashed line on Fig. 3.

This result is a strong indication that the J/ and  0 cross sections scale in

the same way with the target mass number, in p-A collisions. The agreement with

measurements obtained under di�erent conditions suggests that the  0 =  ratio is

independent of
p
s and rapidity, within the range explored by the experiments listed

in Table 3.

5 Absolute cross sections

The J/ production cross section is derived from the number of detected J/ events,

the incident 
ux, the acceptance of the detector for muon pairs from J/ decays and

the e�ciencies of the trigger hardware, of the acquisition system and of the o�ine

reconstruction procedure. Table 4 presents, for each data set, the integrated lumi-

nosity already corrected for the appropriate e�ciencies, L, the number of detected

events, N , and the corresponding cross section values.

Table 4: J/ and  0 absolute cross sections, in the dimuon channel, for the measured

p-A reactions. Systematic uncertainties, not included, amount to 7%.

L N B 
���

 B 0

���
 0

(nb�1) (nb) (nb)

C 2232.5 15014 � 140 55.8 � 0.6 1.06 � 0.07

Al 136.4 1851 � 48 112.1 � 2.8 1.52 � 0.39

Cu (2) 63.0 2083 � 51 267.8 � 6.3 4.66 � 0.31

Cu (10.1) 518.4 16522 � 140 263.5 � 2.4 4.58 � 0.29

W (1.5) 25.4 1896 � 48 606.1 � 14.8 9.63 � 0.77

W (5.6) 136.7 11533 � 118 692.6 � 7.4 11.00 � 0.87

The absolute cross sections for  0 production, also included in Table 4, were

obtained from the J/ values and from the  0 =  ratios given in Table 3.

Besides the statistical errors included in Table 4, the absolute cross sections are

a�ected by a 7% systematical uncertainty due to the luminosity measurement. This

error bar arises from uncertainties in the trigger e�ciency and in the absolute cali-

bration of the ionisation chamber that measures the intensity of the beam, a�ecting

in the same way all the data sets. Therefore, it should not be included in relative

comparisons of the values obtained from the di�erent targets.

From the cross section values reported in Table 4 and the target mass numbers

collected in Table 1, we can derive the J/ cross section per nucleon, B 
���

 =A. The
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Figure 4: Absolute J/ cross sections per nucleon as a function of the mass number

of the target. The dashed line corresponds to the A� parametrization �tted to the

data.

resulting values are 4:65 � 0:04, 4:15� 0:10, 4:19� 0:04 and 3:71� 0:04 nb, for the

C, Al, Cu and W targets, respectively. They are displayed in Fig. 4, together with

the NA51 values [8], 5:50� 0:36 nb for p-H and 5:66� 0:38 nb for p-D.

The departure of the points from a 
at line reveals that � is lower than unity,

contrary to what has been observed for the Drell-Yan mechanism. Indeed, �tting the

two sets of points with the A� parameterization, we obtain

� = 0:919� 0:015

with a �2/ndf of 0.38. Since the systematic e�ects are not the same in the two

experiments, the systematic uncertainties have been included in the �t.

6 Conclusion

We have measured the J/ and  0 production cross sections with a 450 GeV proton

beam incident on C, Al, Cu and W targets. The results obtained in this experiment,

together with those obtained with the same beam energy and a similar detector for

p-H and p-D reactions, provide a strong indication that the ratio of cross sections

for these two charmonia states is independent of the mass number of the target, in

our kinematical window. The usual power-law parametrisation of the A-dependence
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provides a good description of the data with � = 0:919 � 0:015 and � 
0 � � =

0:014� 0:011. The comparison with results obtained by other experiments strongly

suggests that the  0 =  ratio has no signi�cant dependence on the proton incident

momentum, at least in the range between 200 and 800 GeV [15].

The results reported in this paper provide a signi�cant constrain on models

that attempt to explain the charmonia suppression observed in nucleus-nucleus colli-

sions [4, 5] by interactions of fully formed J/ and  0 states with comoving hadrons.

In particular, our results are in clear disagreement with the monotonic decrease pre-

dicted in Refs. [16, 17] for the  0 =  ratio, of more than 20% between p-D and p-W.
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