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SPACE-CHARGE SIMULATIONS USING PARALLEL ALGORITHMS

M. Giovannozzi, CERN, Geneva, Switzerland

Abstract rithms. In particular, the issue of evaluating the dynamic
The evaluation of the space-charge effects on the bea":rl‘ﬁerture fo_r non |nte.ract|ng partlcl_e s has been considered
: : e i . ; and an optimal solution found. This approach has the ad-
dynamics requires CPU-time intensive numerical simula- ) . . :
. i . .~ _vantage of reducing the total CPU-time needed in numeri-
tions. To obtain accurate results itis necessary to considera, . . o .
e : cal simulations, thus achieving higher accuracy.
distribution of particles and to track them through the mag- : : o
In spite of the encouraging results, it is clear that the

netic lattice. To reduce the real time needed by the simul%—mI sis of space-charge effects on the particle motion ren-
tions, a possible solution is to develop parallel algorithms, Y P 9 P P

In this way, the computational burden can be distributegasems the real benchmark for the development of efficient

over many CPUs thus reducing the time to obtain resuItE).ar"’“k_}I algorithms for beam dynam|cs. Some attempts to
. . . use a parallel approach to solve this problem can be found
In this paper parallel techniques to simulate space-charge,, ~ .
o : : : the literature [7, 8, 9], but there are still many open prob-

effects are presented; in particular we investigate the over:

. ) o ems.
all performance of the algorithm and its scalability. In the model considered here. it is assumed that the

beam is a continuous unbunched beam. For the sake of
1 INTRODUCTION simplicity it will be assumed that the motion is restricted

The new generation of particle accelerators can be dividd@ ©n€ plane only (in any case the generalisation to the
into two groups: the first one includes the high energ ur-dimensional case is strglghtforward). Qnder these hy-
machines, such as the Large Hadron Collides [1], whilRotheses, the charged particles are described by the two-
the second one includes the high intensity machines sufffneénsional transverse coordinates. The initial beam dis-
as "drivers” for inertial fusion, neutron sources or nucleaffiPution is defined in terms of a set d¥,a.. particles
waste incineration. The first class is intended to test thét (0); - - Zn,... (0) called super-particles.

standard model. Due to the high energy, in order to reduce 1 "€ magnetic channel, a circular machine or a transfer
the overall size of the machine, it is mandatory to use sii€: iS made up by linear elements interleaved with non-
perconducting magnets to guide the charged particles alofgear elements. The effect of the space-charge forces is
the machine circumference. This generates strong nonliiduivalent, in first approximation, to a reduced focusing
ear magnetic field errors, due to the rather poor field quali§irength all along the magnetic channel. It is then possi-
of superconducting magnets. Hence the motion becomB!$ O replace this continuous effect by a series of space-

highly nonlinear and instabilities are generated, thus redugnarge kicks uniformly placed along the magnetic channel.

ing the beam lifetime and the overall machine performancd S approach is equivalent to the one used to represent the

For the high intensity machines, the main source of coﬁbiCk nonlinear magnetic elements as the composition of a

cern comes from the strong interaction between particl&§duence of drifts and nonlinear kicks [2]. This technique

in the beam. Once again this generates strong nonlinddPduces a symplectic solution to the equation of motion.
forces and instabilities. The evolution of each super-particle is computed via the

In recent years, a set of tools has been developed to stuf§j/owing tracking scheme

these nonlinear phenomena [2]. Analytical tools, such a
normal forms, provide powerful techniques to deal with the (" + 1)> — MF < i(n) >
resonant behaviour of nonlinear systems. Unfortunately,?i (" + 1) " \pi(n) + 7K (2i(n)) + nFi(Npart)

the divergent character of the series involved in the nor-

mal form theory shows up at the border of the stabilityvhereM; represents the transfer matrix of th&hrslice
domain, also called dynamic aperture, thus making suchQd the kh magnetic element and n are integration steps
tool almost useless in the analysis and cure of instabilitigglated with the number of slices used to represent the el-
and particle losses. Therefore, the only way to gain sonfmentM*. The functionk is a polynomial function de-
insight consists in carrying out numerical simulations angcribing the nonlinear kick: it is different from zero if the
to app|y Sophisticated techniques to reconstruct the phaé{éh elementis a nonlinear magnetic element. The function

space topology from tracking data [3, 4]. F takes into account the space-charge interaction, namely
2 SIMULATION OF SPACE CHARGE Fi(Npart) = Z F(lzi(n) — z;(n)]).
EFFECTS 1<I<Npare, 7 (1)

In a previous paper [5] it has been shown how the study ¢for a model where the super-particles are considered as
nonlinear beam motion can be pursued using parallel algshort charged segments of len@h at a distance: and
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with charge density, F takes the form this topology the time needed to communicate the particle
) positions to all processors is Sim@Npart texch- ThiS opti-
F=—p?log(l - %). (2) Malresultis based on the assumption that the communica-
r tion is performed concurrently and that the load imbalance

In the limit L/r — 0 F tends to the standard form of IS Negligible. L o -

the Coulomb force. The proposed tracking scheme acty- At each communication step, the pair-wise coptrlbutlons

ally represents a set of,.,., coupled equations, describingto the force are .computed on every processor. Itis then nec-
the evolution of the set of super-particles. essary to take into account the symmetry of the Coulomb

The critical point in the definition of an efficient parallel frce; to avoid self-interactions, and also to avoid counting

algorithm is the computation of the space-charge interaE’-air'Wise contributions twice. All these constraints can be

tion term, as this requires the knowledge of the coordinatddffilled fairly easily. _
of all the particles in the distribution. This term is intrin- | €S€ considerations have been gathered together into a

sically non-parallel and some special techniques are nec&@rallel algorithm to evaluate Coulomb forces for a given

sary to tackle this problem. distribution of charged particles. The approach followed
in the design of the piece of code consists in using stan-
3 PARALLEL EVALUATION OF dard FORTRAN 77 instructions for the actual computa-

tions combined with calls to the functions of the MPI li-
COULOMB POTENTIAL AND FORCE brary [10] to control communications between processors

The main difficulty in defining a parallel algorithm to eval-and the communication topology.

uate the Coulomb potential or force consists in the amount

of communication between the various processors. This is 4 HARDWARE DESCRIPTION

a consequence of the pair-wise and long-range character of

the electro-magnetic interaction. The MEIKO CS-2 computer used to test the parallel al-
The first step consists in defining an efficient parallel degorithm presented in the previous section, is a distributed-

composition of the problem. Supposing tit,..; stands memory, scalable, parallel system using SPARC micro-

for the number of initial conditions stored in a certain proprocessors and a MEIKO-developed interconnection which

cessor, theV,ar; — Niocal COOrdinates should be commu-enables programs to read and write memory in remote

nicated to compute the force aid,.r; Niocal Pair-wise nodes without context switching. The CERN CS-2 has 64

interactions should be evaluated. It is possible to estimat@des, each with two 100 MHz HyperSPARC processors

both the time spent in communicatih, ., and in com- (rated at over 100 Specint92 per processor) and 128 MB

putationTcomp of memory. Each node has a local disk for temporary data
storage and paging or swapping as well as SCSI connec-

Teomp ~ max (Niocal) Npart tpair tions for additional peripheral equipment.
(3) The CS-2 service is at present used for the support of

data recording and event reconstruction for high energy
physics experiments, and for event-parallel simulation us-
Wheret air, texcn Stand for the CPU-time needed to com-ng a specially developed version of the GEANT program.
pute a single pair-wise interaction and to communicate & also provides a Parallel Interactive Analysis Facility
single coordinate whilenax (z) is the largest value af in ~ (PIAF).

any processor of the system. tff,ir = texcn then the op-
timal decomposition will minimis€ ., and will be such X
thatmax (Njoca1) IS Minimised, in other words one should '

Teomm = max (Npart - Nlocal) texchs

store the same number of initial coordinates in each pro-

cessor. Due to the lack of locality in long-range forces, the f ‘
S . — W edid]

way initial coordinates are shared among processors is ir ‘}'3":‘ %

relevant. SPRDN AR

The next problem concerns the flow of communication. Loaoh A
The previous considerations are valid provided the proces- 1
sors can communicate without bottlenecks. This is cer- ‘ o T
tainly not the case in practice, unless the connection topol- 100 EBYies Sl G omace —
2 Ethernet channels 8 FDDI channels

ogy between processors is carefully chosen. The solution 64 Nodes with twin 100 MHz Hyperspare processors and 128 MB memory

consists in defining aing topology communication can 48 Newwrork swrtehes, one Byte vido dual links (30 MBytesss)

only occur between nearest neighbours. Each processor re-

ceives data from its left neighbour and it sends data to tffégure 1: Schematic view of the CS-2 structure. The con-
right neighbour. This mechanism avoids bottlenecks andections between different processors are shown.

allows data to be sent around the ring in ofly;.. — 1 time

steps, wheréV,,,. is the number of processors. Thanks to



5 NUMERICAL RESULTS satisfiesS(N;) > N;. This can be explained ascache

. . . ._effect the data set has the right size to fit the cache and
A series of numerical checks have been carried out in o,

o N Ofpe higher access speed improves the overall performance
der to study the performance and scalability properties % the algorithm. Secondly, the ca8g.. = 66 shows a

tche ?I?ﬁg':hr' fT rr1e :ﬁsttr‘ci’bcct)ini'sc;gg Otge er;alluatlvc\Jlﬂ of thSaturation effect. This feature is the consequence of com-
oulo orce for a distributio particles, Whose ., nication overhead: a0 iNCreases, the communica-

c.oord.mates and charge are randomly chosen. The al f5n time dominates over the computing time and the per-
rithm is bench-marked on the CERN MEIKO machine aN%ormance of the algorithm gets worse (this is the so-called
the total numbem,,,. of processors used in the evaluat'onAhmdal’s lavy
of the force is varied in the range < Nproc < 66. The '
real time needed for these computations as a function of

Nproc is shown in Fig. 2. The steady reduction of the real 6 CONCLUSIONS

time as a function ofVy,;,. is the sign that the algorithm The numerical tests confirm the assumption that the ring
is performing well, and that the real time is not dominategopology is the appropriate solution to avoid bottlenecks

by communications. FUrthermore, the real time scales @®e to communication flow. Using this approach itis pos-

1/Nproc as it should. In Fig. 3 the speed-up of the algosiple to evaluate efficiently Coulomb forces with a system

of concurrent processors. Numerical simulations of space-

00 charge effects could profit from the development of the par-

25007 allel algorithm presented here.
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served. First of all, starting fronV,,,. = 5, the speed-up



