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1 Introduction

In his famous paper [1] Sakharov discussed for the �rst time the possibility of explaining

the charge asymmetry of the Universe in terms of particle theory. The paper was

submitted to JETP Letters in September 1966, two years after the discovery of CP-

violation in K0 decays [2] and one year after the microwave black-body radiation,

predicted by the Big Bang theory [3], was found experimentally [4]. To explain baryon

asymmetry, Sakharov proposed an approximate character for the baryon conservation

law, i.e., baryon number non-conservation and proton decay. Three years later Kuzmin

published a paper [5] where a di�erent model leading to the baryon asymmetry was

constructed. One of its consequences was another process with B non-conservation,

namely, neutron-antineutron oscillations. Since that time the idea that baryon number

may not be exactly conserved in Nature has been elaborated upon considerably, both in

the context of the generation of the baryon asymmetry of the Universe [6, 7, 8, 9, 10, 11]

(for reviews see refs. [12, 13, 14]) and because of theoretical developments that have

lead to a uni�ed picture of fundamental interactions. In the mid{70's, grand uni�ed

theories with inherent violation of baryon number were put forward [15, 16, 17, 18, 19].

Almost at the same time it was realized [20, 21] that non-perturbative e�ects related

to instantons [22] and the complex structure of gauge theory vacuum [20, 23, 24] lead

to the non-conservation of baryon number even in the electroweak theory; it has been

understood later [25] that similar e�ects are relevant for the baryon asymmetry.

In his paper [1] Sakharov writes: \According to our hypothesis, the occurrence of C

asymmetry is the consequence of violation of CP invariance in the nonstationary ex-

pansion of the hot Universe during the superdense stage, as manifest in the di�erence

between the partial probabilities of the charge-conjugate reactions." Today, this short

extract is usually dubbed as three necessary Sakharov's conditions for baryon asym-

metry generation from the initial charge symmetric state in the hot Universe, namely:

(i) Baryon number non-conservation.

(ii) C and CP violation.

(iii) Deviations from thermal equilibrium.

All three conditions are easily understood.

(i) If baryon number were conserved, and the initial baryonic charge of the Uni-

verse were zero, the Universe today would be symmetric, rather than asymmetric 3.

3Of course, there is a loop-hole in this argument, which Sakharov knew. The Universe may be
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The statement of the necessity of the baryon number non-conservation was quite rev-

olutionary at that time. Today it is very natural theoretically; still, lacking positive

results from experiments searching for B non-conservation, the baryon asymmetry of

the Universe is a unique observational evidence in favour of it.

(ii) If C or CP were conserved, then the rate of reactions with particles would be

the same as the rate of reactions with antiparticles. If the initial state of the Universe

was C- or CP- symmetric, then no charge asymmetry could develop from it 4. In more

formal language, this follows from the fact that if the initial density matrix of the

system �0 commutes with C- or CP-operations, and the Hamiltonian of the system is

C- or CP-invariant, then at any time the density matrix �(t) is C- or CP-invariant, so

that the average of any C- or CP-odd operator is zero.

(iii) Thermal equilibrium means that the system is stationary (no time dependence

at all). Hence, if the initial baryon number is zero, then it is zero forever.

Clearly, the issue of the baryon asymmetry generation requires the development of

many di�erent areas of theoretical physics, such as model building, study of perturba-

tive and non-perturbative e�ects leading to B-violation, �nite temperature �eld theory

and non-equilibrium statistical mechanics, theory of phase transitions.

In this paper we do not aim to give a complete review of various theories of baryo-

genesis proposed so far. The reader may consult with a number of reviews on this

subject [12, 13, 14, 26, 27, 28, 29, 30]. Instead, we pick up a speci�c non-perturbative

mechanism of the baryon number non-conservation, associated with triangle anomaly.

The choice of this mechanism is explained, partially, by the authors' personal taste.

In addition, anomalous fermion number non-conservation is a general phenomenon for

theories with chiral fermions, and is present, e.g., in the standard model of electroweak

interactions. This mechanism, being operative at high temperatures, may lead to the

baryogenesis at the electroweak scale.

The possibility that baryon asymmetry may be due to physics which is probed at

accessible energies has attracted a lot of attention recently and serves as a power-

globally symmetric, but locally asymmetric, with the size of the baryonic cluster of matter large enough

(say, of the order of the present horizon size). The inationary models of the Universe expansion,

together with speci�c models of particle interactions may provide a mechanism of the local asymmetry

generation, keeping the conservation of the baryon number intact [13].
4Again, there are exotic mechanisms making use of the inationary stage of the Universe expansion,

in which the underlying theory conserves C or CP, the Universe as a whole is charge symmetric, but

the visible part is not, see review [13].
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ful motivation for the development of high temperature �eld theory, theory of phase

transitions, non-equilibrium statistical mechanics.

The fact that baryon number is rapidly violated at high temperatures [25] (for earlir

discussion see [31, 8, 32]) and under other extremal conditions [33, 34, 35, 36] naturally

leads one to enquire whether electroweak baryon number non-conservations occurs at

high enough rate in collisions of energetic particles. This problem has attracted con-

siderable interest in recent years, after the �rst | and encouraging at the time |

quantitative results were obtained [37, 38]. In spite of remarkable theoretical devel-

opments, this problem is still not completely solved; existing results indicate that the

electroweak baryon number violating processes occur at unobservable rates even at

very high energies.

The paper is organized as follows. In Section 2 we provide the necessary background

and discuss the mechanism of anomalous non-conservation of fermionic quantum num-

bers together with relevant bosonic classical solutions (instantons and sphalerons).

Section 3 contains preliminary discussion of the role of baryon number violating elec-

troweak processes in early Universe. The fermion number non-conservation at high

temperatures is considered in Section 4. In Section 5 we present recent developments

in the theory of high temperature phase transitions. In Section 6 we briey address

the question of survival of the primordial baryon asymmetry. The discussion of various

electroweak baryogenesis mechanisms is contained in Section 7. We turn to electroweak

baryon number non-conservation in particle collisions in Section 8. Section 9 contains

concluding remarks.

2 Basics of anomalous non-conservation of fermion

quantum numbers

Let us discuss non-perturbative non-conservation of fermion quantum numbers in the

context of a model with the gauge group SU(2) and the massless left-handed fermionic

doublets  (i)
L , i = 1; : : : ; nL. The absence of global anomaly [39] requires that nL is even.

We also add a Higgs doublet � that breaks the SU(2) symmetry completely. Then this

theory is a simpli�ed version of the electroweak sector of the minimal standard model.

All relevant features of the standard model are present in this simpli�ed theory; later

on we shall comment on minor complications due to U(1)Y gauge symmetry, right-
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handed fermions and Yukawa interactions leading to fermion masses. One may regard

the simpli�ed theory as the standard model in the approximation where sin �W and all

fermion masses are set to zero; for three families of quarks and leptons one has nL = 12

and

 
(i)
L = fqf;�L ; lfLg; (2.1)

where f = 1; 2; 3 is the family index and � = 1; 2; 3 labels the colour of quarks.

At the classical level, there exist nL conserved global U(1) currents,

J (i)
� = � (i)

L 
� 

(i)
L ;

which correspond to the conservation of the number of each fermionic species. At

the quantum level these currents are no longer conserved due to the triangle anomaly

[40, 41, 42]

@�J
(i)
� =

1

32�2
Tr
�
F�� ~F��

�
: (2.2)

Therefore, one expects that fermion numbers N
(i)
F =

R
d3x J

(i)
0 are not conserved in

any process where the gauge �eld evolves in such a way that

N [A] =
1

32�2

Z
d4x TrF�� ~F�� 6= 0: (2.3)

Namely,

�N
(i)
F = N [A]; i = 1; : : : ; nL: (2.4)

It is clear from eq. (2.3) that in weakly coupled theories, one has to deal with strong

�elds: the �eld F�� =
g
2i
� aF a

�� should be of order 1, and Aa
� = O(g�1). So, it is natural

that the (semi)classical treatment of bosonic �elds is often reliable.

Equation (2.4) may be viewed as the selection rule: the number of fermions changes

by the same amount for every species. In terms of the assignment (2.1) it implies, in

particular,

�Ne = �N� = �N� = N [A];

�B =
1

3
� 3 � 3 �N [A]; (2.5)

where the factor 1=3 comes from the baryon number of a quark, while the factor 3 � 3
is due to colour and number of generations. So, the amounts of non-conservation of

baryon and lepton numbers are related:

�Ne = �N� = �N� =
1

3
�B;
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(B � L) is conserved while (B + L) is violated.

The analysis of gauge �eld con�gurations with the non-zero topological number (2.3)

is conveniently performed in the gauge

A0 = 0:

In this gauge, there exists a discrete set of classical vacua, i.e. pure gauge con�gurations

Ai = !@i!
�1;

� = !�0;

where �0 = (0; v=
p
2) is the Higgs �eld in the trivial vacuum. The gauge functions !

depend only on spatial coordinates ! = !(x) and are characterized by an integer:

n[!] = � 1

24�2

Z
d3x �ijkTr(!@i!

�1 � !@j!�1 � !@k!�1):

The vacua with di�erent n[!] cannot be continuously deformed into each other without

generating non-vacuum gauge �elds, so these vacua are separated by a potential barrier.

Therefore, the gauge{Higgs system is similar to a particle in periodic potential, as

shown in �g. 1.

The topological number density entering eq. (2.3) is a total derivative,

1

32�2
Tr(F�� ~F��) = @�K�;

where

K� = �����Tr
�
F��A� � 2

3
A�A�A�

�
:

If one is interested in vacuum{vacuum transitions, then

N [A] =
Z

d3xdt @�K� =
�Z

d3x K0

�t=+1
t=�1

= n[!t=+1]� n[!t=�1]:

So, the topological number of the gauge �eld is non-zero for transitions between the

distinct vacua.

At zero energies and temperatures, the transition between vacua with di�erent n[!]

is a tunnelling event which is described by instantons [22] (constrained instantons in

theories with the Higgs mechanism [43]). In pure Yang{Mills theory an instanton is
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the solution to the Euclidean �eld equations which is an absolute minimum of the

Euclidean action in the sector N [A] = 1. Properties of instantons are reviewed in ref.

[44]. The instanton �eld, up to gauge transformations, is

Aa
� =

1

g
���a

2x�

x2 + �2
; (2.6)

where ���a are the 't Hooft symbols, and � is an arbitrary scale to be integrated over.

The instanton action is

Sinst =
8�2

g2

and the tunnelling amplitude is proportional to

Ainst / e�Sinst : (2.7)

In the electroweak theory, the tunneling probability is unobservably small,

�inst / exp
�
� 4�

�W

�
� 10�170; (2.8)

where

�W =
g2

4�
=

�

sin2 �W
=

1

29
:

In theories with the Higgs mechanism there appears a slight complication. There

are no solutions to Euclidean �eld equations, i.e. no exact minima of the Euclidean

action in sectors with N [A] 6= 0. The reason is that the action for con�gurations

like (2.6), with appropriate Higgs �eld, depends on the instanton size � and decreases

as � tends to zero. To evaluate the functional integral in that case one introduces

a constraint that �xes the size of the con�guration [43], then minimizes the action

under this constraint and �nally integrates over �. The outcome of this procedure is

as follows. The instanton contribution into the functional integral becomes [21, 43]

Z
d4x0

d�

�5
�(�) exp

 
�8�2

g2
� �2v2�2

!
; (2.9)

where x0 is the instanton position and �(�) is a function of g and � that varies relatively

slowly. The integral (2.9) is saturated at � �< v�1, so that the size of the constrained

instantons is smaller than the inverse W -boson mass mW = gv=2. The constrained in-

stanton con�guration is conveniently described in the singular gauge where the original

pure Yang{Mills instanton has the form

Aa
� =

1

g
����a

2�2x�

x2(x2 + �2)
: (2.10)
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The constrained instanton is given by eq. (2.10) at x� m�1
W , and exponentially decays

at large x,

Ainst / e�mW jxj:

Clearly, the tunnelling rate is still suppressed by the exponential factor (2.8).

In this paper we discuss processes at high temperatures or energies. The relevant

energy scale is set by the height of the barrier between di�erent vacua as sketched in

�g. 1. This height is determined by the static saddle point solution to the Yang{Mills{

Higgs equations, the sphaleron [45, 32]. This solution was found previously in refs.

[46, 47, 48, 49], but its relevance to topology was realized only in ref. [32]. By simple

scaling one obtains that the static energy of the sphaleron solution in our simpli�ed

model, which is equal to the height of the barrier at zero temperature, is

Esph =
2mW

�W
B

�
mH

mW

�
; (2.11)

wheremH is the mass of the Higgs boson. The function B(mH=mW ) has been evaluated

numerically [32]; it varies from 1.56 to 2.72 as mH=mW varies from zero to in�nity 5.

So, the height of the barrier in the electroweak theory is of order 10 TeV.

At energies above Esph the system can in principle evolve from a neighbourhood of

one vacuum to another in a classical way, without tunnelling; as outlined above, this

classical process will lead to non-conservation of baryon and lepton numbers. Clearly,

having enough energy is a necessary, but not a su�cient condition for the absence of

exponential suppression of the baryon and lepton number violation rates. Whether the

exponential suppression actually disappears or not is a matter of complicated dynamics

which is one of the main subjects of this paper.

There are at least two possible ways to see that fermion quantum numbers are indeed

violated in instanton-like processes. One of them [20, 21] makes use of zero fermion

modes in Euclidean background �elds with N [A] 6= 0. This approach is reviewed in ref.

[44] and its Minkowskian counterpart is considered in ref. [52]. A more intuitive way

[53, 52] is related to the phenomenon of level crossing, which is as follows. Consider

left-handed fermions in the background �eld A(x; t) which changes in time from one

vacuum at t = �1 to another vacuum at t = +1 (we again use the gauge A0 = 0). At

each time t one can evaluate the fermionic spectrum, i.e. the set of eigenvalues of the

5At very large mH=mW the situation is more complicated [50, 51], but the estimate (2.11) remains

valid.
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Dirac Hamiltonian in the static background A(x; t) where t is viewed as a parameter.

The spectrum varies with t; some levels cross zero from below and some cross zero

from above. The relevant quantity is the net change of the number of positive energy

levels, which is the di�erence between the total number of levels that cross zero from

above and from below in the course of the entire evolution from t = �1 to t = +1. A

general mathematical theorem [54] says that this di�erence is related to the topological

number of the gauge �eld,

N+ �N� = n[!t=+1]� n[!t=�1] = N [A]: (2.12)

Recall now that at vacuum values of A, the ground state of the fermionic system has

all negative energy levels �lled and all positive energy levels empty. A real fermion

corresponds to �lled positive energy level and antifermion is an unoccupied negative

energy level. As the energy levels cross zero, the number of real fermions changes, and

the net change in the fermion number of each left-handed doublet is

�N
(i)
F = N+ �N�:

Combining this relation with eq.(2.12) we see that the fermion number is not conserved

indeed, and the amount of non-conservation is in perfect agreement with the anomaly

relation, eq. (2.4).

Although the above discussion was for massless fermions, the results remain valid for

the standard electroweak theory where fermions acquire masses via the Yukawa cou-

pling to the Higgs �eld [55, 56, 57]. Indeed, the triangle anomaly for baryon and lepton

currents remains valid in the standard model, so that relation (2.5) must hold. The

counting of fermion zero modes in the instanton background con�rms this expectation

[55, 57]. Also, the level crossing phenomenon has been explicitly found in theories of

this type [58, 59]. So, the complications due to right-handed fermions and fermion

masses do not change the picture of baryon and lepton number non-conservation.

Finally, the presence of U(1)Y gauge symmetry in the standard model does not

modify the analysis to any considerable extent either. There are no instantons of

the U(1)Y gauge �eld, while the e�ect of the U(1)Y interactions on the measure �(�)

for SU(2) instantons in eq.(2.9) is tiny. Also, the energy of the SU(2) sphaleron is

still given by eq.(2.11) where the factor B depends also on sin2 �W . For the actual

value sin2 �W = 0:23, the deviation of B from its SU(2) values is numerically small

[32, 60, 61].
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3 Baryon asymmetry: preliminaries

In this section we qualitatively discuss the issues relevant to the main topic of this

review { electroweak baryon number non-conservation at high temperatures and gen-

eration of the baryon asymmetry of the Universe. These issues will be considered in

much more detail in the following sections, so this section may be regarded as a guide

for a reader not familiar with the subject. Most of what is said in this section should

not be taken too literally: we will somewhat oversimplify the picture of the electroweak

physics in the early Universe and hence will use fairly loose terms.

In hot Big Bang cosmology, there is an epoch of particular interest from the point of

view of the electroweak physics. This is the epoch of the electroweak phase transition,

the relevant temperatures being of the order of a few hundred GeV [62, 63, 64, 65].

Before the phase transition (high temperatures), the Higgs expectation value is zero,

while after the phase transition the Higgs �eld develops a non-vanishing expectation

value. The critical temperature Tc depends on the parameters of the electroweak

theory; in the Minimal Standard Model (MSM) the only grossly unknown parameter is

the mass of the Higgs boson, mH . In extensions of the MSM, there are more parameters

that determine Tc.

At su�ciently small mH in MSM, the phase transition is of the �rst order, while at

large mH the exact nature of the phase transition is still not clear: it may be weakly

�rst order, second order or smooth cross-over. It is important that the masses of W -

and Z-bosons immediately after the phase transition, mW (Tc) and mZ(Tc), are smaller

than their zero temperature values; the precise behaviour of mW (T ) and mZ(T ) again

depends on the parameters of the model (on mH in the MSM). Generally speaking,

the stronger the �rst order phase transition, the larger mW (Tc) and mZ(Tc). The

electroweak phase transition is considered in more detail in section 5.

Let us now turn to the rate of the electroweak baryon number non-conservation at

high temperatures. While at zero temperatures the B non-conservation comes from

tunnelling and is unobservably small because of the tunnelling exponent, it may proceed

at high temperatures via thermal jumps over the barrier shown in �g. 1 [25]. At

temperatures below the critical one, T < Tc, the probability to �nd the system at the

saddle point separating the topologically distinct vacua is still suppressed, but now by

the Boltzmann factor,

� / exp

 
�Esph(T )

T

!
; (3.1)
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where

Esph(T ) =
2mW (T )

�W
B

�
mH

mW

�

is the free energy of the sphaleron. Once the system jumps up to the saddle point (i.e.

once the sphaleron is thermally created), the system may roll down to the neighbouring

vacuum, and the baryon and lepton numbers may be violated. Therefore, the factor

(3.1) is also the suppression factor for the rate of the electroweak baryon number non-

conservation at T < Tc.

At T > Tc, the exponential suppression of the baryon number non-conserving transi-

tions is absent. The power-counting estimate of the rate per unit time per unit volume

in the unbroken phase is then [66, 67]

� = const � (�WT )4 ; (3.2)

where the constant is of order 1. The rate of the electroweak B non-conservation is

considered in detail in section 4.

The rates (3.1) and (3.2) are to be compared with the rate of expansion of the

Universe,
1

tU
= const �

�
T

MP l

�
T;

where the constant is of order 10�1. Clearly, in the unbroken phase the B non-

conservation rate is much higher than the expansion rate in a wide interval of tempera-

tures, Tc < T < 0:1 �MP l�
4

W � 1012 GeV. Therefore, the electroweak B non-conserving

reactions are fast at these temperatures. After the phase transition the situation is

more subtle: the rate of B non-conservation exceeds the expansion rate if the phase

transition is weakly �rst order (mW (Tc) is small) or second order or of the cross-over

type; on the other hand, the rate of B-violating processes is much lower than the expan-

sion rate if the phase transition is strongly �rst order (mW (Tc) is large enough). The

electroweak B non-conservation switches o� immediately after the phase transition if
Esph(Tc)

Tc
> 45 (see sections 6 and 7) and operates after the phase transition in the oppo-

site case. This inequality is not satis�ed in the MSM (section 7) with mtop = 175 GeV

and experimentally allowed Higgs mass mH > 65 GeV. So, the B-violating reactions

are fast after the phase transition in the MSM.

In the extensions of the MSM, the properties of the phase transition are determined

by more parameters than just the zero temperature Higgs boson mass. So, for some

region of the parameter space, the electroweak B non-conservation is negligible after

the phase transition.
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Clearly, the above observations are directly relevant to the problem of the generation

of the baryon asymmetry of the Universe whose quantitative measure is the dimension-

less ratio of the baryon number density to entropy density,

�B =
B

s
:

This quantity is almost constant during the expansion of the Universe at the stages

when baryon number is conserved, and its present value is

�B = (4� 6)� 10�11:

Several possibilities to generate the baryon asymmetry are discussed in the literature,

which di�er by the characteristic temperature at which the asymmetry is produced.

(i) Temperature of grand uni�cation, T � 1015 � 1016 GeV.

A viable possibility is that the observed baryon asymmetry is generated by baryon

number violating interactions of grand uni�ed theories. The e�ect of the electroweak

processes is basically that (B+L), generated at grand uni�ed temperatures, is washed

out at some later time (recall that (B � L) is conserved by anomalous electroweak

processes). The asymmetry may survive from the grand uni�cation epoch only if a

large (B � L) asymmetry is generated at T � 1015 � 1016 GeV, and there are no

strong lepton number violating interactions at intermediate temperatures, 100 GeV

< T < 1012 GeV (otherwise all fermionic quantum numbers are violated at these

temperatures, and the baryon asymmetry is washed out). The �rst requirement points

to non-standard, (B � L) violating modes of proton decay, though this indication is

not strong. We discuss in section 6 some issues related to this scenario of baryogenesis.

(ii) Intermediate temperatures, 1 TeV � T � 1015 GeV.

An interesting possibility is that there exist lepton number violating interactions at

intermediate scales, and these interactions generate a lepton asymmetry of the Universe

at intermediate temperatures. Then this lepton asymmetry is partially reprocessed into

baryon asymmetry by anomalous electroweak interactions [68]. Possible manifestations

of this scenario are Majorana neutrino masses (which actually may be helpful from the

point of view of solar neutrino experiments, for a review see, e.g., ref. [69]) and/or

lepton number violating processes like � ! e, � ! eee and �-e conversion. A more

detailed discussion of this possibility, together with the analysis of concrete models,

can be found in refs. [70, 71, 72, 73, 74].

Another mechanism able to generate the baryon asymmetry at intermediate tem-

peratures [75] deals with coherent production of scalar �elds carrying baryon number.
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At a later stage the \scalar" baryon number stored in scalar �elds is transferred into

an ordinary one. The most recent consideration of this interesting possibility in the

framework of the sypersymmetric standard model can be found in ref. [76].

(iii) Electroweak temperatures, T � (a few)� 100 GeV.

The remaining possibility is that the observed baryon asymmetry is generated by

anomalous electroweak interactions themselves. Since the Universe expands slowly

during the electroweak epoch, a considerable departure from equilibrium (the third

Sakharov condition) is possible only from the �rst order phase transition. Indeed,

this transition, which proceeds through the nucleation, expansion and collisions of the

bubbles of the new phase, is quite a violent phenomenon. The dynamical aspects of

the �rst order phase transitions in the Universe are considered in section 5.

A necessary condition for the electroweak baryogenesis is that the baryon asymme-

try created during the electroweak phase transition should not be washed out after the

phase transition completes. In other words, the rate of the electroweak B-violating

transitions has to be negligible immediately after the phase transition. As outlined

above, and discussed in detail in section 7, the latter requirement is not ful�lled in the

Minimal Standard Model, so the electroweak baryogenesis is only possible in extensions

of the MSM. Extending the minimal model is useful in yet another respect: it generally

provides extra sources of CP violation beyond the Kobayashi{Maskawa mechanism, so

that the second Sakharov condition is satis�ed more easily 6. The phenomenological

consequences of these extra sources of CP violation are electric dipole moments of neu-

tron and electron [77, 78], whose values are expected, on the basis of the considerations

of baryogenesis [79], to be close to existing experimental limits.

Several speci�c mechanisms of electroweak baryogenesis are outlined in section 7.

The outcome is that the observed baryon asymmetry may naturally be explained within

extended versions of the Standard Model. This result is particularly fascinating as the

physics involved will be probed at LEP-II and the LHC relatively soon. Naturally,

most of our review is devoted to the topics related to the electroweak baryogenesis.

6Though it is still not excluded that the KM mechanism alone is su�cient for baryogenesis, see

section 7.
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4 Sphaleron rate at �nite temperatures

In this section we attempt to describe the present situation with the computation of

the rate of fermion number non-conservation at high temperatures. We shall try to

separate the exact results from (plausible) assumptions. We begin with the qualitative

discussion of the rate and derive the Langer{A�eck type formulae for the rate, valid

at su�ciently low temperatures. Then we derive an exact real-time Green function

representation for the rate and show how it can be related to the more qualitative

discussion. The quantum corrections to the rate are discussed. At the end, we present

some numerical results for the sphaleron rate.

4.1 Qualitative discussion

As outlined in Section 2, the anomalous fermion number non-conservation is associated

with the transitions of the bosonic �elds from the classical vacuum of �g. 1 to the

topologically distinct one. For the case of zero temperatures, low fermion densities

and low energies of colliding particles, the initial state of the system as well as the

�nal state are close to the vacuum con�gurations. So, to experience fermion number

non-conservation, the system has to tunnel through the barrier. This process can

be described by instantons and is strongly suppressed by the semiclassical exponent

exp(� 4�
�W

).

In order to deal with topological transitions at non-zero temperatures let us consider

�rst a simple example of the system with one particle in the double-well potential with

the Lagrangian:

L =
1

2
_x2 � U(x); (4.1)

U(x) =
1

4
�(x2 � c2)2: (4.2)

The corresponding Hamiltonian is

H =
1

2
p2 + U(x); p = _x (4.3)

and the curvature of the potential at its minimun, x = c, is

U 00(x = c) = m2 = 2�c2

Suppose that a particle is initially in the left well, and we want to calculate the

probability of �nding this particle in the other well. Let us take �rst the case of
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zero temperatures and consider the transition from the classical ground state. The

probability of tunnelling can be found in the WKB approximation and is of the order

of

P � exp(�2S0); S0 =
Z c

�c

q
2U(x) dx: (4.4)

It is exponentially suppressed provided that the energy barrier separating di�erent

classical ground states is su�ciently high.

At �nite temperatures, in addition to the ground state in the left well there are

excited states with non-zero energy E. The probability of the state with the energy E

is given by the Boltzmann distribution, exp(�E=T ). Hence, the rate of the transitions
is proportional to the sum of the probabilities of transitions from the excited levels

with energy E weighted with the thermal distribution,

P �
X
n

exp(�En=T � 2S(En)); (4.5)

where

S(E) =
Z x(E)

�x(E)

dx
q
2(U(x)� E); U(x(E)) = E: (4.6)

At temperatures T � m the sum can be approximated by the integral over x,

P �
Z
dx exp

"
�U(x)

T
� 2

Z x

�x
dy
q
2(U(y)� U(x))

#
; (4.7)

with the result

P � exp(�U0=T ); (4.8)

where U0 = U(0) = 1

4
�c4 is the height of the barrier. This result is clear from the

physical point of view. Namely, P in eq. (4.8) counts the number of states with energy

higher than the height of the barrier. At temperatures T < m the number of these

states is exponentially suppressed by the Boltzmann exponent and their contribution

is smaller than the contribution of tunnelling from the vacuum state. On the other

hand, at high temperatures T � m the main contribution to the transition rate comes

from the states with energy higher than the height of the barrier, which can overcome

the barrier classically. Hence, we can address the problem of interest by the entirely

classical calculation of the rate, which is equal to the probability ux in one direction

(from left to right) at the point x = 0 [80, 81],

 = h�(x)�( _x) _xi =
R
dpdx exp(�H=T )�(x)�(p)pR

dpdx exp(�H=T ) =
m

2�
exp(�U0=T ); (4.9)
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if T � U0. Note that the curvature of the potential near the saddle point at x = 0 does

not enter the �nal result; the quantum constant �h does not appear in the answer at all.

Note also that the classical treatment of the problem is applicable only if U0=T < 2S0.

In the opposite case the rate of the quantum tunnelling is higher than the rate of the

classical transitions. At the same time, the saddle point approximation we used for the

calculation of the integral (4.9) is valid only for U0=T � 1. If the latter relation does

not hold, the calculation should go beyond the saddle-point approximation.

This discussion can be easily generalized to the case of the systems with many degrees

of freedom, in particular to the �eld theory we are interested in. As in the quantum-

mechanical example discussed previously, we would like to put our system initially in

the vicinity of one of the topological vacua, say with n = 0, and determine the rate at

which the system moves to neighbouring vacuum sectors. The sphaleron con�guration,

lying on a minimal energy path connecting two close-by vacua with di�erent topological

numbers, plays a crucial role in the computation.

The energy functional near the sphaleron con�guration can be written in the quadratic

approximation as follows,

H = Esph � 1

2
!2

�x
2

� +
1

2

X
!2

i x
2

i +
1

2

X
p2i ; (4.10)

where xi and pi are the normal coordinates and momenta, !i > 0 are corresponding

frequencies, and the index \-" refers to the negative mode. Now, the surface x� = 0

in the con�guration space is the complete analogue of the saddle point x = 0 in the

1 degree of freedom model considered above. If we put our system on this surface,

and let it evolve with time, then it will almost de�nitely move to the sector n = 1

(0) (and stay there for long time) if the projection of initial momenta to the normal

to the surface is positive (negative). So, to count the number of transitions with the

topological number change we should calculate the probability ux through the surface

x� = 0 in one particular direction (cf. refs. [80, 81]). The rate per unite time and

unite volume is given by [66, 82, 67]

� =
1

Z

1

V

Z Y
i

dxidpidx�dp��(x�)�( _x�) _x� exp(�H=T ); (4.11)

where Z is the statistical sum

Z =
Z
DPDQ exp(�H=T ) (4.12)
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and V is the volume of the system. As in the simple example, the rate does not depend

on the curvature along the sphaleron negative mode. After Gaussian integration over

momenta the result may be written in a compact form

� =
1

V

1

Z

!�
2�T

ImFsph; (4.13)

where ImFsph is the result of the formal computation of the imarinary part of the

free energy near the sphaleron in the one-loop approximation (since the sphaleron is a

saddle point of the energy functional rather than its minimum, the functional integral

around it does not exist).

The treatment of the sphaleron zero modes is fairly standard. The total number of

sphaleron zero modes is 6. Three translational zero modes restore the correct volume

dependence of the rate while SU(2) transformations introduce some normalization

factor. The �nal result for the rate reads [66]

� = �
T 4!�
MW

�
�W

4�

�4
NtrNrot

�
2MW

�WT

�7
exp

�
�Esph

T

�
: (4.14)

Here the factors Ntr ' 26; Nrot ' 5:3 � 103 come from the zero mode normalization

[66], � is the determinant of non-zero modes near the sphaleron. Again this result is

purely classical, and it does not contain �h. It is not applicable at very low temperatures

where
Esph

T
> Sinst (there quantum tunnelling is more important than classically allowed

transitions), and at high temperatures where the exponent is not large compared to 1.

There are several important assumptions used in the above derivation of the sphaleron

rate. The �rst one is the applicability of the classical theory to the description of the

topology change in high temperature plasma. The second one is inherent in the classi-

cal theory itself. The thermodynamics of the classical �eld theory is, strictly speaking,

ill de�ned due to the Rayleigh{Jeans instability (in �eld theory language there are

ultraviolet divergences). Even besides this, we assumed that if the system is initially

on the surface x� = 0 then it will move to the sector with topological charge n = 1

provided that p� > 0 and to n = 0 in the opposite case 7. None of these asumptions

has been proved with any rigour up to now. A number of quantum corrections to the

rate, associated with the contributions of high momentum particles (k � T ) can be

7This is only true in the quadratic approximation of the energy functional near the surface. Higher

order terms in the expansion of the energy functional will, in general, introduce recrossings of the

surface [66] and modi�cation of the rate.
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taken into account, the in�nities in the classical theory can be properly dealt with at

the one-loop level, but the regular procedure of evaluating higher order (two-loop, etc.)

contributions to the rate is not known. Moreover, the approach discussed above does

not shed any light on the rate at high temperatures, when the sphaleron approximation

breaks down.

Below we will describe the Green's function approach to the problem of B non-

conservation, which follows from the �rst principles of statistical mechanics and allows

(at least in principle) the discussion of the B non-conservation rate beyond the semi-

classical approximation [67, 83, 84].

4.2 The Green's function approach

Let us consider �rst the behaviour of the quantity Q(t)

Q(t) =
Z t

0

q(x)d4x (4.15)

at high temperatures in a quantum system without fermions. Here q(x) is the topo-

logical number density

q(x) =
g2

32�2
F a
��
~F a
��: (4.16)

If the system starts in the vicinity of one classical vacuum (say, n = 0), then, due to the

sphaleron-like transitions, it will move randomly to the vicinity of the other vacua of

�g. 1. Because of the periodicity of the static energy, these processes will not increase

the free energy. In other words, the quantity Q makes a \random walk" in the space

of con�gurations, and

hQ2i = 2�V t; t!1; (4.17)

where V is the volume of the system, hOi = Tr(O�), and � is the equilibrium density

matrix, � = 1

Z
exp(�H

T
). The quantity � is nothing but the rate of the transitions with

a change of the topological number per unit time per unit volume. It is given by the

correlation function

� =
1

2
lim
t!1 lim

V!1

Z t

0

h(q(x)q(0) + q(0)q(x))id4x: (4.18)

Now, we can derive a uctuation{dissipation theorem showing that the kinetic co-

e�cient describing the relaxation of the fermion number is directly related to the rate

�. Let us add left-handed (and right-handed) massless fermions to our system, switch
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o� the Yukawa interaction with scalar �elds, and suppose that the only deviation from

the thermal equilibrium is that assosiated with the presence of small lepton and baryon

numbers. In other words, all other interactions are supposed to be faster than those

associated with anomalous B non-conservation8. For simplicity we assume that the

averages of all conserved fermion numbers are equal to zero 9, so that the only non-

vanishing global charge is h(B + L)i = nV . Here B and L are left baryon and lepton

numbers (in the massless limit only left-handed particles participate in the anomalous

processes).

In principle, the time dependence of the baryon number can be found from the

solution of the Liouville equation for the density matrix �(t),

@�(t)

@t
= i[�;H] (4.19)

with the following initial condition at t = 0:

�0 =
1

Z
exp

�
� 1

T
(H + �0(B + L))

�
; (4.20)

where �0 is the initial value of the chemical potential and Z in the statistical sum.

Then,

hB + Li(t) = Tr[�(t)(B + L)] = Tr[�0(B(t) + L(t))]; (4.21)

where B, L (B(t); L(t)) are the operators of baryon and lepton numbers in Schr�odinger

(Heisenberg) representation. We expect that if the density n is small compared with

T 3, then the time dependence of n follows from the kinetic equation

@n

@t
= ��Bn; (4.22)

where �B is the rate of the fermion number non-conservation we are interested in.

Probably, the easiest way to derive this kinetic equation is to make use of the Zubarev

formalism of the non-equilibrium density matrix [89, 90]. Zubarev de�nes two density

matrices to be considered: the �rst one is the so-called local equilibrium density matrix,

which is time dependent only through �(t), the instant chemical potential for the

operator (B + L):

�le =
1

Z
exp

�
� 1

T
[H + �(t)(B + L)]

�
: (4.23)

8In reality this is not always the case. For example, the chirality breaking reactions for massive

light quarks and leptons due to Yukawa couplings may be slower that the anomalous reactions. The

modi�cation of the kinetic equations in this case is discussed in refs. [85, 86, 87, 88].
9A more general case is considered in refs. [85, 67, 88].
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The magnitude of � slowly varies in time due to B and L non-conservation. The

average value of n is related to �(t) as follows,

n =
1

V
Tr[(B + L)�le] =

2

3
�(t)T 2Nf ; (4.24)

where Nf is the number of fermion generations and we take into account that the

baryon number of a quark is 1

3
, and the number of colours is 3. The change in the

baryon number is related to the change in the chemical potential, @n = 2

3
NfT

2@�(t).

At the same time, due to the anomaly equation,

@

@t
n(t) = 2NfTr(q(t)�0): (4.25)

The main di�culty is to compute the large time asymptotics of this expression. Zubarev

argues that at t > �B the following so-called non-equilibrium density operator can be

used instead of �0:

�Zub =
1

Z
exp

�
� 1

T

�
H + �

Z t

�1
dt0e��(t�t

0
)�(t0)(B(t0) + L(t0))

��
; (4.26)

where operators B and L are taken in the Heisenberg representation and the limit

� ! +0 is assumed. This density matrix is static in this limit. Now, expanding the

density matrix (4.26) with respect to small �, integrating over t0 by parts and neglecting

the time derivative of � one obtains

Tr[q(t)�Zub] =
1

3
T 2�(t)�B; (4.27)

where the rate of the baryon number dilution is written in terms of the retarded Green

function,

�B =
3

T 2
lim
�!+0

Z t

�1
dt0d3x[q(t); n(t0)]� exp(��(t� t0)): (4.28)

Now, the use of the spectral decomposition for the correlation function (4.18) and

Green's function (4.28) [83, 84] shows that these two functions are in fact equal to each

other up to a coe�cient containing the number of fermion generations. Finally, one

�nds the desired relation

�B = 12Nf

�sph
T 3

: (4.29)

If the Yukawa interactions with the Higgs particles are faster than the sphaleron tran-

sitions, then one obtains the coe�cient 13

2
instead of 12 [86].
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4.3 The relation to the \probability ux" formulae

At �rst sight, the correlation function describing the rate of topological transitions

(4.28) has nothing to do with the probability ux through the surface x� = 0 we found

in the subsection 4.1. Below we will see that they are in fact the same in the Gaussian

approximation to the classical theory [67], at temperatures below the sphaleron mass

but above the particle masses. One may expect that the classical approximation to

the correlation function may be good enough, since the quantum bosonic distribution

functions at low momenta are the same as the classical ones.

Consider for simplicity the purely bosonic theory. Notice that expression (4.18)

allows for the naive classical limit �h! 0 (we leave aside the question of renormalization

for a moment),

�class = lim
t!1

Z
DPDQ exp

"
�H(P;Q)

T

#
Q(t)q(0); (4.30)

where H(P;Q) is the classical Hamiltonian depending on the generalized momenta

and coordinates, q(0) is the density of the topological charge at time t = 0 expressed

through canonical coordinates and momenta P;Q, and Q(t) is the topological charge
(4.15) where A(x; t) is the solution to the classical equations of motion with initial

conditions P;Q. Derivation of the classical limit goes precisely along the lines of the

corresponding analysis for the quantum mechanics given in ref. [91].

Intuitively, the main contribution to the path integral (4.30) comes from con�gu-

rations that start in the vicinity of one of the classical vacua of our system, evolve

in time, pass near the saddle point (sphaleron), and relax in the vicinity of the other

vacuum. For these con�gurations, Q(1) = �1, depending on the direction of motion.

Consider the classical con�gurations crossing the surface x� = 0 near the sphaleron

at some time t1. They have the form:

A(x) = Asph(x� x0;
) +
X

xnAn(x� x0;
); (4.31)

�(x) = �sph(x� x0;
) +
X

xn�n(x� x0;
):
Here x0 and 
 are the collective coordinates corresponding to the sphaleron transla-

tional and rotational zero modes, and xi are small. According to the Liouville theorem,

the phase space is invariant, so that we can write

(DPDQ) (0) = (DPDQ) (t1) = � DxnDpndx0d
NtrNrotjp�jdt1 (4.32)
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where pn are the momenta corresponding to the coordinates xn, dx� = jp�jdt1, Ntr

and Nrot are the normalization factors for the translational and rotational zero modes.

Now, Z
d3x0

Z t1

0

dt1q(0) =
Z
d3x0

Z t1

0

dt1q(�x0;�t1) (4.33)

is nothing but the topological charge of the con�guration which at time t1 belongs to

the surface x� = 0. Then, if the momentum corresponding to the negative mode is

positive, the con�guration under consideration was evolving in time with the increase

of the coordinate x�, producing on average the topological charge 1

2
. In the opposite

case the average topological charge is �1

2
. So, for these con�gurationsZ

d3x0

Z t1

0

dt1q(�x0;�t1) = 1

2
sign(p�): (4.34)

and Q(1) = sign(p�). Finally, the correlation function (4.30) is

� =
1

2

1

Z
NtrNrot

Z
DxnDpnjp�jdp� exp[�H(xn; pn)] (4.35)

coinciding with what was found previously. One can see that the set of assumptions

used in the computation of this correlation function is precisely the same as that for

the estimate of the probability ux.

4.4 Quantum versus classical rate

In spite of the fact that we were able to write an exact quantum real-time correlation

function describing the sphaleron rate, there are no regular methods which allow for

the actual computation. The Euclidean (Matsubara) �eld theory perturbative methods

are of little help here, since the analytical continuation to the real time is necessary,

which is hardly feasible by making use of the perturbation theory.

The following arguments suggest that the leading quantum e�ects may be absorbed

into the parameters of the classical theory, at least at su�ciently high temperatures.

In the consideration of the sphaleron rate the most important role was played by

the properties of the static con�gurations of the gauge and Higgs �elds. They are

certainly inuenced by the precence of the high-temperature excitations. Nevertheless,

it can be shown (see the discussion in Section 5) that all static quantum temperature

Green's functions for bosonic �elds �;Ai coincide, up to O(g3) terms, with the static

temperature Green's functions for the classical bosonic theory with the Hamiltonian

H =
Z
d3x

�
1

2
Ei(x)

2 + P �(x)P (x) +
1

4
Ga
ijG

a
ij + (Di�)

y(Di�) + U(�)
�
; (4.36)
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U(�) = m2(T )�y� + �(T )(�y�)2:

Here Ei and P are the momenta conjugate to the �elds Ai and � 10. The coupling

constants g(T ), �(T ) and the mass m2(T ) of the classical �eld theory can be found by

well-de�ned perturbative prescription, to be discussed in more detail in section 5. The

classical theory does not contain fermions, which are integrated out by the procedure

of dimensional reduction (see section 5). Static classical Green's functions are �nite,

provided known one- and two-loop counterterms are added to the Hamiltonian (4.36).

The perturbative transition to the classical theory is possible in weakly coupled theo-

ries only. Moreover, the static correlation lengths in the theory must be large enough

(l � (�T )�1; l � (gT )�1) for the approximation to be valid. The Rayleigh{Jeans

instability is nothing but the in�nite renormalization of the vacuum energy in the 3d

theory, which can be removed by vacuum counterterms. Therefore, we see that the

static energy barriers can be found from the analysis of the saddle points of the energy

functional de�ned in eq. (4.36). If m2(T ) is negative, the symmetry is spontaneously

broken, and the sphaleron solution does exist. Its energy now is temperature depen-

dent via quantum corrections to the parameters of the classical theory. The size of the

high-temperature sphaleron is of the order of the static correlation length l and is much

larger, according to our assumption, than the inverse temperature (typical distance be-

tween particles). Now we recall that in the classical computation of the probability ux

through the surface x� = 0 the integration over momenta is Gaussian (see eq.(4.11))

and the main contribution comes from momenta p2n=2 � T . Therefore, for the normal

sphaleron modes with !n � T the real time motion indeed can be considered as the

classical one. This is not true for !n > T , but high energy sphaleron modes with

!n � l�1 are close to those around the vacuum con�guration and, therefore, cancel

out in the rate computation.

In the symmetric phase, at m2(T ) > 0, the sphaleron solution does not exist. How-

ever, the typical static correlation length in the system, l � (g2T )�1, is still much

larger than the inverse temperature. It is natural to assume that the typical size of the

con�gurations contributing to the rate is of the order of the correlation length; then

the argument given above indicates the possibility of the classical description.

10To be more precise, the equivalence holds for any form of the kinetic part of the classical Hamil-

tonian, provided it contains momenta only. Then for static Green's functions the integrations over

momenta and coordinates are factorized. This ensures the equivalence of the classical high temperature

equilibrium statistics and quantum 3d zero temperature euclidean theory.
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So, the conjecture (which has never been proved, though) is that the rate of the

fermion number non-conservation in quantum �eld theory at high temperatures (T �
mW (T ); gT � mW (T )) is given, up to termsO(g3), by the classical correlation function

(4.18) with the Hamiltonian (4.36). Since the statistical mechanics of the classical

�eld theory does not exist due to ultraviolet divergences, the latter statement requires

clari�cation. To de�ne the classical statistics, an introduction of some high energy

cuto� � is necessary, together with 3d counterterms removing divergencies from the

potential part of the classical Hamiltonian. For this conjecture to be true, the necessary

condition is that the classical correlation function (4.18) exists in the limit

lim
�!1

lim
t!1

lim
V!1

G (4.37)

(the order of limits is essential here, see below). Some evidence in favour of the last

statement has been found by a number of direct real time Monte Carlo simulations,

which will be considered in the last subsection. If the conjecture is true, it allows

an immediate determination of the parametric dependence of the rate of sphaleron

transitions:

� = (�WT )
4f

 
�

g2
;
m2(T )

g4T 2

!
; (4.38)

since the rate has dimensionality (GeV)4, and the classical dynamics of the theory

is governed by the unique dimensionful coupling g2T and two dimensionless ratios.

Deeply in the symmetric phase, at T � Tc, the scalar degrees of freedom decouple,

since m2(T )� g4T 2. Then � � (�WT )4 [66, 67].

Recently, another conjecture was put forward in ref. [92]. The authors suggest that

instead of the classical Lagrangian (4.36) one should use the Braaten{Pisarski e�ective

action [93], which sums up so-called hard thermal loops in the particle amplitudes. This

action is a generating functional for the gauge and matter �elds at soft momenta; it was

used in ref. [94] for the calculation of the the damping rate of fermions in the plasma.

Yet another suggestion is to use Langevin-type equations with a friction term together

with a random force [95], instead of any type of deterministic equation of motion. The

random force is served to mimic the interaction of the classical soft momentum modes

with the short wave quantum uctuations. These conjectures remain not proved either.
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4.5 The sphaleron rate in the broken phase

The discussion in the previous subsections shows that in the broken phase, the rate

of sphaleron transitions is given by expression (4.35), where the classical static energy

which should be used in the evaluation of the functional integral is given by eq. (4.36),

with temperature-dependent masses and couplings. So, in this regime, the rate is given

by eq.(4.14) with the replacement MW ! MW (T ) where MW (T ) = 1

2
g(T )v(T ), and

the expectation value of the Higgs �eld is to be determined by the minimization of the

classical potential U(�).

To completely determine the rate, one should calculate the 3-dimensional determi-

nant of small uctuations around the sphaleron solution, which is also temperature-

dependent11. Formally, it diverges linearly with ultraviolet cuto�, but this divergence

is removed by the one-loop counterterm for the scalar mass m2(T ). Recently, this

computation has been done numerically in refs. [99, 100, 101] where the values of

the determinant can be found at di�erent scalar coupling constants. For the small

ratio of �(T )=g2(T ) the result has a simple form. Namely, instead of taking the tree

value for the vacuum expectation value for the scalar �eld, one may obtain it from the

minimization of the one-loop e�ective potential,

V1(�) =
1

2
m2(T )�2 +

1

4
�(T )�4

� 1

12�

�
6m3

T +m3

1
+ 3m3

2

�
; (4.39)

where the mean �eld-dependent masses are de�ned as

mT =
1

2
g(T )�; m2

1
= m2

3
(�3) + 3�(T )�2; m2

2
= m2

3
(�3) + �(T )�2: (4.40)

Then the 3d determinant � ' 1; the precise numbers are given in ref. [101]. This is the

most complete calculation of the sphaleron rate done up to now. The determination of

further corrections to the rate is a problem which has not been solved, even the strategy

of the necessary computation is not known. Parametrically, they are O[g2T=MW (T )].

11Recently the high temperature fermionic determinant in the background of the sphaleron has

been calculated in refs. [96, 97]. The authors conclude that the fermionic contribution suppresses

the rate and is numerically very important. However, the e�ect of fermions can be absorbed into the

de�nition of the coupling constants and masses of the classical theory. After this is done, the fermionic

contribution is shown to be negligible, see ref. [98].
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4.6 Real time numerical simulations

Making use of the conjecture on the possibility to calculate the quantum sphaleron rate

within the classical �eld theory, one can compute the rate by the numerical simulations

[102, 103, 104]. The discretization of space, necessary for the numerical methods, pro-

vides a natural ultraviolet cuto�. Probably, the most convenient discrete formulation

is provided by the lattice gauge theories.

The Monte Carlo (MC) numerical computation of the correlation function hQ2(t)i
consists of two steps. First, one should generate a set of con�gurations (coordinates

and momenta) in accordance with the Boltzmann distribution exp(�H=T ). Then,

these con�gurations are used as initial conditions for the classical equations of motion.

These equations are solved numerically, and the topological charge is computed as

a function of time. Finally, the averaging of the quantity Q2(t) is performed. The

computation should be repeated for di�erent volumes of the system and for di�erent

lattice spacings; the extrapolation to the continuum limit is to be performed at the

end. Many details of the described procedure can be found in the original papers

[103, 104, 105, 106, 107, 108, 109, 110, 111], here we just present some results.

Up to now, real time MC simulations of the topological number change were per-

formed in three di�erent gauge �eld theories. The �rst one is the 1 + 1 dimensional

U(1) Higgs model, the second is SU(2) gauge{Higgs system, and the third is a pure

Yang{Mills SU(2) theory.

U(1) theory in 1+1 dimensions. The Lagrangian of the U(1) Higgs model has

the form:

L = �1

4
F��F�� + (D��)

y(D��)� V (�); (4.41)

where F�� = @�A� � @�A� is the gauge �eld strength, � is the charged scalar �eld,

D� = @� � ieA�, and V (�) is the scalar potential,

V (�) =
�

4
(�y�� c2)2: (4.42)

The topological number in this theory in (1 + 1) dimensions is

Q(t) =
e

4�

Z
d2x���F��: (4.43)

The static high temperature e�ective one-dimensional action is just [(D1�)
y(D1�) +

V (�)]. It corresponds to �nite �eld theory in one dimension. The classical statistical
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mechanics of this system is described by the Hamiltonian

1

2
E2 + PP � + (D1�)

y(D1�) + V (�) (4.44)

together with the Gauss constraint

@1E � ie(��P � �P �) = 0 (4.45)

imposed on the admissible states.

Let us put this system in a one-dimensional box of length L, �L=2 < x < L=2

and impose periodic boundary conditions on the �elds. Then in the limit L!1 the

saddle point of this action { sphaleron { is a gauge transformation of the usual kink of

the scalar �eld theory [102, 103, 104]:

�sph = i exp(i�x=L)
cp
2
th
MHx

2
; (4.46)

A1 =
�

eL
: (4.47)

The high temperature sphaleron rate in this theory has been calculated in refs. [82,

112],

� =
�
3Esph

�T

� 1
2

M2

Hf

�
MW

MH

�
exp

�
�Esph

T

�
; (4.48)

where the sphaleron mass is given by Esph =
p
8�
3
c3. The function f(x) for large x has

been evaluated in ref. [82] (f(x) =
p
x

4�
22x�

3

4 ) and, for arbitrary x, in ref. [112].

The real time dynamics of the classical system was studied on the lattice in refs.

[103, 104, 110, 111]. The results of the real time MC simulations show that the rate

of sphaleron transitions, indeed, does not depend on the lattice spacing, provided it

is small enough. Moreover, quantitative agreement with one-loop formulae is found

at T < Esph. At very high temperatures, T > Esph the rate cannot be calculated

analytically, and only the numerical results exist there [113]. The numerical simulations

with Langevin-type equations replacing the real time dynamics can be found in ref.

[95].

SU(2) gauge{Higgs system. In refs. [105, 106] the study of the sphaleron tran-

sitions in the symmetric phase of the SU(2) gauge{Higgs theory was performed. The

sphaleron transitions were clearly observed with di�erent lattice spacings and volumes.

However, the quality of the lattice data did not allow the extrapolation of the results
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to the continuum limit. All the data are consistent with the rate � = �(�WT )4 with

� > 0:4 12.

SU(2) pure gauge theory. Recently, the systematic study of the sphaleron tran-

sitions has been performed in a pure SU(2) theory [109]. The use of the pure Yang{

Mills theory instead of the full gauge{Higgs system is legitimate at the temperatures

far above the critical one. At these temperatires the scalar �elds have masses � gT

and decouple from the long-range uctuations k � g2T which are believed to govern

the topology change. The 3d part of the classical model is a �eld theory free from

ultraviolet divergences. The authors show nice evidence that the classical rate exists

(i.e. that it does not depend on the volume, if it is large, and lattice spacing, if it is

small). Numerically,

� = �(�WT )
4; � = 1:09� 0:04: (4.49)

Near the phase transition the scalar degrees of freedom have masses � g2T and do not

decouple from the gauge �elds. However, since the parameter g2T provides the only

dimensionful scale of the problem, the parametric dependence of the rate is still the

same, but the numerical coe�cient may be di�erent.

4.7 Strong sphalerons

We include in this section also the discussion of other high temperature processes,

associated with anomaly, but now in QCD. They change the chirality of quarks and,

since anomalous B-violation deals with left-handed fermions, may be relevant for the

discussion of the baryon asymmetry.

It is well known that the quark axial vector current has an anomaly and therefore is

not conserved. The rate of chirality non-conservation at high temperatures �strong is

related to the rate of topological transitions in QCD (\strong" sphalerons [83, 115]),

@Q5

@t
= � 72

T 3
�strongQ5; (4.50)

where Q5 is the axial charge. By analogy with the weak sphalerons, the rate of the

strong sphaleron transitions is given by

�strong = �SU(3)(�sT )
4; (4.51)

12In ref. [106] the corresponding constraint reads as � > 0:1; an arithmetic error of a factor 4:4 in

this estimate was corrected in ref. [114].
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where �SU(3) is an unknown pure number. The characteristic time of these transitions

is therefore

�strong =
1

72�SU(3)�4
sT
: (4.52)

Taking as an estimate �SU(3) � 1-3, this time is of order 30�100
T

, i.e. the rate of strong

sphaleron transitions is comparable to or even higher than the rate of chirality-ip

transitions mediated by the Yukawa coupling of the top quark.

4.8 Concluding remarks

It is by now well established that there is no suppression of the fermion number non-

conservation at high temperatures. However, the quantitative formalism allowing for

the calculation of the rate beyond the lowest order semiclassical approximation is still

lacking. From our point of view, the most important challenge here is to establish

the relation between the quantum rate and the classical rate; the latter can then be

computed with some kind of MC numerical analysis. Even in the framework of the

classical physics it would be important to have an analytical understanding of the

�niteness of the rate in the continuum limit. Of course, the real time MC simulations

in the broken phase of the SU(2) gauge{Higgs system would be very important, in

particular because the rate is now known in the Gaussian approximation.

5 Phase transitions in gauge theories

Potentially, phase transitions provide a source of deviations from thermal equilibrium in

the early Universe. Usually, in the theories with scalars (such as grand uni�ed theories

or the electroweak theory) the symmetry is restored at high temperatures and, at

low temperatures, it is broken [62, 63]. If the phase transition is of the �rst kind,

it proceeds through the nucleation of bubbles of a new phase [116, 117]. Depending

on the parameters of a model, this process can be quite violent, the motion of the

domain walls disturbs the plasma and may trigger the baryon asymmetry generation.

In order to have the detailed non-equilibrium picture of the phase transition, a number

of very di�cult problems are to be solved. The questions potentially interesting for

baryogenesis include the bubble nucleation rate, the structure of the domain walls,

their velocity, the distribution densities of particles near the domain walls, etc. It is

hard to get reliable answers to these questions, since they all deal with complicated
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non-equilibrium phenomena. Moreover, even the equilibrium treatment of the phase

transitions faces a number of di�culties, associated with the so-called infrared problem

in thermodynamics of the gauge �elds.

There are many excellent reviews and books devoted to the study of the phase

transitions in gauge theories, see, for instance ref. [118, 119, 120, 121]. Our purpose in

this section is to report on the progress that was achieved in this area in the last few

years. Our special interest is in the study of the �rst order phase transitions which are

strong enough to suppress the B-violating reactions in the Higgs phase (see Sections 3

and 7.1). The dynamics of much weaker phase transitions may be di�erent and is a

topic of extensive studies of refs. [122, 123, 124, 125].

In the �rst subsection we shortly discuss the validity of the equilibrium approxi-

mation to the description of the phase transition and present some useful equations

for the determination of the bubble nucleation rate. Then we review the \rules of

the game", which allow an estimate of the relevant parameters of the phase transi-

tion with the help of a unique function { the perturbative e�ective potential for the

Higgs �eld. Everything contained in these subsections has been known for a long time

and is presented here for the sake of completeness. In subsection 5.3 we explain why

the perturbation theory fails to describe the high temperature phase transitions. In

the following subsections (5.4 and 5.5) we describe the formalism which allows us to

determine reliably the parameters of the phase transition in weakly coupled theories.

The speci�c results for the electroweak phase transition are discussed in subsection 5.6.

Subsection 5.7 is devoted to the dynamics of the phase transition.

5.1 Equilibrium approximation

Let us take for simplicity the Minimal Standard Model of electroweak interactions and

consider it in the cosmological context. Suppose that the temperature of the system,

T , is of the order of the W -boson mass { the scale at which the electroweak phase

transition is expected to take place. The �rst question that arises is whether the

equilibrium description of this system is at all possible in the expanding Universe. In

order to check this, we may compare the rates of di�erent particle reactions in the

standard model with the rate of the Universe expansion, t�1U , where the Universe age

tU is given by

tU =
M0

T 2
; (5.1)
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Here M0 = MP l=1:66N
1

2 � 1018 GeV, MP l is the Planck mass, and N is the e�ective

number of the massless degrees of freedom. The expansion rate of the Universe is

the unique non-equilibrium parameter of the system before or some time after the

phase transition; during the phase transition another typical non-equilibrium time

scale, associated with the motion of the bubble walls, is relevant. This time scale is

smaller than the Universe expansion rate by many orders of magnitude (see below) and

thus the deviations from the thermal equilibrium are much stronger.

Before or after the phase transition, the fastest perturbative reactions are those

associated with strong interactions (e.g. q�q ! GG); their rate is of the order of

(�strong)�1 � h�nvi � �2

sT . Here � is the cross-section of the reaction, n is the particle

concentration, v is the relative velocity of the colliding particles. The typical weak

reactions, say e� ! e�, occur at the rate (�weak)�1 � �2

WT , and the slowest reactions

are those involving chirality ips for the lightest fermions, e.g. eRH ! �W with the

rate (�e)�1 � f2e�WT , where fe is the electron Yukawa coupling constant. Now, the

ratio �i
tU

varies from 10�14 for the fastest reactions to 10�2 for the slowest ones; this

means that particle distribution functions of quarks and gluons, intermediate vector

bosons, Higgs particle and left-handed charged leptons and neutrino are equal to the

equilibrium ones with an accuracy better than 10�13; the largest deviation from thermal

equilibrium (� 10�2) is being expected for the right-handed electron.

These estimates show that the equilibrium description of the system is a very good

approximation before the phase transition, and soon after it is completed 13. Moreover,

since the phase transition is expected to proceed through the bubble nucleation, the

equilibrium description of the plasma is possible in the regions far enough from the

moving domain walls.

The above remarks suggest that the equilibrium statistical mechanics may be ap-

plied for the evaluation of the \static" properties of the phase transitions, such as the

critical temperature Tc, latent heat, jump of the order parameter (expectation value of

the scalar �eld), interface tension (surface energy density of the plane domain wall sep-

arating di�erent phases). Another important characteristics is the metastability range:

at the upper T+ (lower T� ) spinodial decomposition temperatures broken (symmetric)

phase ceased to exist as a metastable state (�g. 2). The static correlation lengths for

13Clearly, this is a model-dependent statement. For instance, if the Universe was as hot as, say, 1017

GeV, then the equilibrium description of the (grand uni�ed) phase transitions would be questionable,

since the ratio �i

tU
would be of the order of 1.
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various operators may help to understand the structure of the domain walls.

The �rst order phase transition in the early Universe is not an instant process, and

its total duration is of the order of the Universe age. The bubbles of the new phase

start to nucleate at temperatures somewhat lower than Tc; the bubbles expand and

�nally �ll out the Universe with the new phase. This happens at temperatures above

T�. The fraction of the volume of the Universe occupied by a new phase, P(t), can be

estimated in the following way [126]. Suppose that the bubble nucleation rate per unit

time per unit volume is R(T ), and the velocity of the bubble walls is constant14 and

equal to v. Then,

P(t) = 1 � exp(��(t)); (5.2)

where V (t; t0) = 4�
3
v3(t � t0)3 is the volume that the bubble nucleated at time t0

occupies at time t:

�(t) =
Z t

tc

dt0 V (t; t0)R(T (t0)) (5.3)

and tc is the time corresponding to the critical temperature, T (tc) = Tc. This equa-

tion does not take into account the red shift of the bubble velocity, which is in fact

unimportant at the electroweak scale. Introducing the variable

x =
Tc � T

Tc

and assuming that it is small (this is satis�ed in the electroweak case), one obtains a

simpli�ed expression

� =
64�v3

3

�
M0

Tc

�4 Z x

0

R(T )
T 4
c

x3 dx: (5.4)

The phase transition is completed when

� ' 1: (5.5)

Since the electroweak scale is much smaller than the Plank scale, the probability of the

bubble nucleation R at the percolation time is very small:

x3
R(T )
T 4
c

�
�
Tc

M0

�4
� exp(�150):

The typical bubble size is of the order of R � 2vMo

T 2
c

x, where x is to be found from eq.

(5.5).

14In the hot plasma, contrary to the vacuum case, there is a friction force acting on the bubble wall.

This ensures the constant velocity of the wall.
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Computation of the bubble nucleation rate in the general case is a very complicated

problem, which has not been solved. The reliable estimates exist only in the so-called

thin wall approximation, and the leading contribution can be read o� from the Landau{

Lifshitz book on statistical mechanics. Suppose that the temperature of the system is

T < Tc, and x� 1. Then the free energy of the critical bubble can be found from the

minimization condition

@F

@R
= 0; F (R) = 4�R2� � 4�R3

3
�p; (5.6)

where �p = Lx is the pressure di�erence, L is the latent heat of the transition, and �

is the surface tension. From the latter relation one immediately obtains

R = �T 4

c exp(�S(x)); (5.7)

where the bounce action is given by

S(x) =
16��3

3TcL2

1

x2
(1 +O(x)) (5.8)

and corrections O(x) are model dependent. Indeed, the domain wall thickness is of the

order of the typical correlation length � in the system, which means that the radius of

the bubble is de�ned up to corrections of order �. This produces an uncertainty in the

action �S=S � L�x
�

and gives an obvious requirement of the validity of the thin wall

approximation R� �. The calculations of the bounce action in various models can be

found in ref. [121, 127].

If R � �, then the thin wall approximation breaks down, the nucleation rate cannot

be expressed only through macroscopic parameters of the phase transition (latent heat

and surface tension) at the critical point. In this case the phase transition is delayed

and the Universe is supercooled in the symmetric phase. The calculation of the bubble

nucleation rate in this case cannot be done for a generic gauge theory because of an

infrared problem in the thermodynamics of the gauge �elds (see below), but it is feasible

for weakly coupled pure scalar theory. A detailed study of the bubble nucleation in the

scalar mean �eld theory de�ned by potential (5.13) is contained in ref. [128]. Naturally,

the bubble nucleation rate receives dependence on the scalar correlation length � at

the phase transition, in addition to the surface tension and the latent heat. We refer

here to [121, 127, 129] for more details. The more complicated problem is to determine

the prefactor in the expression for the bubble nucleation rate. Its computation in one-

loop approximation in scalar models and electroweak theory has been done in refs.

[130, 131, 132, 133].
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5.2 Simple estimates

To describe the high temperature phase transitions in any given theory it is very im-

portant to have a relevant calculational formalism. The traditional tool is the e�ective

potential for the scalar �eld �. It is de�ned as the value of the free energy of the system

(pressure with the minus sign) in a uniform background �eld �. The minima of this

potential correspond to the (meta)stable states of the system. The system undergoes

a �rst order phase transition if there are two degenerate minima of this potential, sep-

arated by the energy barrier. In general, the e�ective potential is a gauge dependent

quantity; perturbative calculations often produce complex terms. However, the values

of the potential at its minima are gauge invariant; this allows for the gauge-invariant

de�nition of the critical temperature and latent heat.

The following simple strategy (the drawbacks of which we discuss later) gives a rea-

sonable qualitative description of the phase transitions and often allows fairly accurate

estimates [134]:

Step No. 1. Take your model and calculate the one-loop high temperature e�ective

potential V (�; T ).

Step No. 2. De�ne from it the critical temperature, jump of the order parameter,

latent heat and surface tension with the use of the following equations.

{Tc and order parameter �c:

@V (�c; Tc)

@�c
= 0; V (�c; Tc) = V (0; Tc): (5.9)

{Latent heat and surface tension:

L = Tc
@

@Tc
(V (�c; Tc)� V (0; Tc)); (5.10)

� =
Z �c

0

q
2V (�; Tc) d�: (5.11)

Step No. 3. Calculate the bubble nucleation rate in the thin wall approximation and

compare it with the rate of the Universe expansion. Determine the bubble nucleation

temperature and check the validity of the thin wall approximation. If it does not work,

evaluate the bubble nucleation rate for a thick wall. To this end �nd O(3) symmetric

con�gurations extremizing the 3d action

S =
1

T

Z
d3x

�
1

2
(@i�)

2 + V (�; T )
�

(5.12)
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with the boundary condition � ! 0 at x ! 1. The bubble nucleation rate is then

R � exp(�S).
An example is provided by the Minimal Standard Model. Here the one-loop e�ec-

tive potential in the high temperature approximation is (for simplicity, we take the

case when the Higgs boson is su�ciently light, and neglect the e�ects of the U(1)Y

interactions):

V (�; T ) =
1

2
(T 2 � T 2

�)�
2 � 1

3
�T�3 +

1

4
��4: (5.13)

For the standard model with the top quark mass mtop

� = 9g3=(32�);  =
3

16
g2 +

1

2
� +

m2

top

2v2
; (5.14)

and the lower metastability temperature T� is related to the Higgs mass m2

H = 2�v2

through

T� =
mHp
2
: (5.15)

Due to the presence of the cubic term, the potential predicts the �rst order transition

with the critical temperature

Tc =
T�q

1 � 2

9

�2

�

> T� (5.16)

and the jump of the order parameter

�(Tc)

Tc
=

2

3

�

�
: (5.17)

Phase transition gets weaker when the scalar self-coupling increases. This is seen

from the behaviour of the order parameter, latent heat, and the surface tension, all of

which decrease with the increase of �. At large � the bubble nucleation rate can be

determined in the thin wall approximation, while at small � (� � g3) it breaks down,

and the phase transition occurs with considerable supercooling. Qualitatively, the one-

loop description gives correct results, but concrete numbers may be quite di�erent

from those obtained by a more re�ned treatment. The e�ect of the Debye screening

on the e�ective potential was discussed in refs. [135, 127, 136, 137], and the two-loop

computation has been done in refs. [138, 139, 140, 141, 142, 143, 144, 145]. Various

aspects of the phase transition were discussed in refs. [146, 147, 148, 149].
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5.3 The infrared problem and factorization

It was realised by Linde and Gross, Pisarski and Ya�e a long time ago [150, 151] that the

perturbation theory for non-Abelian gauge theories with small coupling constants in-

evitably breaks down at high temperatures, at least in the symmetric phase. The physi-

cal reason is that at high temperatures, instead of the usual 4-dimensional expansion pa-

rameter g2 the relevant parameter is � � g2nB(E), where nB(E) = [exp(�E=T )� 1]�1

is the Bose distribution function, E is the typical energy of a given process in the

plasma. At E < T the expansion parameter is greater than that at zero temperatures,

namely, � � g2T

E
, accounting for typical Bose ampli�cation of the amplitudes. In the

symmetric phase, gauge bosons are massless in perturbation theory, there is no infrared

cuto�, and the expansion parameter can be arbitrarily large. In the broken phase the

infrared cuto� is provided by the vector boson mass, and perturbation theory con-

verges provided g2T
mW

� 1. Below we will give a more formal description of the infrared

catastrophe.

The fact that the perturbation theory breaks down at T 6= 0 poses non-trivial di�-

culties for the description of the phase transition. Indeed, the phase transition occurs

when the free energy of the broken phase is equal to that of the symmetric phase; but

the latter cannot be calculated perturbatively. The latent heat of the transition re-

ceives contributions from both the symmetric and broken phases, and the same is true

for the surface tension. In the Universe the phase transitions occur when it is cooling,

so that the initial phase is the one in which perturbation theory breaks down. For

strongly �rst order phase transitions, the leading contribution to the above parameters

comes from the broken phase, where perturbation theory is applicable; in that case

the perturbative description may be reliable. However, the infrared problem is fatal

for an attempt of the perturbative quantitative study of the weakly �rst order phase

transitions. Unfortunately, direct Monte Carlo lattice simulations of high tempera-

ture gauge theories are not possible at present for realistic theories, containing chiral

fermions, due to well known di�culties in discretisation of the chiral fermion determi-

nant. The purely bosonic sector of the models can be put on 4d lattice, and extensive

4d numerical simulations have been carried out in refs. [152, 153, 154, 155, 156], for a

summary of results see a nice review by Jansen [157].

Recently, an approach was suggested, which allows for a solution of the equilibrium

problem of phase transitions in weakly coupled (at zero temperatures) gauge theories

[142, 158, 159, 160]. It combines both perturbative analysis and numerical Monte

37



Carlo methods. The main idea of the method is the factorization of the di�erent scales

appearing in the description of the high temperature plasma. At the �rst stage, a

much simpler e�ective theory, incorporating all essential non-perturbative dynamics

of the phase transition, is constructed by perturbative methods. The idea of this

construction, known as dimensional reduction, goes back to the papers by Ginsparg

[161], and by Appelquist and Pisarski [162]. It was developed in refs. [142, 158,

159, 160] in application to the phase transitions and applied later to hot QCD in ref.

[163, 164, 165, 166, 167]. Di�erent aspects of dimensional reduction were studied in

refs. [168, 169, 170, 171, 172, 173]. At the second stage the e�ective 3-dimensional

theory is analysed by non-perturbative methods (MC lattice simulations) 15. In the

discussion below we follow ref. [159].

The idea of dimensional reduction comes from an observation that equilibrium �nite

temperature �eld theory is equivalent to Euclidean zero temperature �eld theory de-

�ned on a �nite \time" interval � = 1=T supplied with periodic boundary conditions

for bosons and antiperiodic ones for fermions.

Periodic and antiperiodic boundary conditions enable one to decompose Bose (�)

and Fermi ( ) �elds in Fourier series with respect to the �nite time interval,

�(x; � ) =
1X

n=�1
�n(x) exp(i!

b
n� ); (5.18)

 (x; � ) =
1X

n=�1
 n(x) exp(i!

f
n� ); (5.19)

where !bn = 2n�T; !fn = (2n + 1)�T . Therefore, 4d �nite temperature �eld theory is

equivalent to the 3d theory with an in�nite number of �elds, and 3d boson and fermion

masses are just frequencies !b and !f . One can easily recognize here a perfect anal-

ogy to Kaluza{Klein theories with compact higher-dimensional space coordinates. The

equilibrium dynamics of the theory is completely characterized by the set of Matsub-

ara (imaginary time, or Euclidean) Green's functions, Gn(!i; ~ki), where !i are discrete

frequencies, n is the number of legs. The static bosonic Green's functions (fermionic

Green's functions are never static, since the fermion frequences are odd) play an im-

portant role for the phase transition. For example, the expectation value of the scalar

15Whenever the comparison between 3d and 4d simulations possible, they are in agreement, indicat-

ing the correctness of the dimensional reduction beyond perturbation theory. Generically the errors in

4d simulations are considerably larger than those in 3d [157], because of rather stringent requirements

on the lattice size in 4d, see ref. [158].
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�eld is just G1(0; 0); the static correlation lengths can be extracted from two-point

Green's functions, etc.

Assume now that the theory is weakly coupled, and that the expectation value of

the Higgs �eld in the broken phase is small enough, so that the vector boson masses

are much smaller than the temperature. Then the description of the phase transi-

tion (i.e. static bosonic Green's functions) can be derived within a simpler 3d theory,

which contains only bosonic �elds corresponding to the n = 0 sector of Fourier de-

composition. In loose terms,\superheavy" (we keep the word \heavy" for other �elds

de�ned below) �elds are integrated out. This theory is valid up to momenta k � T .

To specify the dynamics of the e�ective theory one writes down the most general 3d

super-renormalizable Lagrangian, containing zero modes only, and determines its pa-

rameters by the matching condition. This condition requires that the 2-, 3- and 4-point

one-particle irreducible Green's functions, evaluated in the e�ective theory and in the

full 4d theory are the same up to some power of the coupling constant. The e�ective

theory approximately describes then all static Green's fuctions of the high temperature

4d theory. As discussed in ref. [159], the maximum accuracy that can be reached with

a super-renormalizable 3d theory is

�G

G
� O(g4): (5.20)

To be more explicit, take as an example the Minimal Standard Model Lagrangian.

Then the 3d e�ective theory is an SU(2) � U(1) bosonic theory, which contains the

Higgs doublet, the scalar triplet (zero component of the SU(2) gauge �eld), and the

scalar singlet (zero component of the U(1) �eld) with the action

S =
Z
d3x

�
1

4
Ga
ijG

a
ij +

1

4
FijFij + (Di�)

y(Di�) +m2

3
�y� + �3(�

y�)2 + �BB
4

0

+
1

2
(DiA

a
0
)2 +

1

2
m2

DA
a
0
Aa

0
+
1

4
�A(A

a
0
Aa

0
)2 +

1

2
(@iB0)

2 +
1

2
m02

DB0B0

+h3�
y�Aa

0
Aa

0
+ h0

3
�y�B0B0 � 1

2
�ABB0�

yAa
0
� a� + ~�ABB

2

0
Aa

0
Aa

0

�
; (5.21)

where Ga
ij = @iA

a
j � @jA

a
i + g3�

abcAb
iA

c
j, Fij = @iBj � @jBi, Di� = (@i � ig3�

aAa
i =2 +

ig0
3
Bi=2)�, DiA

a
0
= @iA

a
0
+ g3�

abcAb
iA

c
0
, and � = (�3 + i�4; �1 + i�2)T=

p
2. The � a's

are the Pauli matrices. The factor 1=T multiplying the action has been scaled into the

�elds and the coupling constants, so that the �elds have the dimension GeV1=2 and the

couplings g2
3
, �3, �A, �AB have the dimension GeV.
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The complete one-loop calculation of the 3d coupling constants and two-loop cal-

culation of the 3d masses of the e�ective theory can be found in ref. [142, 159]; we

present here only simple tree relations for the coupling constants

g2
3
= g2T; g02

3
= g02T; �3 = �T; h3 =

1

4
g2T ; (5.22)

h0
3
=

1

4
g02T; �A = �B = ~�AB = 0; �AB = gg0T

and one-loop relations for the doublet scalar mass

m2

3
(�) = �1

2
m2

H + T

�
1

2
�3 +

3

16
g2
3
+

1

16
g02
3
+
1

4
g2Y

�
(5.23)

and triplet and singlet masses

m02
D =

�
1

6
+
5nF
9

�
g02T 2; (5.24)

m2

D =
�
2

3
+
1

6
+
nF

3

�
g2T 2: (5.25)

Here mH is the zero temperature Higgs mass, gY is the Yukawa coupling constant

corresponding to the t-quark, nF = 3 is the number of fermion generations.

Clearly, is is much easier to study this 3d model than the initial 4d theory, since

it contains much less degrees of freedom. Another important fact is that the only

remnant of fermions is their contribution to the 3d masses and coupling constants.

An inspection of relations (5.23) and (5.25) shows that further simpli�cation of the

e�ective theory is possible. Indeed, at the tree level at m2

3
< 0 the symmetry is

broken, and at m2

3
> 0 it is restored. In other words, the phase transition takes

place near m2

3
= 0. At this point the hierarchy m2

3
� m2

D and m2

3
� m02

D holds,

allowing for the construction of the e�ective theory containing the Higgs doublet and

SU(2) � U(1) gauge �elds only. The \heavy" scale � gT is integrated out, and the

super-renormalizable Lagrangian of the e�ective theory is merely

L =
1

4
Ga
ijG

a
ij +

1

4
FijFij + (Di�)

y(Di�) + �m2

3
�y� + ��3(�

y�)2: (5.26)

In the one-loop approximation

�m2

3
(�) = m2

3
� 1

4�

�
3h3mD + h0

3
m0

D

�
(5.27)

and ��3 = �3 at the tree level. Higher order corrections to these relations can be found

in ref. [142, 159]. In fact, the possibility of integrating out the heavy scale has a general
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character and can be applied to any gauge theory. The e�ective description in terms of

the super-renormalizable Lagrangian for the \light" modes only provides an accuracy

�G

G
� O(g3): (5.28)

for Green's functions for \light" (static gauge bosons and scalars) �elds. This theory is

valid for k � gT , but k may be as large as g2T . The e�ective potential for the scalar

�eld in 3d coincides with the hard loop resummed potential in 4d at high temperatures

[139, 141, 142].

Since all the four parameters of the 3d theory are dimensionful, the theory is uniquely

�xed by three dimensionless ratios:

x �
��3
�g23
; y � �m2

3

�g43
; z �

 
�g0
3

�g3

!
2

(5.29)

and the overall scale g2
3
, on which the physics does not depend. The temperature

variation changes the parameter y, while x and z depend on T only through logarith-

mic corrections. So, we arrive at the important conclusion that the dynamics of the

electroweak phase transition depends on one dimensionless number only (x) since z is

related to the known weak mixing angle, z ' 0:3, and y is �xed by the requirement

that the temperature is equal to the critical one. The dependence of the parameter x

on the physical Higgs mass in MSM was found in ref. [159], see �g. 3.

In fact, the 3d theory de�ned by (5.26) plays the role of the universal theory de-

scribing the phase transition not only in the Minimal Standard Model, but in many of

its extensions, including sypersymmetry, two Higgs doublets, etc. [159]. Let us take as

an example the two Higgs doublet model. The integration over the superheavy modes

gives a 3d SU(2)� U(1) theory with an extra Higgs doublet in addition to the theory

considered above. Construct now the one-loop scalar mass matrix for the doublets and

�nd the temperatures at which one of its eigenvalues is zero. Take the higher temper-

ature; this is the temperature near which the phase transition takes place. Determine

the mass of the other scalar at this temperature. Generally, it is of the order of gT ,

and therefore, is heavy. Integrate this heavy scalar out together with the heavy triplet

and singlet { the result is the simple SU(2) � U(1) model. In the case when both

scalars are light near the critical temperature, a more complicated model, containing

two scalar doublets, should be studied. It is clear, however, that this case requires �ne

tuning. The consideration of the phase transitions in the two Higgs doublet model at

the one-loop level can be found in refs. [174, 175, 176, 177, 178, 179, 180, 181].
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The same strategy is applicable to the Minimal Supersymmetric Standard Model

(MSSM). If there is no breaking of colour and charge at high temperature (breaking is

possible, in principle, since the theory contains squarks), then all degrees of freedom,

excluding those belonging to the two Higgs doublet model, can be integrated out. We

then return back to the case considered previously. The conclusion in this case is similar

to the previous one, namely that the phase transition in the MSSM can be described by

a 3d SU(2)�U(1) gauge{Higgs model, at least in a considerable part of the parameter

space. A one-loop analysis of this theory was carried out in refs. [182, 183, 184, 185].

Of course, e�ective super-renormalizable 3d theories do not provide an exact de-

scription of the phase transitions. Parametrically, �G
G
� O(g4) or � O(g3) depending

on the level of dimensional reduction. The numerical estimate of uncertainty is model

dependent. For the standard electroweak theory, corresponding estimates were given in

ref. [159], with the result that the e�ective description provides an accuracy � 1% for

Higgs masses from 30 GeV up to few hundred GeV. For smaller Higgs masses the phase

transition is too strong and the vector boson masses are of the order of temperature,

i.e. the assumption of the scale hierarchy does not hold; if the Higgs mass is close to

the unitarity bound, the perturbation theory, used in the construction of the e�ective

Lagrangian, breaks down.

To summarize this discussion, in order to study phase transitions in weakly coupled

gauge theories, one may construct simpler 3d theories, parameters of which can be per-

turbatively calculated. This calculation is free from any infrared divergences, and its

ultraviolet divergences are removed by the usual counterterms of the zero-temperature

perturbation theory. A unique 3d theory plays a role of universal theory for the de-

scription of the phase transition in many 4d models. In particular, the strength of the

electroweak phase transition depends on the unique number, x = ��3=�g23.

5.4 Phase structure of 3d theory

The construction of the e�ective 3d theory is free from infrared divergences. However,

the perturbative calculations in 3d are infrared divergent in the symmetric phase. This

is easy to see by simple power counting. For example, the N -th loop contribution

to the vacuum energy in 3d (with dimension GeV3) must contain the factor (g2
3
)N�1.

Therefore, starting from N = 5 some dimensionful parameter (say, the typical mo-

mentum scale k) should appear in the denominator of each term of the expansion, i.e.

the expansion parameter is g2
3
=k. In the symmetric phase the infrared cuto� is absent,
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and perturbation theory breaks down. The �rst (logarithmically) divergent contribu-

tion in the vacuum energy appears in four loops and is of the order of (g2
3
)3, giving a

contribution of the order of g6T 4 to the free energy.

This means that the 3d theory should be treated in a non-perturbative way. At

present, non-perturbative studies of the complete 3d SU(2) � U(1) model are absent,

and most results were derived for an SU(2) gauge{Higgs system. Let us consider �rst

the general structure of the phase diagram of this theory. In the SU(2) gauge{Higgs

model there are no known local gauge invariant order parameters, which would acquire

a non-zero value only in one of the two phases of the model. In other words, there is

no symmetry breaking or restoration in this model, and the gauge symmetry is always

intact (see, for instance refs. [186, 187]). An ordinary jargon, saying that the vector

bosons are massless in the symmetric phase and massive in the broken one is incorrect,

since vector degrees of freedom are massive at any choice of parameters. A good

statistical analogue of this system is an ordinary liquid, which may undergo the �rst

order liquid{vapour phase transition without restoration or breaking of any symmetry.

The phase diagram of the latter system usually has a critical point, where the line of

the �rst order phase transition ends. At this point the phase transition is of the second

order, and there is a massless scalar excitation in the physical spectrum.

The absence of the true order parameter in the gauge{Higgs system suggests two

possible phase diagrams in the (x; y) plane, shown schematically in �g. 4. In the �rst

case the line of the �rst order phase transitions has an end point at �nite x, while in

the second case the end point is at x = 1. By dotted lines we show the upper and

lower spinodial decomposition temperatures. In the �rst case there exists a critical

scalar self-coupling above which there is no phase transition at all, while in the second

case a �rst order phase transition occurs for all physical parameters. It is important

for cosmological applications to clarify the type of the phase diagram. For example, if

there exists an end point of the line of the �rst order phase transition, and the physical

value of x is to the right of this end point, then there is a smooth cross-over transition

without any strong deviations from thermal equilibrium. In the latter case there are

no observational consequences from the electroweak epoch.

The following approaches were applied to SU(2) gauge{Higgs system: � expansion

[188], exact renormalization group approach [189, 190, 191, 192], Schwinger{Dyson

equation [193], perturbation theory [142], and lattice Monte Carlo simulations [160,

194, 195]. The �rst two approaches favour the second type of the phase diagram,

43



while the third one argues in favour of the end point of the critical line. In general,

perturbation theory describes well di�erent characteristics of the phase transition at

small scalar self-coupling constants, while �-expansion is more suitable in the regime

when �3=g23 � 1 [196, 197, 198]. The lattice MC simulations cannot resolve the order

of the phase transition at large scalar self-coupling constant.

We shall review here the results from the lattice 3d MC simulations only [199, 200,

158, 160, 194, 201]. The comprehensive presentation of all existing approaches would

make the discussion too lengthy; our emphasis on MC simulations is mostly because this

is the only approach which is based on the �rst principles and does not require any extra

assumptions. For example, � expansion relies on the hope that � = 1 may appear to

be a small expansion parameter. Exact renormalization group approach requires some

truncation of the equations, and Schwinger{Dyson equations are constructed with the

use of the perturbation theory which may appear to be not applicable. The lattice MC

simulations produce a set of \true" characteristics of the phase transition (provided

the quality of the data is such that extrapolation to the continuum limit is possible),

which then can be used in cosmological applications. Of course, MC simulations do not

provide an analytical understanding of the dynamics of the transition, but they may be

considered as an \experimental" basis for construction or testing of di�erent theories

of the phase transitions. The lattice MC simulations fail to describe very weakly �rst

order phase transitions. However, only su�ciently strong �rst order electroweak phase

transition is of interest for cosmology, i.e. the lattice simulations can cover the entire

interesting range of parameters.

5.5 The lattice formulation

The 3d gauge theory de�ned by the action

S =
Z
d3x

�
1

4
Ga
ijG

a
ij + (Di�)

y(Di�) +m2

3
�y� + �3(�

y�)2
�

(5.30)

has a number of remarkable properties. It contains only dimensionful coupling con-

stants, and, therefore, it is super-renormalizable. The only ultraviolet in�nities are

those in the scalar mass renormalization, while the � functions for g2
3
and �3 are equal

to zero. The exact � function for the mass parameter is known [142],

�
@m2

3
(�)

@�
= � 1

16�2
f2m; (5.31)
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where

f2m =
51

16
g4
3
+ 9�3g

2

3
� 12�2

3
: (5.32)

The lattice version of the continuum theory (5.30) is de�ned by the following action:

S = �G
X
x

X
i<j

�
1� 1

2
TrPij

�
+

� �H
X
x

X
i

1

2
Tr�y(x)Ui(x)�(x+ i) + (5.33)

+
X
x

1

2
Tr�y(x)�(x) + �R

X
x

[
1

2
Tr �y(x)�(x)� 1]2:

Here Ui(x) and Pij are the link and plaquette variables, and � is the scalar �eld.

The action depends on the three dimensionless parameters �G; �H; �R (recall that the

continuum dynamics is completely described by two numbers, x and y). The fact

that the theory under consideration is super-renormalizable enables one to �nd an

exact (in the continuum limit) matching between the lattice variables and the physical

parameters. The corresponding calculation has been carried out in refs. [158, 202]; it

provides the relation between the lattice renormalization scheme and the MS scheme

in continuum. The continuum limit is �G !1; �H ! 1

3
; �R ! 0 in such a way that

the physical parameters x and y, de�ned as

x =
1

4
�3a�G =

�R�G

�2

H

; (5.34)
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stay constant. Equation (5.35) depends on several constants arising from lattice per-

turbation theory; � = 3:17591, � = 0:09, � = 5:0 and �� = 5:2 were computed in refs.

[158, 202].

If we denote by a the lattice spacing which has dimension of length, then the overall

continuum scale g2
3
is related to it as

g2
3
a =

4

�G
; (5.36)

i.e. the continuum limit corresponds to a! 0. The relation of the lattice variables to

the continuum �elds in this limit is

� = V RL; R2

L =
2a

�H
�y� =

1

2
Tr�y�; Ui = exp

�
1

2
iag3�aA

a
i

�
; (5.37)
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where V is a unitary SU(2) matrix, RL is the radial mode of the Higgs �eld, �a are the

Pauli matrices.

Equations (5.34) and (5.35) serve as the basis for relating the results of the lattice

simulations to the physical reality. We are not going to discuss here technical details

of the lattice simulations [160]. Instead, we review the general strategy for the lattice

study of the phase transition. The reader not familiar with MC computations may

consider the computer as a device for calculating the Euclidean functional integral

hO(A;�)i =
R
DAD� O(A;�) exp(�S)R

DAD� exp(�S) ; (5.38)

where O(A;�) is some gauge-invariant functional of the gauge and scalar �elds, and

S is the lattice action. The integral should be computed for di�erent volumes of the

system and di�erent lattice spacings, and extrapolation of the results to the in�nite

volume and zero a must be taken at the end. By choosing the speci�c �-function form

of this functional,

O = �(c�G(A;�)) (5.39)

one can construct probability distributions for various order parameters G(A;�), es-

sential for the study of the phase transition.

The critical temperature. Let us �x �G (i.e. the ultraviolet cuto�) and vary

parameters �H and �R in such a way that the physical variable x stays constant. In

4d language this corresponds to varying the temperature. The existence of the �rst

order phase transition means that at some critical value of �H there are two degenerate

ground states with di�erent properties. In particular, expectation values of the gauge

invariant observables are di�erent in distinct states. For example, the average value

of R2 is expected to be smaller in the symmetric phase than in the Higgs phase. This

means that the probability distribution at the critical point has non-trivial form and

contains two peaks rather than one. The typical picture of the distribution evolution

is shown in �g. 5. At large �H (low temperatures) there is a unique value of the order

parameter R2, corresponding to the Higgs phase, while at some �H a double peak

stucture develops, signalling about the �rst order phase transition. The critical value

of �H can be found from the requirement that the areas under the two peaks are equal

to each other. Of course, it must be checked that the double peak structure is not a

lattice artefact and passes di�erent tests singling out the �rst order behaviour [160].

After the critical value of �H is found, it may be converted to the critical temperature

of the underlying 4d theory.
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The latent heat. The latent heat L | the energy released in the transition | can

be calculated from
L

T
=
d�p

dT
=
T

V

d

dT
�log Z =

T

V

d

dT
�P ; (5.40)

where the derivatives are evaluated at the critical temperature, �p is the di�erence

of the pressures in the symmetric and broken phases, and �P is the di�erence in

the probabilities of the phases in volume V . In eq. (5.40), T is the physical (4d)

temperature. The quantity �P is directly proportional to the di�erence of the areas

under the two peaks in the order parameter distributions near Tc; it may be computed

by performing simulations at �H close to the critical one.

The jump of the order parameter. The order parameter usually discussed in

the study of the e�ective potential is the vacuum expectation value v of the Higgs

�eld. This quantity, however, is not gauge invariant. The gauge-invariant substitute

of it is the scalar condensate h�y�i. This is a composite operator, whose expectation

value contains linear divergence at the one-loop level and logarithmic divergence at

the two-loop level. These divergences can be removed, e.g. by the MS prescription;

the resulting condensate is then dependent on the scale parameter �. Because of the

fact that the 3d theory is super-renormalizable, an exact relation between the lattice

quantity hR2i and h�y�i can be found [158],

h�y�(�)i
g23

=
1

8
�G�H

�
hR2i� �

��H

�
� 3
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�
log

3�Gg23
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+�+
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4
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�
+O

 
1

�G

!
: (5.41)

Numerically � + 1

4
�2 � � = 0:67. Thus, the extrapolation of lattice measurements

of the quantity hR2i to the limit �G ! 1 allows one to determine an \exact" value

of the scalar condensate. The comparison of the lattice results with known two-loop

perturbative expansion allows the extraction of the magnitude of the higher order per-

turbative terms. In this way a three-loop correction to the e�ective potential has been

numerically determined in ref. [160]. For estimates, the relation 1

2

v2

T 2 = h�y�(T )i=T can

be used. The e�ective potential for the gauge-invariant condensate was constructed in

ref. [203].

The jump of the quantity h�y�i at the phase transition (di�erence between con-

densates in the broken and symmetric phases at the critical temperature) is a �nite

and scale independent quantity, which can be directly measured on the lattice as the

distance between the positions of the two peaks in the R2 distribution,

�(h�y�i) = 1

8
g2
3
�G�H�(hR2i): (5.42)
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It can be shown that �(h�y�i) is directly related to the latent heat of the transition

[158, 160, 204].

The interface tension. The interface tension is one of the most important quan-

tities which characterize the strength of the phase transition. It can be measured by

constructing probability distributions of some local order parameter. At the critical

temperature, a system in �nite volume predominantly resides in either the Higgs or the

symmetric phase, but it can also exist in a mixed state consisting of domains of the

two states. The probability of the mixed state is suppressed by the extra free energy

associated with the interfaces between the phases. This causes the typical two-peak

structure of the probability distribution of the order parameter at the critical tempera-

ture (see �g. 6): the midpoint between the peaks corresponds to a state which consists

of equal volumes of the symmetric and broken phases. Because of the associated extra

free energy, the area of the interfaces tends to minimize. Assuming lattice with peri-

odic boundary conditions and geometry L2

x�Lz, where Lx � Lz, the minimum area is

2 � A = 2(Lxa)2 | the factor 2 appearing because there are two separate interfaces.

The interface tension � can be extracted from the limit

�

T
= lim

V!1
1

2A
log

Pmax

Pmin

(5.43)

where Pmax is the maximum of the probability distribution in the peak and Pmin is

the minimum of distribution between the peaks in �g. 6. At su�ciently large size of

the system in the z direction, the probability distribution has a characteristic plateau,

corresponding to the translational zero mode of the domain wall. Other methods for

determination of the surface tension are discussed in [155, 156], the estimate of the

higher order perturbative corrections is contained in ref. [205].

5.6 Some lattice results

The 3d lattice simulations have been made for four values of the continuum parameter

x, namely, x = 0:01830; 0:06444; 0:08970 and x = 0:1188 [160, 201]. These values

correspond to di�erent 4d physical parameters in di�erent models. For de�niteness,

let us take the SU(2) sector of the standard model with top quark mass mt = 175

GeV. Then the �rst value of x cannot be realized with any value of the Higgs mass

(see �g. 3), while the others correspond to mH � 51:2; 68:0 GeV and � 81 GeV,

respectively. The latter numbers come from the one-loop relations between the MS

and physical parameters of the standard model and the one-loop dimensional reduction
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[159]. Because of the large value of the top Yukawa coupling constant the one-loop

corrections are quite substantial for small Higgs masses, for example �mH=mH � 15%

for mH � 50 GeV. A naive estimate of the two-loop corrections (taken as square of the

one-loop contribution) indicates that the accuracy of the one-loop computation of the

physical masses at �xed 3d parameter x is � 2% for x = 0:06444 and better for larger

x.

For the \large" value of the Higgs mass (81 GeV) it was not possible to resolve the

order of the phase transition on the lattices up to 483, and the data are compatible

with the smooth cross-over, second order phase transition or very weakly �rst order

phase transition. For smaller Higgs masses the transition is of the �rst order.

The most complete study has been done for x = 0:06444. This value may be quite

realistic for extended versions of the electroweak theory, but is excluded experimentally

in the MSM (it corresponds to mH � 51:2 GeV). Below we present the speci�c numbers

for MSM with mt = 175 GeV, derived with the use of one-loop relations. The critical

temperature of the phase transition is Tc = 89:79 GeV, and the vev-to-temperature

ratio at Tc is v=Tc = 0:64. The domain wall separating the broken and symmetric

phases has the surface tension � ' 0:002T 3

c , and the latent heat is L=T 4

c = 0:12. At

T > T+ = 89:93 GeV only the symmetric phase is stable, and at T < T� = 89:36 only

the broken phase is stable, while at temperatures between T� and T+ both phases can

exist simultaneously. The scalar correlation lengths in the symmetric and Higgs phases

are � 6=Tc and � 8=Tc, respectively. The statistical errors of the lattice numbers are

0:015% for the critical temperature, 1% for the expectation value of the Higgs �eld and

the latent heat, and � 20% for the interface tension. The two-loop corrections may

introduce extra uncertainties in these numbers of the order of 2%.

The bubble nucleation temperature Tbubble lies somewhere between Tc and T� and

may be estimated with the use of the surface tension and latent heat found on the

lattice. Inserting the lattice numbers to the relations (5.5), (5.8), (5.7) gives an estimate
�T
Tc
' 0:0004, i.e. the bubble nucleation temperature is very close to the critical one.

The smallness of �T=Tc is due to fact that the ratio �3=L2Tc � 2�10�6 is so small [206].
Since �T=(Tc � T�) ' 0:1 is also small, one is in the thin wall regime; indeed, the size

of the bubbles when they nucleate is at least Rc ' 110=Tc, which is much larger than

the scalar correlation length in either the broken or the symmetric phase at Tbubble.

Because Tbubble is very close to the critical temperature, the expectation value of the

Higgs �eld at Tbubble is almost the same as at Tc. In other words, the transition is very
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weakly �rst order.

The lattice results can be compared with the perturbative calculations of the two-

loop e�ective potential. The predictions of the critical temperature, latent heat, and

the jump of the order parameter appear to be quite reasonable and are within a few per

cent for these quantities. However, perturbation theory fails to describe the surface

tension (and, therefore, the bubble nucleation rate) at least for x = 0:06444: the

perturbative value is about 3 times larger than the lattice one.

5.7 Dynamics of the phase transition

In the case of the \vacuum phase transitions" { false vacuum decay at zero temperatures

{ the energy stored in the metastable vacuum transforms into kinetic energy of the

domain walls [116, 117]. As a result, the velocity of a domain wall increases and

approaches the speed of light. Then in the collisions of domain walls, their kinetic

energy is released and transforms into heat, and the system is reheated up to a certain

temperature.

At non-zero temperatures nucleated bubbles expand in the medium, and the latent

heat of the transition may be released by many di�erent mechanisms. In the idealistic

case of the very slow expansion of the Universe, the temperature stays constant during

the phase transition, �g. 7 (see, e.g. ref. [128]). Every point on the plateau corresponds

to a mixed state containing domains of broken and symmetric phase; the left point of

the plateau corresponds to the pure symmetric phase, and the right point to the pure

broken phase. The release of the latent heat of the transition is accommodated by the

Universe expansion.

In fact, the Universe expands not so slowly at the electroweak scale and is supercooled

in the symmetric phase. One can distinguish several di�erent epochs in the phase

transition. The �rst one is the bubble nucleation, the second one is the bubble growth,

the third one is the bubble percolation { the period when di�erent bubbles collide. At

this stage the Universe may be reheated up to the critical temperature (�g. 7). If it

happens, then the later evolution may be close to an ideal case described above.

We have already discussed the bubble nucleation rate and determination of the bub-

ble nucleation temperature Tb. Let us now consider the bubble expansion from macro-

scopic point of view in more detail [207, 208, 128, 209, 146, 210, 206, 211, 212].

Initially, the bubble of a new phase is a microscopic object with a size of several

correlation lengths. At the bubble nucleation temperature the energy density in the
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symmetric phase is larger than that in the broken phase,

�sym =
�2

30
NeffT

4; �Higgs =
�2

30
NeffT

4 � L: (5.44)

Here Neff = Nb +
7

8
nf is the e�ective number of the massless degrees of freedom and

L is the latent heat. For the Minimal Standard Model Neff = 1063
4
. The general

hydrodynamical consideration of the bubble evolution leads to two possible types of

bubbles, known as deagration and detonation bubbles [207, 208].

Consider an isolated macroscopic bubble. For a large enough bubble, its curvature

may be neglected and the interface may be taken as a planar domain wall 16. Let

us proceed in the rest frame of the domain wall and denote by v1 the velocity of

the medium falling on the domain wall (symmetric phase) and by v2 the velocity of

the medium inside the bubble. Then, if v1 < cs, where cs ' 1p
3
is the velocity of

sound in the medium, then the phase transition proceeds through deagration. In

this case the medium is accelerated when it passes through the domain wall, v2 > v1.

If, on the contrary, v1 > cs, then v1 > v2, and we have detonation bubbles. The

realization of one of the two mechanisms of the bubble walls propagation depends

on the relationship between the latent heat of the transition, surface energy density,

and the rate of entropy generation on the phase boundary [208]. The latter is to be

found from the microscopic analysis of the interaction of particles with the bubble walls

[214, 127, 215, 216, 217, 218, 219].

If we now choose the reference frame to be the rest frame of the plasma before the

bubble has nucleated, then the medium should be at rest in the centre of the bubble

and far from it. Then, for the deagration bubbles the medium in front of the bubble

wall is accelerated by the motion of the wall, and there is a shock wave in the symmetric

phase moving with the velocity vshock > vb, and vb = v2 is the bubble wall velocity.

The velocity of the symmetric phase plasma between the shock front and the bubble

wall is given by vsym = (v2 � v1)=(1� v1v2). The temperature of the medium between

the shock front and the bubble wall Tshock and the temperature inside the bubble Tr

are di�erent from the bubble nucleation temperature (temperature outside the shock

front) Tb. They depend in general on the distance from the bubble centre. Usually

the inequality Tb < Tr < Tshock holds true [208], but Tr < Tb at high rates of entropy

generation at the domain walls [206]. The latent heat of the transition transforms into

16As was shown in [213], the domain walls are stable against small perturbations.
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the kinetic energy of the plasma in the symmetric phase, and to heating of the plasma

inside the shock wave front.

The detonation bubbles have a di�erent structure. The velocity of the domain wall

is larger than the speed of sound, the symmetric phase plasma is at rest right in front

of the domain wall and has temperature Tb. The plasma just behind the wall (in the

Higgs phase) is accelerated by it and has velocity vbr = (v1 � v2)=(1 � v1v2). Finally,

the plasma is stopped at some surface inside the bubble by a rarefaction wave. As

in the previous case, the temperatures inside the front of the rarefaction wave Tr and

behind the bubble wall Tbr are di�erent from Tb.

The recent analysis carried out in ref. [219, 218] suggests that for a su�ciently

wide range of the parameter space of the standard model, mH < 90 GeV, an isolated

bubble expands as a weak deagration (\weak" means that the velocity of the bubble

wall is subsonic). The velocity vb was found to be in the range 0:38 < vb < 0:45,

while the velocity of the shock front is close to the speed of sound in the medium,

vshock ' cs ' 0:58. When the shocks coming from di�erent bubbles begin to collide,

the single bubble approximation breaks down. At this time, roughly, a (vb=cs)3 ' 0:3

part of the Universe volume is in the broken phase. The subsequent evolution of

bubbles depends on the temperature in the symmetric phase, which will emerge as

a result of shock waves interaction. This temperature can be estimated as follows

[206, 220]. Suppose that all latent heat of the transition is immediately released in

form of heat in the broken phase. Then the reheating temperature can be found from

energy conservation condition,

�2

30
NeffT

4

b =
�2

30
NeffT

4

r � L; (5.45)

so that
Tr � Tb
Tc

=
15

2�2Neff

L

T 4
: (5.46)

Now, if Tc�Tb
Tc

� Tr�Tb
Tc

, then the reheating process may be neglected. However, in the

opposite case the heat release is important and the expansion of the bubbles of a new

phase should slow down.

Simple estimates can be done in a thin wall approximation. The bubble nucleation

temperature is given by
Tc � Tb

Tc
=

s
16��3

3L2TcS0
; (5.47)
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where S0 ' 160 is the action for the critical bubble and � is the surface tension. For

example, for the Minimal Standard Model with mH = 51:2 GeV 17 and mt = 175 GeV

we get Tc = 88:93 GeV, L=T 4 = 0:124, �=T 3 = 0:0023 [160], and

Tr � Tb

Tc
= 9 � 10�4 > Tc � Tb

Tc
= 3 � 10�4: (5.48)

So, for this choice of parameters the Universe should reheat to the critical temperature,

the speed of the domain walls is greatly reduced, the broken phase bubbles expand

slowly due to the Universe expansion. At the �nal stage of the phase transition the

remnants of the symmetric phase shrink, again due to the Universe expansion. This

picture is also true for higher values of the MSM Higgs masses, provided the phase

transition is still of the �rst order.

An estimate of the bubble wall velocity at a late stage of the phase transition (under

the assumption that the Universe is reheated up to the critical temperature) can be

found from a simple thermodynamical consideration [221] (see also ref. [220]). Suppose

that the average bubble size is Rb, and that the part of the volume of the space

occupied by the broken phase is P. Then the requirement that the Universe expands

adiabatically is given by
_Rb

Rb

PL = sH; (5.49)

where s is the entropy density in the symmetric phase, s = 2�2

45
NeffT

4, and H is the

Hubble constant. The average bubble size can be found from the following considera-

tion. The (non-normalized) distribution of the bubbles in sizes at moment t is given

by

P (R; t)dR � R(t1); (5.50)

where R(t1) is the bubble nucleation probability at time t1, and t1 is related to R and

t by the obvious condition that t1 = t� R
vb
. Then

hRi(t) =
R
R P (R; t) dRR
P (R; t) dR

: (5.51)

17Of course, no such Higgs boson exist in minimal standard model because of the experimental

constraint. This value is taken because this is the highest MSM Higgs mass for which the magnitude

of the surface tension is known reliably from the lattice simulations, see section 5.5. Being unrealistic

for MSM, this example is phenomenologically acceptable for the extensions of the standard model.
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In the thin wall approximation

R(t) � exp

 
� AT 2

c

4(Tc � T )2

!
� exp

 
� At2c
(t� tc)2

!
(5.52)

with A = 64��3

3L2Tc
, and tc is the time corresponding to the temperature Tc. The average

bubble radius at time t is

hRi(t) ' 1

2
v
(t� tc)3

At2c
(5.53)

and at the percolation temperature it is about hRi(t) ' 1

2
vbtc

p
Ap
S3
0

. For example, for the

numerical values of the parameters given above one �nds A ' 5:3 � 10�5; HRb ' 10�6

and
_R = vb ' s

L

HRb

P � 10�3 (5.54)

for P � 0:3. This value gets larger if the scalar self-coupling is decreased. For example,

for stronger phase transition the reheating up to the critical temperature may occur,

and the velocity of the domain wall from the estimate of ref. [220] may be higher by a

factor � 10.

Of course, the estimates given above are rather rough since they are based on the

assumption of the instantaneous latent heat release. Nevertheless, they show that it is

quite plausible that the slow stage of the phase transition takes place for the interesting

range of the parameters of the underlying theory [220].

6 Survival of primordial baryon asymmetry

The anomalous electroweak processes are rapid at su�ciently high temperatures. Their

rate �sph exceeds the rate of the Universe expansion T 2

M0

in the standard Big Bang

scenario in the following interval of temperatures:

100GeV � T � < T < T �� ' �4

WMP l ' 1012GeV; (6.1)

where the lower temperature T � is to be found from the condition of decoupling of the

sphaleron processes in the broken phase of the EW theory [222, 223],

Msph(T �)
T �

' 45: (6.2)
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Clearly, the equilibrium character of B-violating reactions has an important impact on

the survival of the primordial baryon asymmetry. Several di�erent cases can be distin-

guished, depending on initial conditions and on the rate of B and L non-conservation

due to processes other than those associated with sphalerons.

(i) Suppose that the Universe is asymmetric with respect to the anomaly free fermionic

charges �i = Li� 1

nf
B of the standard model at T > T ��, and assume that at T < T ��

there is no B or L violating interactions besides the electroweak anomalous processes.

The origin of the primordial asymmetry is not essential here. Then anomalous reac-

tions convert the initial asymmetry to the baryonic one at T = T �. For the minimal

standard model the relationship is given by [85, 67] (see also [87, 88]),

�0 =
8nf + 4

22nf + 13
�B�L �K

4

13�2

nfX
i=1

m2

i (T
�)

(T �)2
�i: (6.3)

where m2

i is the lepton mass of a given generation, K � 1. The �rst term in the right

hand side of this equation tells that (B�L) asymmetry is reprocessed into the baryon

asymmetry, while (B + L) tends to be washed out; the second term is the correction

coming from slightly di�erent behavior of quarks with di�erent masses in the plasma.

If the initial value of (B�L) is non-zero (coming, say, from the GUT physics) then the

baryon asymmetry, up to a possible contribution from the EW phase transition (see

below), has a primordial character. If, on the contrary, the initial B � L asymmetry

is absent, we can rely only on the second term in (6.3). For three lepton generations

one gets a suppression �0 ' 3 � 10�6�3. So, to have a non-negligible e�ect, the

initial asymmetry �3 must be very large, or the standard theory should be extended

by adding heavy leptons.

(ii) Suppose now that there are some reactions, which do not conserve all �i, and

which are in thermal equilibrium for some period between T � and T ��. At this in-

termediate epoch B and L are non-conserved separately, and according to the third

Sakharov condition all baryonic and leptonic asymmetries are washed out. Hence,

the existence of these reactions is fatal for the primordial baryon asymmetry. If the

baryon asymmetry is not produced at a later time, the requirement of the absence of

these reactions may appear to be a powerful tool for constraining the properties of

new particle interactions [224, 87, 225, 226]. However, some time ago it was realized

that most of these constraints are drastically weakened due to the smallness of some

Yukawa coupling constants in the standard model or its supersymmetric extensions
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[227, 228, 229, 230, 231, 232].

Let us discuss the main idea of these estimates on the example of lepton number

violating interactions, leading to the Majorana neutrino masses mij [231]. We take

for simplicity the Minimal Standard Model and add to it lepton number violating

interactions. The SU(2) � U(1) symmetric low energy Lagrangian with �L = 2 has

the form
1

v2
mij( �Li�)(~�

yLcj); (6.4)

where Li and Lcj are lepton doublet and its charge conjugate, respectively, � is the

scalar doublet, v is the vacuum expectation value of the Higgs �eld v = 246 GeV. The

rate of L non-conserving reactions L�! Lc�� at high temperatures has been found in

ref. [231]

� ' 9

�5
T 3

v4
�m2

�; (6.5)

where �m� is an average Majorana neutrino mass,

�m2

� =
5

3
jmeej2 + jme�j2 + jme� j2: (6.6)

These reactions were initially required [87] to be out of thermal equilibrium at T < T ��;

this leads to a very stringent constraint

�m� <
v2p
M0T ��

' 10�2eV: (6.7)

An implicit assumption in the derivation above is that the set of conserved numbers

�i is a complete one below T = T ��. In fact, this is not true due to the smallness of

the right-handed electron Yukawa coupling constant. In the limit when this constant

is zero, the right-handed electron number is conserved, and the asymmetry in it prop-

agates to the asymmetry in baryon number. The rate of reactions not conserving the

right-handed electron number (say, eLH ! eRW ) is of the order of

�R � �W f
2

e T (6.8)

where fe is the electron Yukawa coupling constant. These reactions are out of equilib-

rium at T > TR ' 3 TeV [231]. It is this temperature which should be used in eq.(6.7)

instead of T ��. Thus, we arrive at much weaker constraint [230, 231, 233]

m� < 8KeV: (6.9)
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which must be satis�ed in any case because of the known laboratory limits and other

cosmological considerations.

The same type of considerations apply to other possible interactions breaking lep-

ton and baryon numbers. The general conclusion is that the initial charge asymmetry

can survive during the epoch at which anomalous reactions are at thermal equilib-

rium. Moreover, initial asymmetries in fermionic quantum numbers, di�erent from the

baryon number, are usually transferred to baryon asymmetry towards the end of the

equilibrium sphaleron period.

We barely know the history of the Universe at very high temperatures (say, at T � 1

TeV). It may well be that the Universe was symmetric with respect to all fermion

charges at T > 1012 GeV. This assumption, being a bit arbitrary, may be in fact a

natural consequence of ination, which exponentially dilutes the densities of all global

quantum numbers (e.g. baryonic or leptonic). If true, baryon asymmetry should be

produced at relatively late stages of the Universe expansion. As pointed out in section

3, this may happen either at intermediate temperatures (1 TeV < T < 1012 GeV) or

at the electroweak temperature (T � (a few)�100 GeV).
Our main topic is the discussion of baryogenesis in the case where the only relevant

source of B and L non-conservation is the electroweak anomaly. In a sense, this is

the most conservative possibility, since it relies only on physics we trust experimen-

tally. We further constrain ourselves and consider the Minimal Standard Model or its

natural extensions, such as the two Higgs doublet model or supersymmetry. In these

models the only known possibility to generate the observed baryon asymmetry is that

associated with the electroweak phase transition. Further extensions of the standard

theory, containing topological defects (such as strings) can also lead to baryogenesis

via anomalous reactions. The discussion of this interesting possibility can be found in

refs. [234, 235, 236, 237, 238].

7 Electroweak baryogenesis

7.1 Strength of the phase transition

There is a general condition that should be satis�ed in any particle physics model used

for the generation of the baryon asymmetry at the electroweak scale [222, 223, 86].

Namely, the baryon asymmetry created by some mechanism must not be erased by the
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anomalous reactions. In other words, the sphaleron processes should be out of thermal

equilibrium immediately after the electroweak phase transition (in the broken phase),

i.e. inequality (6.2) must be satis�ed. The temperature T � can be as large as the

critical temperature Tc, if the Universe is reheated up to it, or as small as the bubble

nucleation temperature Tb. The requirement (6.2) places a strong constraint on the

strength of the phase transition, and, therefore, on the parameters of the electroweak

theory. The recent discussion of this bound, incorporating the results of numerical

simulations of the electroweak phase transition is contained in ref. [160]. We sketch

here the main points of the analysis.

As discussed in Section 5, the 3d SU(2) � U(1) gauge{Higgs theory plays a role of

universal theory of the electroweak phase transition in the Minimal Standard Model

and a number of its extensions. The 3d e�ective theory is characterized by a unique

parameter, x = �3=g
2

3
, completely de�ning its dynamics; in particular, the e�ective

sphaleron mass is a function of it. In the one-loop approximation [99, 100],

Esph(T )

T
= B

 
�3

g23

!
2�T 1=2

g3

�

T
(7.1)

where � is the scalar �eld expectation value determined from the one-loop e�ective

potential. The two-loop corrections to the sphaleron mass are unknown; parametrically

�Esph(T )

Esph

= A

 
g2
3

�mT

!
2

: (7.2)

where mT is de�ned by eq. (4.40). The perturbative and numerical analysis of var-

ious quantities in the broken phase (such as free energy, correlation lengths, vacuum

expectation value of the Higgs �eld) suggests that the \true" expansion parameter is

�g2
3
=(�mT ) with � � 1. So, it is natural to assume that jAj � 1. Then, from eqs. (6.2)

and (7.1) one obtains v=T > 1:2 or v=T > 1:5, depending on the sign of A. To establish

a conservative upper bound, a bubble nucleation temperature Tb, which is somewhat

smaller than the critical temperature, should be taken. If the perturbative description

of the bubble nucleation based on two-loop e�ective potential is valid, then at Tb the

ratio v=T is about 20% larger than at the critical temperature and we may require

v(Tc)=Tc > 1. Now, the ratio v=T at the critical temperature is a function of x. The

use of the lattice MC results, together with perturbation theory, allows us to determine

this function quite reliably18, and the lower limit on the vacuum expectation value is

18The complete SU (2)� U (1) gauge-Higgs model in 3d has never been simulated on the lattice, so

that the treatment of the U (1) factor is perturbative.
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converted to the upper limit on the ratio of constants, x < 0:043. For an extreme

opposite case, when A > 0 and the Universe is reheated up to the critical temperature,

the constraint is somewhat stronger, x < 0:026. To summarize, electroweak baryoge-

nesis requires that the parameter �3=g23 in the 3d SU(2) � U(1) gauge{Higgs e�ective

theory is bounded from above,

�3=g
2

3
< 0:026 � 0:043: (7.3)

In order to obtain the constraints, following from this requirement, on the particle

spectrum of the underlying 4d theory, one has to express this ratio through the physical

parameters of the 4d theory at the critical temperature. This computation may be quite

involved [159], but it is very clean from the physics point of view and does not contain

any infrared divergences. An essential point is that only one-loop graphs have to be

computed in weakly coupled gauge theories, such as the MSM or MSSM.

The application of the constraint of eq. (7.3) to the case of the MSM follows from

�g. 3. For experimental numbers mt = 175 � 20 GeV, and mH > 65 GeV one �nds

x > 0:07, which is inconsistent with eq. (7.3). Moreover, for mt = 175 GeV no Higgs

mass can ensure the necessary requirement of eq. (7.3)19. So, in the MSM the baryon

number non-conservation is in thermal equilibrium after the phase transition. This

points to new physics at the electroweak scale, which may strengthen the �rst order

nature of the electroweak phase transition.

The two Higgs doublet model has more freedom, and the results of refs. [174, 175]

show that the constraint (7.3) can be satis�ed there. The reason is that the e�ective

3d scalar self-coupling constant is a complicated combination of the di�erent scalar

and pseudoscalar masses and mixing angles. The extensions of the standard model

(supersymmetric or not), including scalar singlets, can also help [240, 241, 242].

According to refs. [182, 184, 185] the phase transition in the MSSM in the most part

of the parameter space occurs in the same way as it does in the MSM. Here the MSSM

19The upper bound on the Higgs mass was evolving in time quite a bit. The �rst estimate of the

critical Higgs mass, based on the one-loop e�ective potential for the scalar �eld with small mass of the

top quark (which was unknown at the time), gave a value of mH < 45 GeV [223, 86]. The accounting

for the large top quark mass and Debye screening e�ects in the one-loop e�ective potential reduced

this number to mH < 35 GeV [127]. The two-loop e�ects [138, 139] somewhat relaxed this condition,

while the assumption about the large non-perturbative e�ects in the symmetric phase [239] allowed

a su�ciently strong �rst order phase transition with experimentally allowed Higgs boson. The lattice

simulations [160, 155] reduced all uncertainties substantially.
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also fails in preserving the baryon asymmetry after the phase transition. However,

in a recent paper [243] a speci�c portion of the parameter space of the MSSM, where

electroweak baryogenesis is possible, has been found20. What is most interesting is that

quite strong constraints on the masses of the Higgs boson and squarks were derived.

In order to explain the idea of ref. [243] in a simplest way let us add to the minimal

standard model an SU(2) singlet but colour triplet scalar �eld (scalar quark) � with

the potential

U(�;�) = �1

2
m2

H�
y� + �(�y�)2 +m2���+ 2h����y� + �s(�

��)2: (7.4)

Assume now that the expectation value of the �eld � is zero at all temperatures (this

is possible at some particular choice of parameters). Then the contribution of this �eld

to the e�ective high temperature Higgs potential is

�2 � 3
12�

(m2(T ) + h�2)
3

2 : (7.5)

Now, if the e�ective high temperature mass m(T ) is small near the electroweak phase

transition, m2(Tc) ' 0, then this term increases the magnitude of the cubic coupling �

in the e�ective potential (5.13), � ! 9g3=(32�) + 3h
3

2=(2�). This, in turn, makes the

phase transition stronger �rst order, and the value �(Tc)=Tc (see eq. (5.17)), crucial

for the electroweak baryogenesis, increases21.

In the case of MSSM the role of SU(2) singlet is played by the right handed light stop

[243]. Its high temperature e�ective mass m2(T ) contains two essential contributions.

The �rst one is the soft supersymmetry breaking mass, and the second is a positive

temperature contribution � g2sT
2, where gs is the strong gauge coupling constant. To

make the idea work, the soft SUSY breaking mass must be negative and approximately

equal to the high temperature contribution at the critical temperature. Previously, the

negative values of that mass have not been considered because of the danger of colour

breaking; the authors of [243] have shown that it is possible to satisfy simultaneously

the requirements of the absence of colour symmetry breaking, strongly enough �rst

order phase transition together with experimental bounds on SUSY particles. The

20We thank M. Carena, M. Quiros and C.E.M. Wagner for describing their results prior to

publication.
21A similar idea of introducing SU (3) � SU (2) � U (1) scalar singlets in order to enhance the

strength of the electroweak phase transition has been suggested in ref. [240]. A new element of [243]

is accounting for the high temperature contributions to the SU(2) singlet scalar mass.
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region of parameters allowing for electroweak baryogenesis requires that the Higgs

mass is smaller than the Z mass, lightest stop mass is smaller than the top mass, and

tan � < 3. This range of masses is accessible for experimental search at LEP2 and

Tevatron.

Yet another possibility to have strongly enough �rst order phase transition may be

realized in the models of dynamical electroweak symmetry breaking [244, 245]. Here the

phase transition occurs in a strong coupling regime both in the symmetric and Higgs

phases and high temperature 3d description does not work. These type of models

predict new (strongly interacting) physics at the TeV scale.

7.2 Sources of CP-violation in the EW theory and its exten-

sions

To produce the baryon asymmetry, the particle interactions must break C and CP

symmetry. C symmetry is broken due to the chiral character of electroweak interac-

tions. In the Minimal Standard Model, the conventional source of CP violation is that

associated with Kobayashi{Maskawa (KM) mixing of quarks. The Yukawa interaction

of quarks with the Higgs boson in the MSM has the following form,

LY =
gWp
2MW

f �QLKMdDR�+ �QLMuUR ~�+ h.c.g; (7.6)

where Mu and Md are diagonal mass matrices of up and down quarks, K is the KM

mixing matrix, containing one CP violating phase �CP . The MSM contains yet another

source of CP-violation, associated with the QCD vacuum angle �. It is constrained

experimentally, � < 10�9.

A popular extension of the MSM is a model with two Higgs doublets, '1 and '2.

In order to suppress avour changing neutral currents, the interaction of Higgs bosons

with fermions is chosen in such a way that '1 couples only to right-handed up quarks

while '2 couples only to down quarks. The other possibility is that '2 decouples from

fermions completely and '1 gives masses to all the fermions. In addition to the KM

mixing, this model contains CP violation in the Higgs sector. The scalar potential has

the form [246]:

V = �1('
y
1'1 � v2

1
)2 + �2('

y
2'2 � v2

2
)2+

�3[('
y
1'1 � v21) + ('y2'2 � v2

2
)]2+

�4[('
y
1'1)('

y
2'2)� ('y1'2)('

y
2'1)]+ (7.7)
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�5[Re('
y
1'2)� v1v2 cos �]

2 + �6[Im('
y
1'2)� v1v2 sin �]

2;

� being a CP-violating phase.

In the supersymmetric extensions of the standard model the Higgs potential is CP

invariant and CP is violated by the soft supersymmetry breaking terms. In the simplest

version of MSSM there are two extra CP phases and the relevant interaction has the

form [247], (for a review see ref. [248])

[�ĤĤ 0]F +mg[A( �̂U�U Q̂Ĥ + �̂D�DQ̂Ĥ
0 + �̂E�EL̂Ĥ

0) + �BĤĤ
0]A + h.c. (7.8)

where Û ; D̂; Q̂; L̂; Ê; Ĥ and Ĥ 0 are the quark, lepton and Higgs super�elds respec-

tively, parameters � and A are complex and avour matrices � are assumed to be

real, mg is the gravitino mass. In this model extra CP-violating phases appear in the

vertices containing superpartners of ordinary particles.

7.3 EW baryogenesis: how to state the problem

Switching o� the sphaleron transitions in the broken phase is, clearly, not enough for

the asymmetry production. According to the third Sakharov condition, baryogenesis

requires deviations from thermal equilibrium in reactions that break CP. This is pro-

vided by the �rst order nature of the phase transition, which proceeds through the

bubble nucleation. Before the bubbles percolate, the largest deviations from thermal

equilibrium (e.g. in the particle number densities) are at the fronts of the shock waves

of the deagration bubbles and near bubble walls. At the time of percolation, devia-

tions from thermal equilibrium arise because of collisions of the domain walls and shock

fronts. The latter e�ect cannot give substantial contribution to the baryon asymmetry

since it is proportional to the fraction of the Universe volume occupied by domain

walls,
�

Rb

� 10�10; (7.9)

where � is the thickness of a domain wall (scalar correlation length), Rb is the typical

bubble size; for numerical estimates of � and Rb see section 5. The shock fronts

propagate in the symmetric phase, where the rate of fermion number non-conservation

is higher than the rate of the Universe expansion, or in the broken phase, where B-

nonconservation is switched o�. So, baryogenesis cannot happen near shock fronts,

and the only possibility is to associate it with domain walls.
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For the most part of their life, bubbles of the broken phase are macroscopic (their

size is much larger than the typical correlation length); the domain walls move with

constant velocity before percolation; after it the Universe may or may not be reheated

up to the critical temperature, depending on parameters of the model. If it does, the

velocity of the bubble walls drops considerably down to values v � 10�2-10�3, and then

slowly varies depending on the bubble size. Therefore, the picture of a planar domain

wall, \eating up" the symmetric phase with some velocity v, is a good approximation

to the problem.

How should the solution of the baryogenesis problem look like? In very general terms,

the answer is: Write down the kinetic equations accounting for all relevant processes,

supply themwith appropriate boundary conditions (equilibrium in the symmetric phase

far from the domain wall) and then determine the baryon number deeply in the broken

phase by solving these equations. Besides the two obvious types of processes (1. B

non-conservation, which is rapid in the symmetric phase and slow in the broken one;

2. CP-violating interactions of various particles with the domain wall and with each

other), a number of other reactions should be taken into account.

The �rst group of phenomena deals with B and L conserving processes. 1. Ordinary

strong and weak interactions tend to make momentum dependence of distribution

functions for quarks, leptons, gauge bosons and Higgses to be an equilibrium one.

These processes govern the di�usion of the CP asymmetries in fermion number, created

in the vicinity of the domain walls. 2. Chirality ip interactions of quarks and leptons,

coming from interactions with Higgses and from strong sphalerons. These reactions

tend to make the concentrations of left-handed and right-handed particles equal to each

other. Since anomalous B and L non-conservation deals with left-handed fermions, the

left-right transitions inuence the B-violating reactions. 3. Debye screening of the long

range gauge forces, which tend to damp any non-trivial distribution of the dynamical

charges, such as hypercharge [249] (see also [250]).

The second group of phenomena deals with the description of the relevant degrees

of freedom at high temperatures: 1. High temperature physical excitations are di�er-

ent from those at zero temperatures. Therefore, the corresponding kinetic equation

should deal with quasi-particles rather than particles [137, 251, 114]. 2. Simultaneous

interaction of quasiparticles with the heat bath and varying scalar �eld results in the

mixing, analogous to that of the neutrino in matter [252, 253]. So, quasi-particles are

to be described by the density matrices rather than the particle number distributions
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[254, 255, 256, 257]. 3. Quasi-particles in the plasma have �nite lifetime, i.e. they

should be characterized by an energy and momentum simultaneously. In general, the

kinetic equation should be able to account for this.

To our knowledge, the complete programme outlined above has never been carried

out. The main di�culty is the construction of the kinetic equation incorporating all

necessary features. Some of the e�ects mentioned above were taken into account, but

the complete picture is still missing. So, we consider, at the qualitative level, various

ideas and estimates of the baryon asymmetry produced at the EW phase transition.

7.4 Uniform scalar �elds

A good theoretical laboratory, allowing an understanding of physical processes giving

rise to the charge asymmetry, is the consideration of the uniform but time dependent

scalar �elds. Probably, this situation is never realized, but this case is much simpler

than that of the bubble wall propagation.

Suppose that we have a kind of spinodial decomposition phase transition, in which

case the scalar �eld is initially near � = 0 and the system is in the symmetric phase.

Sphaleron processes are in thermal equilibrium. Then the scalar �eld uniformly rolls

down to the true vacuum, where the SU(2)� U(1) symmetry is broken and sphaleron

processes are suppressed. The �rst rough estimates of the baryon asymmetry in this

case were given in ref. [258], and a lot of work on this subject has been done in refs.

[259, 260, 261, 262, 263, 264] and many others, for relatively recent reviews see refs.

[29, 30] and references therein.

We will consider the main idea on the example of the two Higgs doublet model. Our

scalar �elds '1 and '2 are uniform in space but change from ' = 0 to ' = 'c during

time �t of the spinodial decomposition phase transition. Suppose that this time is

small enough, �t=�top � 1 where �top is a typical time of top quark chirality ip (the

top quark is most important since it has the largest Yukawa coupling constant). Then

the top quark distribution has no time to adjust itself to the changing scalar �eld. So,

it may be integrated out with the use of the equilibrium Matsubara technique. This

was carried out in ref. [263] with the result that the e�ective action has the following

form:

SP = �NCS ; (7.10)
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where

� = �i7
4
�(3)

�
mt

�T

�2 2

v21
O('1); O('1) = ('y1D0'1 � (D0'1)

y'1); (7.11)

and mt is the mass of the top quark, � is the Rieman �-function.

The e�ective bosonic action now breaks P and CP simultaneously, with CP violation

in the scalar �eld potential, and P violation in the term (7.10). This allows us to

generate the non-zero value of the topological charge Q, which is P and CP odd 22.

If �t is not too small, �t � m(T ) � 1, where m(T ) is the typical mass scale at

high temperatures, then the term (7.10) may be considered as the chemical potential

for the Chern{Simons number and the number density of fermions created during the

transition is

nB = nf

Z 1

0

dt�sph(t)�(t); (7.12)

where �sph is the time-dependent rate of the sphaleron transitions, and nf = 3 is

the number of fermion generations. The sphaleron rate �sph rapidly decreases when

the mass of the vector boson increases. A natural way to estimate it in the entire

range of W -boson masses is to use eq. (4.14) for some MW > Mcrit and (4.49) for the

opposite case where Mcrit ' 7�WT is found23 from the relation �br = �sym. In this

approximation,

nB ' nf (�WT )
4�(t�); (7.13)

where �(t�) is the chemical potential at the \freezing" time mW (t�) = Mcrit. The

asymmetry was estimated in ref. [263] and lately corrected in the detailed analysis of

ref. [79] for the spinodial decomposition phase transition. The asymmetry reads

� � 45

2�2Neff

�nf�
6

W sin3 2��CP
m2

tT
2

c

v31v2
; (7.14)

with Neff being the number of e�ectively massless degrees of freedom, �CP = (�5 �
�6) sin 2�0, and

tan� =
m2

1
(Tc)

m2
2(Tc)

; (7.15)

withmi(Tc) being the temperature-dependent scalar masses at the moment of the phase

transition (see, e.g. ref. [174]). An analogous dependence on the coupling constants

22The presence of fermions is essential here. The purely bosonic tree action conserves P, and the

net topological charge cannot be produced.
23A factor 2-3 instead of 7 was found in ref. [265] from other considerations. Clearly, these estimates

are qualitative rather than quantitative.
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was found in ref. [265]. In spite of the rather high power of the coupling constants,

this estimate can give an asymmetry consistent with observations 24.

This consideration can be easily generalized to more complicated models. First, one

calculates an e�ective bosonic action, which breaks P and CP and de�nes an e�ective

potential for the CS number. Then, an estimate of the net production of fermions is

given by (7.12).

An essential assumption in the estimates presented above is that the time of the

phase transition is shorter than that of kinetic reactions. An \exact" solution to the

problem in the opposite case for quite a speci�c situation has been suggested in ref.

[264]. Since this example is instructive, we reproduce here the main idea of this paper,

using correct coe�cients from ref. [115].

Let us take again the two Higgs doublet model. For simplicity, we set all Yukawa

couplings, except for that of the t-quark, to zero, i.e. the Yukawa interaction is assumed

to be

LY = ft �Q3U3'1: (7.16)

Here Qi are the left-handed fermion doublets, Ui; Di are right-handed quark �elds,

and i is the generation index. We also neglect the reactions with quark chirality ip

associated with strong sphalerons.

We put �5 = �6 = 0 in eq. (7.7); with these couplings the potential has an extra

global U(1) symmetry, which is spontaneously broken. Let us consider this model in

an extermal Higgs background of a special form, namely � = _�t at t > 0 and � = 0 at

t < 0, where � is the Goldstone mode,

tan � =
Im('y1'2)

Re('y1'2)
: (7.17)

Suppose that at t < 0 the system was in thermal equilibrium and was charge symmetric.

We want to determine the baryon number of the system at t!1. The density matrix

�(t) of the system obeys the Liouville equation

i
@�(t)

dt
= [H(t); �(t)]; (7.18)

where H(t) is the time-dependent Hamiltonian of the system in the background �eld.

Now, one can make an anomaly free hypercharge rotation of the fermion �elds in such

24One can obtain a similar estimate for the asymmetry from di�erent consideration [258, 260, 261]

dealing with non-perturbative uctuations of the Chern-Simons number in the symmetric phase [266].
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a way that the time dependence disappears from the Yukawa coupling (7.16). Because

of the global U(1) symmetry this converts the time dependent Hamiltonian to a time

independent one, H(t) ! Heff = H � _�YF where YF is the fermionic hypercharge

operator,

YF =
3X
i=1

�
1

3
�Qi0Qi +

4

3
�Ui0Ui � 2

3
�Di0Di � �Li0Li � 2 �Ei0Ei

�
: (7.19)

At t ! 1 the system must be in thermal equilibrium, @�(t)

dt
= 0. Since in the new

representation the Hamiltonian is time independent, the density matrix is

�(1) =
1

Z
exp

�
� 1

T
(Heff � �iXi)

�
; (7.20)

where Xi is a complete set of conserved charges (operators commuting with the Hamil-

tonian). Their average must be equal to zero. This requirement �xes the chemical

potentials �i and allows the unambiguous determination of the baryon number of the

system. A complete list of the conserved charges can be found in ref. [115], and we

quote here the �nal result for the baryon number only,

hBi = ns

6 + 11ns
T 2 _�(1 +O(m2

t=t
2)); (7.21)

where ns = 2 is the number of the scalar doublets 25.

The result (7.21) is quite amazing. It does not contain the Yukawa coupling constant,

the scalar vacuum expectation value, or the rate of sphaleron transitions. One might

even think that it is wrong, since if ft or v or �sph is zero, then, obviously, one must

have hBi = 0. Nevertheless, it is correct. The key point is that the time at which the

asymptotic value of the baryon number is reached tends to in�nity when the above

mentioned quantities tend to zero. Many conclusions based on the straightforward

analysis of the perturbation theory break down at large times, when the application

of the kinetic theory is essential, and this is one of the examples. For typical values

of the parameters, the top quark chirality equilibration time is �t � 30=T , and the B

non-conservation time is �sph � 105=T ; the result (7.21) is valid only for t > �sph. The

discussion of intermediate time �t � t� �sph is contained in ref. [264, 115].

It is worth noting that high temperature sphalerons, and other chirality ip reactions,

may change the estimate (7.21). In particular, strong sphalerons, discussed in Section

25The corresponding equation in ref. [264] is di�erent, probably because not all possible conserved

operators were accounted for.
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4 have the physical e�ect of maintaining the same chemical potential for left- and right-

handed baryonic numbers and diminishing the set of conserved quantum numbers in the

system. This leads to the suppression of the baryon number by a factor � (mt

�T
)2 [115].

Other aspects of inuence of strong sphalerons on baryon asymmetry were discussed

in ref. [267].

We conclude this discussion by remarking that the use of U(1) global symmetry was

essential in the derivation of eq. (7.21). Without it the hypercharge rotation would not

remove the time dependence from the Hamiltonian, and the solution of the Liouville

equation could not be found so straightforwardly. This is discussed in more detail in

refs. [265, 268].

7.5 Asymmetry from fermion{domain wall interactions

In reality, though, the phase transition goes through the bubble nucleation rather than

as spinodial decomposition. This is an additional challenge, since the baryon number

(or, in general, asymmetries in particle number densities) can now be distributed in a

non-uniform way and depend on the distance from the domain wall. Correspondingly,

the analysis of the kinetic equations is much more complicated.

A nice physical picture of domain wall baryogenesis was suggested by Cohen, Kaplan

and Nelson [269, 270, 271]. The masses of fermions are di�erent in the symmetric and

broken phases. Therefore, fermions in the plasma interact with the domain walls. In

the case of thin domain walls (their thickness is smaller than the typical mean free path

of a fermion) the appropriate interaction is the scattering of the fermions (reection or

transmission). If domain walls are thick, the particle densities of fermions gradually

adapt to scalar background changing in space and time. In general, CP is broken in

the interaction of fermions with domain walls. In the case of thin domain walls CP

violation manifests itself in di�erent reection coe�cients for particles and antiparticles.

For thick domain walls it results in the production of CP non-invariant fermion currents

across the domain wall. In both cases the moving domain wall acts like a separator for

di�erent types of fermion numbers, �lling the bubble with fermions and outer space

with antifermions (or vice versa, depending on the sign of CP violation). Of course,

the interactions of fermions with domain wall conserve the fermion number, i.e. the

number of fermions ying into the broken phase is equal to the number of anti-fermions

moving into the symmetric phase. Antifermions, injected into the symmetric phase,

participate in the anomalous reactions that change fermion number, while fermions
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injected into the broken phase do not. As a result, a steady state solution to the

kinetic equations is established, with non-zero baryon and lepton asymmetries in the

broken phase.

Clearly, reliable calculations of the e�ect in realistic theories are quite complicated

because of the large number of di�erent particle species participating in interactions.

Moreover, a number of e�ects, discussed above, should be taken into account. A number

of papers is devoted to the study of the origin of the CP-violating fermion currents and

their propagation in front of domain walls [272, 273, 274, 275]; the most recent (and

probably most elaborate) treatment can be found in [276, 277, 268, 278, 180].

Below we discuss the qualitative features of the domain wall baryogenesis. Our

consideration is by no means complete, and the reader may consult the original papers

for details.

At su�ciently small velocities of the domain walls we can divide the problem in two

parts 26. The �rst one is the microscopic calculation of various fermion currents at

the domain wall. The second one is the consideration of the di�usion of the particle

number densities in front of the wall and their dissipation in di�erent processes.

We begin with the �rst part [269, 270, 271]. Let us ignore for a moment any high

temperature e�ects. The simplest case is that of the thin domain wall moving with some

constant velocity v. Let us choose the rest frame of the wall and consider scattering

of fermions on it. For example, left-handed fermions incident in the symmetric phase

may be reected back to the symmetric phase as right-handed fermions (because of

the spin conservation) or can be transmitted through. The transmission and reection

coe�cients rij (i is the label of an incident fermion and j is that of the �nal state) can

be found from the Dirac equation:0
@ ! + i @

@x
M

My ! � i @
@x

1
A �

0
@ L

R

1
A = 0 (7.22)

with appropriate boundary conditions. Here L and R correspond to up and down

components of two-dimensional Weyl spinors. The x dependent matrix M is complex,

giving rise to CP-violation. In general, rij for particles are di�erent from �rij for anti-

particles. This leads to non-zero fermionic currents:

hJii =
Z
d!kjjdkjj
(2�)2

(nF (!+)� nF (!�))
h
ryr � �ry�r

i
i
; (7.23)

26If the di�usion tails (see below) are comparable with the thickness of the domain walls, this is not

possible.
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where niF is the Fermi distribution for the incident particles, !� = !�vpt, pt and pjj are
the momenta of fermions tangential and parallel, respectively, to the domain wall. This

expression vanishes if the domain wall is at rest (v = 0) or if there is no CP violation.

The total baryonic current JCP = JL+ JR which results from the solution of the Dirac

equation (7.22) vanishes, but the currents of left-handed (JL) and right-handed (JR)

fermions are non-zero.

The construction of the Dirac equation for quasiparticles, accounting for leading high

temperature e�ects, was done in ref. [251, 114], where generalized expressions for the

particle currents can be found. The major qualitative e�ect of high temperature correc-

tions is that the currents of left-handed and right-handed fermions do not compensate

each other and the total baryon current is produced. Physically, this happens because

left-handed particles participate in the weak interactions but right-handed particles do

not, and JCP � �WJL.

The thin wall description of the fermion scattering is applicable only if the mean free

path of fermions at high temperatures is much larger than the domain wall thickness.

This allows us to use distribution functions of fermions undisturbed by the domain

wall and impose ordinary boundary conditions for the scattering problem at spatial

in�nity. The thick wall case (the mean free path is small compared with the thickness)

is much more complicated. Clearly, the scattering description is not adequate in that

case. The physical phenomenon to be taken into account is the modi�cation of the

particle distributions across the domain wall. A number of interesting e�ects arising

in the latter situation are discussed in ref. [277, 268, 276].

The second problem is the particle transport. Several approaches were applied to

the consideration of it. The �rst one is that of Monte Carlo simulations of the injected

ux of particles [271], the second one is di�usion equations [114, 268, 278, 276, 180,

279]. Limitations of the di�usion approximation were considered in ref. [280]. In the

discussion below we closely follow ref. [114] where the analytical approximation to the

problem was constructed for a simple case.

Given the avour and chirality structure of the fermionic currents, the di�usion

equations should be written for all particle species. Fermions participate in many

processes on both sides of the wall with di�erent time scales. In order to understand

what the relevant time scales are, let us consider the fate of a particle after it has

been reected from the domain wall towards the unbroken phase. Roughly, its typical

distance from the bubble wall is given by
p
Dt� vt, D is the di�usion coe�cient. The
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�rst term describes the random walk of the particle in the rest frame of the plasma

and the second term describes the motion of the bubble wall. This particle will be

trapped by the bubble after the time interval tD � D=v2, so that all processes with

characteristic time � < tD must be taken into account. The examples of the relevant

processes include B-violation, the elastic scattering of quarks and gluons, chirality

ipping transitions of heavy quarks, strong sphalerons.

In order to get a better feeling of the physics involved, consider the simplest case

when the total baryonic current originated from CP non-invariant interactions is not

zero and neglect all processes besides the elastic scattering of fermions and anomalous

B and L non-conservation. Let us take a planar domain wall which moves through

the plasma with su�ciently small velocity v (we shall see below how small it should

be in order that this consideration works). We take a reference frame associated with

the domain wall; let the broken phase be to the right and the symmetric one be to the

left, and x be the distance from the domain wall. Assume that the thickness of the

domain wall is small enough (again, we shall see below what this means). We denote

by nB(x; t) and nL(x; t) the densities of baryon and lepton numbers in the rest frame

of the wall. The di�usion equations for the broken phase, where sphalerons do not

operate, are

@

@t

0
@ nB

nL

1
A =

0
@ DB

@2

@x2
� v @

@x
0

0 DL
@2

@x2
� v @

@x

1
A
0
@ nB

nL

1
A : (7.24)

For x < 0 we have

@

@t

0
@ nB

nL

1
A =

0
@ DB

@2

@x2
� v @

@x
� 3

2
� ��

�3

2
� DL

@2

@x2
� v @

@x
� �

1
A
0
@ nB

nL

1
A ; (7.25)

where � = 9�sph=T 3, DB and DL are di�usion constants for quarks and leptons respec-

tively. An estimate of these gives [268, 278] DB � 6

T
, DL � 100

T
.

We are looking for a steady state (time independent) solution to these equations. In

the broken phase the only solution consistent with the boundary conditions is constant

density,

nB = nL = const = B+: (7.26)

In the symmetric phase, the solution is a combination of dying exponentials. We

present it in two limiting cases. The �rst one deals with \large" velocities,

� = 3DB�=v
2 � 1:
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Physically, this corresponds to the situation when an extra antibaryon, injected into

the symmetric phase, is exposed to the B-violating reactions for short times t � DB=v
2,

before it is trapped by the moving domain wall. One �nds [114]

nB = C1 exp
�
vx

DB

�
; nL = C2 exp

�
vx

DL

�
; (7.27)

corresponding to the di�usion of quarks and leptons to the distances DB=v and DB=v

respectively. In the opposite case of low velocity, the transitions from quarks to leptons

due to sphaleron processes are essential, and the solution reads

nB = C3 exp
�
3vx

5DL

�
+ C4 exp

 s
5�

2DB

x

!
; (7.28)

nL = �3

2
C3 exp

�
vx

DL

�
+ C4

DB

DL

exp

 s
5�

2DB

x

!
:

One of the requirements for the validity of the di�usion approximation is that the

di�usion tail (the shortest one is for the quarks) is much longer than the domain wall

thickness l, namely l� DB=v.

The constants C1{C4 can be determined from the matching conditions at the do-

main wall. If we denote by JCP the total CP-odd baryonic current originating from

interactions of quarks with the domain wall and assume that CP asymmetry in the

leptonic current is zero, then

B+ =
12

5
JCP fsph(�); (7.29)

where fsph(�) = 1 for �� 1 and fsph(�) =
5

6
� for �� 1.

The asymmetry inside the bubble has an interesting velocity dependence. If JCP � v,

as in the quantum-mechanical consideration of the thin wall case, then the maximum

asymmetry is produced at � � 1, i.e. v � p
3�DB ' 0:01. It is worth noting that

these small velocities are quite possible at the �nal stage of the phase transition if the

Universe is reheated up to the critical temperature. The analysis of the consequences

of this scenario can be found in ref. [220]. For a more realistic thick wall case one

e�ectively has JCP � v2 [277, 268, 278] 27, and the asymmetry is velocity independent.

The same conclusion has been reached also in ref. [276].

In the realistic case of many particle species this consideration must be generalized.

Instead of the CP-violating avour independent baryonic current considered above,

27We thank Michael Joyce for clari�cation of this point.
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many CP-odd currents appear, resembling the avour dependent interaction of fermions

with the domain wall. The left- and right-handed currents must be distinguished,

since particles of di�erent chiralities have di�erent interactions with the heat bath and

sphalerons. Quantitatively, the results are model dependent. For example, in some

schemes the lepton interactions with domain walls produce more asymmetry than quark

interactions [281]. Serious investigations of realistic models have been carried out in

very interesting papers [276, 278, 268, 180], and we refer to them for more detail.

7.6 Strength of CP violation and baryon asymmetry

Extensions of the standard model, having strong enough �rst order phase transition,

may not contain any new source of CP violation. The question arises whether the KM

source of CP violation (or QCD vacuum angle) alone can be responsible for the baryon

asymmetry. Let us begin with the KM mechanism of CP violation28.

An important property of the interaction (7.6) is that the CP-violating phase �CP can

be rotated away by phase transformation of the fermion �elds if there is a degeneracy

in the up or down quark sectors, or if some mixing angle between di�erent generations

is zero. In other words, in the standard model, CP violation vanishes together with

the Jarlskog determinant [282],

dCP = sin(�12) sin(�23) sin(�13) sin �CP� (7.30)

(m2

t �m2

c)(m
2

t �m2

u)(m
2

c �m2

u) � (m2

b �m2

s)(m
2

b �m2

d)(m
2

s �m2

d);

where �ij are the mixing angles and mi are the quark masses.

The structure of the KM mechanism of CP violation makes baryogenesis a very

non-trivial problem. Indeed, the electroweak phase transition, where strong deviations

from thermal equilibrium are expected, occurs at temperatures of order 100 GeV. It

seems, therefore, that quark masses (maybe with the exception of the t-quark) can

be treated as perturbations, so that the dimensionless measure of CP violation is just

�CP � dCP =T
12 � 10�20 [222, 223]. Clearly, this number is too small to account for the

observed asymmetry. However, there may be loopholes in this argument and a number

of dynamical mechanisms, in which the KM source of CP-violation may be enhanced,

have been suggested [223, 251, 114, 283].

28Of course, this possibility is rather unnatural: the only known way to strengthen the phase

transition is to add extra scalar particles. This means that new scalar interactions appear. In general,

they contain complex phases and lead to CP violation.
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If there is a dynamical spontaneous CP violation in the electroweak theory before

[223] or during [283, 275] the electroweak phase transition, then the Universe contains

domains with di�erent CP-parity at some stage in its evolution. The small explicit

CP violation breaks the degeneracy between the di�erent CP states, so that more

energetically favorable domains "eat" those with the opposite CP parity. The fact that

the age of the Universe at T � 100 GeV is macroscopic, gives rise to an enhancement

factor � MP l=T� � 1016 [223]. In this mechanism, the baryon asymmetry does not

depend on the magnitude of CP violation but does depend on its sign [223, 283], and

a power-counting estimate of the e�ect gives

� � 1

N eff
�3

W : (7.31)

We should stress, however, that the possibility of spontaneous CP breaking at high

temperatures in electroweak theory is very speculative.

Another possible caveat in the no-go argument presented above has been discussed

in ref. [251, 114]. The \no-go" theorem relies on the applicability of the perturbation

theory in quark masses and makes use of the assumption that the typical energy scale

relevant to the estimate of the asymmetry is the temperature of the phase transition.

In fact, these assumptions break down when the interaction of fermions with domain

walls is considered. Namely, if the energy of the quark in the unbroken phase is smaller

than its mass in the broken phase, it will be reected from the domain wall with unit

probability independently of the value of its mass. The perturbation theory does not

work only in a small fraction of the phase space determined by the quark masses, but the

loss in the phase space factor may be smaller than the gain in CP-violating amplitude.

The maximum asymmetry comes from the strange quark complete reection: the GIM

cancellation does not occur for it, and what is left over from dCP is just the product of

mixing angles and CP-violating phase29 of order 10�5. The estimates of the asymmetry

presented in ref. [114] are rather uncertain, � � 10�10{10�18, but they indicate that

the KM mechanism of CP violation cannot be discounted as a source of the baryon

asymmetry of the Universe.

The possible impact of the strong CP violation (associated with QCD vacuum an-

gle �) on the electroweak baryogenesis has been analysed in ref. [290]. It was con-

29In refs. [284, 285, 286, 287] an opposite conclusion was reached. The calculational procedure of

these works was criticized in ref. [288, 289], where it was argued that the claims of ref. [284, 285, 286,

287] are not justi�ed.
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cluded that it does not play any signi�cant role because strong CP e�ects at the

electroweak phase transition temperature are suppressed by at least semi-classical ex-

ponent exp(�2�
�s
) � 10�25, yet other suppression factors come from Yukawa couplings.

The same statement holds true in the models with axions, where e�ective angle � may

be of the order of 1 at the electroweak scale.

While convincing arguments showing that the standard model CP violation is su�-

cient to generate the baryon asymmetry are absent, the extensions of the electroweak

theory naturally provide new sources of CP violation. In spite of the fact that the

existing estimates of the baryon asymmetry are valid, probably, within an order of

magnitude, it is clear that extended versions of the electroweak theory can accom-

modate the observed baryon asymmetry of the Universe. The speci�c estimates for

the two Higgs doublet model can be found in ref. [276, 268, 278, 180] and for the

sypersymmetric theories in ref. [291, 292, 293, 294].

8 Instanton-like processes in high energy collisions.

As discussed in section 2, instanton-like transitions may occur at unsuppressed rates at

su�ciently high energies. This possibility is de�nitely realized at high temperatures.

It is natural to ask whether collisions of highly energetic particles may lead to baryon

and lepton number non-conservation with exponentially unsuppressed cross sections.

The relevant energy scale, Esph � mW=�W (10 TeV in the electroweak theory), is not

too far from collider energies, so this problem is not of academic interest only.

In this section we outline the current status of this very complicated problem. We

summarize the results of perturbative calculations about the instanton, which show that

the cross section indeed increases exponentially with energy at E � Esph. However,

the perturbation theory about the instanton is unreliable in the most interesting energy

region E � Esph, so the perturbative calculations cannot tell whether the instanton

factor (2.8) is overcome. We present below a rather general argument based on unitarity

and conventional perturbation theory, which shows that the instanton-like transition

rates are most likely exponentially small at all energies. This argument, however, does

not exclude the possibility that the suppression disappears asymptotically at E !1,

and that the actual values of the suppression factor are not too small at realistic

values of coupling constants and energies. So, the computation of the instanton-like

transition probabilities remains an interesting problem whose solution requires non-
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perturbative approaches. We outline in this section one of these approaches and �rst

non-perturbative results; these results indicate that the instanton-like cross sections

are indeed unobservably small at all energies.

In spite of the considerable progress in understanding the instanton-like processes in

high energy collisions, this problem is still not solved completely. The non-perturbative

techniques adequate to this problem are still being developed. It is worth pointing out

that electroweak B and L non-conservation in high energy collisions belongs to a wider

class of processes, which includes false vacuum decay induced by particle collisions,

induced decays of metastable solitons [295], and, notably, production of multiparticle

�nal states in the trivial vacuum sector (without instantons) [296, 297, 298, 299, 300].

We shall not discuss the latter problem, which is also of potential phenomenological

interest, and refer to a review [301]. However, we stress that its solution also requires

novel non-perturbative techniques which should have much in common with the ap-

proaches relevant to instanton-like processes.

8.1 Summary of perturbative analysis about the instanton

The perturbative analysis about the instanton was started in refs. [37, 38] and has

lead to the picture of exponentially increasing total instanton-like cross sections at

relatively low center-of-mass energies, E � Esph. It also suggested the functional

form of the cross section which indicated that the cross section may be calculable in

a semiclassical way [302, 303, 304]. We do not consider the technical details of the

perturbative calculations which are reviewed in refs. [305, 306, 307] and present only

basic ideas and main results.

Consider a process where twoW -bosons scatter into n W -bosons, and the system si-

multaneously makes the transition from one vacuum of �g.1 to a neighbouring vacuum.

The topological number N [A] of the relevant �eld con�gurations, given by eq. (2.3),

should be equal to 1 (in fact, in the case of a �nite number of incoming and outgoing

particles it is more appropriate to measure the change in the vacuum number n[!] by

the winding number of the Higgs �eld [308]). Let us disregard fermions | they play a

minor role as far as the cross sections are concerned [309] | and consider the bosonic

sector of SU(2) theory with one Higgs doublet, i.e. the bosonic sector of the simpli�ed

model introduced in section 2. To evaluate the amplitude of this process we begin with
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the (2 + n)-point Euclidean Green's function

Gn+2(x1; x2; y1; : : : ; yn) =
Z

DA e�S[A]A(x1)A(x2)A(y1) : : :A(yn) (8.1)

where spatial and group indices are omitted. Since the instanton is a minimum of the

Euclidean action (in fact, we have to deal with constrained instantons considered in

section 2), we make use of the semiclassical approximation and obtain in the leading

order

Gleading
n+2 (x1; : : : ; yn) =

Z
d4x0

d�

�5
�(�)e

� 8�
2

g2
��2�2v2

Ainst(x1 � x0; �) : : : A
inst(yn � x0; �):

(8.2)

Here x0 and � are the usual collective coordinates of the instanton and the measure is

the same as in eq. (2.9). The constrained instanton con�guration is described by eqs.

(2.10) and (2.7). One should also integrate over the instanton orientations; this integral

is not explicitly written in eq. (8.2). The Green function (8.2) may be picturized as

shown in �g.8. It is worth pointing out that the dependence on coordinates in eq.

(8.2) factorizes, up to the integration over the instanton position ensuring the overall

momentum conservation. This means that, in the leading semiclassical order, the Green

function has a point-like structure. So, in this order, the cross section of the process

2W ! nW will exhibit a power law increase with energy.

To obtain the cross section, one performs the analytical continuation into Minkowski

space-time and then makes use of the LSZ procedure. This can be done easily, as the

only dependence on coordinates in eq.(8.2) is through Ainst. Since the constrained

instanton �eld decays in Euclidean space-time according to eq.(2.7), its Fourier trans-

form indeed has a pole at p2 = �m2

W . The residue at this pole can in fact be obtained

directly from eq. (2.10): the Higgs mechanism shifts the pole of the instanton �eld

from p2 = 0 to p2 = �m2

W but does not change the residue, up to small corrections.

In this way one obtains the residue

R(p; �) =
1

g
�2jpj (8.3)

where we omitted the tensor structure depending on the instanton orientation. Thus,

the amplitude has the following form,

A
leading
2!n (k1;k2;p1; : : : ;pn) �Z

d�

�5
�(�)e

� 8�
2

g2
��2�2v2

R(k1; �) : : : R(pn; �)�(k1 + k2 � p1 � : : :� pn) (8.4)
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where k1, k2 and p1; : : : ; pn are the momenta of incoming and outgoing particles, respec-

tively. The integration over � is straightforward, while the integration over orientations,

implicit in eq. (8.4), is quite complicated. Ignoring the latter complication we obtain

the following estimate for the amplitude,

A
leading
2!n � e

� 8�
2

g2 (n+ 2)!

 
1

gv2

!n+2
jk1jjk2jjp1j : : : jpnj�(K � p1 � : : :� pn) (8.5)

where K = (E; 0) is the total centre-of-mass four-momentum. Equation (8.5) leads to

the following estimate for the 2W ! nW instanton-like cross section at n� 1,

�
leading
2!n (E) =

1

(k1 � k2)
1

n!

Z nY
i=1

d3pi

2!pi(2�)
3
jAleading

2!n j2

� 1

n!

 
const � E2

gv2n

!2n

e
� 16�

2

g2

where we assumed for simplicity that the outgoing particles are relativistic, i.e. E=n�
mW . As expected, the cross section exhibits the power law growth with energy [37, 38].

The total cross section, in the leading semiclassical order, grows exponentially,

�leading2!any (E) =
X
n

�leading2!n (E)

/ exp

2
4�16�2

g2
+ const

 
E4

g2v4

! 1

3

3
5 (8.6)

where the number of particles at which this sum is saturated is of order

n �
 
E4

g2v4

! 1

3

(8.7)

The exponential growth of the cross section was found �rst [310] in the context of

multi{Higgs �nal states, which have turned out to be subdominant at relatively low

energies, where the leading order calculations are reliable. This type of behaviour is

inherent in all models with instantons [306] and also for the processes of multiparticle

production without instantons [311, 312, 301].

In the case of 2W ! nW processes, there exist at least two ways of actually cal-

culating the cross section including the constant in eq. (8.6). One is to make use of
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instanton{anti-instanton con�gurations [313, 314] and another is based on the coherent

state formalism [302]. Both techniques lead to the same result:

�leading2!any (E) / exp

2
4 4�
�W

0
@�1 + 9

8

�
E

E0

�4

3

1
A
3
5 ; (8.8)

where E0 =
p
6�mW=�W � 15 TeV is of order of the sphaleron energy in the elec-

troweak theory. In writing eq. (8.8) we made use of the fact that

1

�WE
4

3

0

�
 

1

g2v4

!1

3

:

For the same reason, the number of W -bosons produced can be written as follows,

n � 1

�W

�
E

E0

� 4

3

: (8.9)

Note that the average energy per outgoing particle is of order

jpj � E

n
� mW

�
E

E0

�� 1

3

: (8.10)

Therefore, at E � E0 the �nal particles are relativistic, while at E � E0 they are soft,

E=n � mW . Note also that the typical instanton size is of order

� �
p
n

E
� 1

mW

�
E

E0

� 2

3

: (8.11)

This estimate follows from eqs. (8.2), (8.3) and (8.9).

We conclude that the leading order total cross section becomes unsuppressed expo-

nentially at E � E0, and at these energies the number of �nal particles becomes of

order 1=�W .

Clearly, the actual cross section of the instanton induced process 2W ! nW should

not be described at all energies by the leading order result (8.8): at E �> E0 this

expression contradicts unitarity. So, corrections to the leading order formula must be

large at least at E �> E0. These corrections appear when the gauge �eld in eq. (8.1) is

written as

A = Ainst + �A

and �A is treated as quantum �eld. In the next-to-leading order, the action in eq. (8.1)

is quadratic in �A, n �elds in the integrand remain Ainst and two �elds are �A. Upon
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integration over �A one obtains the �rst correction to the Green function, which is

similar to eq. (8.2) but with two of the instanton �elds substituted by the propagator

in the instanton background, Dinst(z � x0; z
0 � x0) where z, z0 are any two of the

coordinates x1; x2; y1; : : : ; yn. The �rst correction to the amplitude is then determined

by the residue of the Fourier transform Dinst(q; q0) at the double pole q2 = �m2

W ,

q02 = �m2

W . The diagrammatic representation of this correction is shown in �g. 9.

There are basically three types of corrections, which we discuss in turn.

i) Soft{soft corrections. These appear, in the next-to-leading order, when two instan-

ton �elds in eq. (8.2) corresponding to �nal particles are substituted by the propagator,

as shown in �g. 9a. As compared with the leading term (8.4) this contribution is sup-

pressed by g2 because Ainst is proportional to 1=g while Dinst is O(g0), but is enhanced

by the combinatorial factor n2=2, the number of legs in �g.9a that can be joined. The

residue of the propagator at the double pole at low momenta is of order [315, 316, 317]

ResDinst(pi; pj) � �2 � g2

�2p2
R(pi; �)R(pj ; �)

where R is the residue of the instanton �eld, eq.(8.3). Combining all factors and

recalling eqs. (8.9), (8.10) and (8.11) one �nds that the soft{soft correction to the

amplitude at relevant n is of order

Asoft�soft � Aleading � g
2n2

�2p2
� Aleading � 1

�W

�
E

E0

�2
: (8.12)

We see that this correction exceeds the leading order amplitude even at E � E0. How-

ever, it has been shown [302, 303, 304], that the soft{soft corrections to the total cross

section exponentiate, so that the total cross section with these corrections included has

the form

�leading + soft�soft
2!any / exp

2
4 4�
�W

0
@�1 + 9

8

�
E

E0

�4

3 � 9

16

�
E

E0

�21A
3
5 (8.13)

where we inserted numerical a coe�cient 9/16 calculated in refs.[318, 315, 316, 317]

Higher order soft{soft corrections have also been shown to exponentiate so the total

cross section with all soft{soft corrections included has the following functional form

[302, 303, 304],

�
leading + soft�soft
2!any / exp

�
4�

�W
F

�
E

E0

��
(8.14)
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where F (E=E0) is an unknown function which, at small E=E0, is represented by a

series whose �rst terms are given by eq. (8.13). It has been found [302] that the

soft{soft contributions into the exponent F (E=E0) come from tree diagrams about the

instanton, while loops contribute to the pre-exponential factor only.

ii) Hard{hard corrections [319, 320]. They are due to diagrams of �g. 9b. There is

no combinatorial enhancement of these diagrams, but they produce large contributions

nevertheless. The reason is that the residue of the propagator is large 30 at high

momenta jkj � E,

ResDinst � g2�2(k1 � k2) ln(k1 � k2)R(k1; �)R(k2; �):

Therefore, the �rst hard{hard correction into the amplitude at relevant n is of order

Ahard�hard � Aleading � 1

m2

W

�
E

E0

� 4

3

E2 lnE2 � Aleading � 1

�W

�
E

E0

�10

3

lnE2; (8.15)

which is again large even at E � E0. Higher order hard{hard corrections come from

loop diagrams like those shown in �g. 10. There exist strong arguments showing that

hard{hard and hard{soft corrections exponentiate [320, 322], i.e., the total cross section

has the form (8.14). Unfortunately, the complete proof of the exponentiation is still

lacking.

iii) Hard{soft corrections. These come from diagrams of �g. 9c. They contain both

the combinatorial and energy factors. The estimate analogous to eqs. (8.12) and (8.15)

is, up to logarithms,

Ahard�soft � Aleading � 1

�W

�
E

E0

� 8

3

:

As we already pointed out, these corrections are also likely to exponentiate.

To summarize, the perturbation theory about the instanton strongly suggests that

the total cross section has the exponential form

�inst
2!any / exp

�
4�

�W
F

�
E

E0

��
: (8.16)

The exponent is perturbatively calculable at E=E0 � 1, where it is represented by a

series in (E=E0)2=3 (up to logarithms),

F

�
E

E0

�
= �1 + 9

8

�
E

E0

� 4

3

� 9

16

�
E

E0

� 6

3

+ : : : (8.17)

30This property holds for a wide class of models [321].

81



Hard{soft corrections contribute at the order (E=E0)8=3; this order has been studied

in refs. [322, 323, 324]. Hard{hard corrections begin at the order (E=E0)10=3. While

soft{soft corrections to the exponent F come from tree diagrams about the instanton,

hard{hard and hard{soft contributions include all loops.

Clearly, the series (8.17) blows up at E=E0 � 1. Therefore, the perturbative calcula-

tions about the instanton cannot tell whether the exponential suppression disappears

at E � E0 or if it persists at all energies. The analysis of this most interesting problem

requires entirely non-perturbative techniques.

8.2 Unitarity

Before presenting non-perturbative approaches to the evaluation of the cross sections

of instanton-like processes, let us give a general argument in favour of the exponential

suppression of these cross sections at all energies except, maybe, exponentially high

ones. This argument is in the spirit of refs. [325, 326] and is based on unitarity and

conventional perturbation theory at low momenta (see also ref. [307]).

Let us consider the full propagator of the W -boson as shown in �g. 11, and take the

momentum of virtual W to be Euclidean and small, say Q2 = m2

W . Then the disper-

sion relation relates this propagator to the total cross section of \�ee-annihilation" at

c.m.energy
p
s into an arbitrary number of W -bosons,

G(Q2 � m2

W ) /
Z

ds
�tot(s)

s+Q2
(8.18)

Here \�ee{annihilation" means just the production of a virtual W -boson by an external

probe, as shown in �g. 12.

The left-hand side of eq. (8.18) is believed to be a nice asymptotic series in �W

whose �nite number of terms, say, k � 1=�W , are given by ordinary perturbation

theory (perturbative diagrams in �g. 11). Indeed, at low Q2 � m2

W there is no reason

to suspect that non-perturbative contributions like instanton{anti-instanton shown in

�g. 11 are not exponentially suppressed. Thus,

G(Q2 � m2

W ) =
kX
i=1

Ck�
k
W +O(�k+1W )

where Ck are determined by conventional perturbation theory and k is �xed in the limit

�W ! 0. These k terms are precisely matched by perturbative contributions to the
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total cross section on the right-hand side of eq. (8.18) (perturbative graphs in �g. 12)

which include the production of k �nal particles or less. So, the instanton contribution

into the right-hand side of eq. (8.18) is small,

Z
ds

�insttot (s)

s+Q2
< const � �kW at Q2 � m2

W ; k � 1

�W
: (8.19)

This certainly excludes the possibility that the instanton-like cross sections are large

(of order �nW with �nite n) at energies of order E0 � mW=�W . It is straightforward

to generalize this argument to collisions of two real vector bosons and other processes

with a small number of incoming particles. In all cases the relation like eq.(8.19) must

hold.

This argument is consistent with the expected functional form of the total instanton-

like cross section, eq. (8.16). It shows that the exponent F is negative at all energies,

i.e. the instanton-like processes are always exponentially suppressed. This general

argument does not, however, exclude a still very interesting possibility that F tends to

zero as E !1, in which case the cross section may not be numerically small at still

reasonable energies. In any case, a theoretical understanding of an actual exponential

behaviour is de�nitely of interest.

Let us note in passing that the same argument implies the exponential suppression

of the production, in a trivial vacuum, of a large number of �nal particles, n � 1=g2.

These processes have been actively studied in recent years; for a review see ref. [301].

Except unitarity, the above argument assumes the validity of the ordinary pertur-

bation theory as an asymptotic expansion in �W for few-point exact Green's functions

at low Q2. So, there remains a logical possibility that the perturbation theory is badly

wrong starting at some �nite order in �W . We shall see below that this logical possibil-

ity, which would be revolutionary for the entire quantum �eld theory, is not supported

by existing (albeit limited) calculations.

8.3 From many! many to few! many

The exponential form of the instanton-like cross section looks semiclassical, the failure

of the naive semiclassical procedure being reected by the fact that the inverse coupling

constant enters not only the overall factor 4�=�W but also the characteristic energy

scale E0 � mW=�W . So, it is natural to expect that there exists an appropriate

modi�cation of the naive semiclassical procedure, which would enable one to evaluate
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the exponent of the cross section. Since F (E=E0) is determined both by tree graphs

about the instanton (soft{soft contributions) and by loops (hard{hard and hard{soft

contributions), the correct semiclassical procedure should incorporate the relevant part

of loops. Clearly, the very existence of a semiclassical scheme, which would incorporate

loops is far from obvious, and it is a challenging problem to invent such a scheme.

The latter di�culty may be rephrased in the following way. At energies of interest,

the �nal particles are soft | their average energy per particle does not contain the large

parameter 1=�W | and numerous, n � 1=�W . So, it is natural that these particles

may be described in classical terms: roughly speaking, these are classical waves. On the

other hand, the initial particles are few in number, and carry a momentum proportional

to the large parameter 1=�W . The problem is that these energetic initial particles are

hard to describe in (semi)classical terms.

On the basis of the above observations, the following approach to few ! many

instanton-like transitions was suggested [327, 328]. As an intermediate step, consider

many ! many transitions where the number of incoming particles is

ni =
�

�W

where � is a variable parameter. In the limit

�W ! 0;
E

E0

= �xed; � = �xed; (8.20)

the number of incoming particles is large, their energy per particle is of order mW=� =

independent of �W , so these particles, as well as outgoing ones, may be described in

(semi)classical terms. We shall see that the total probability for the optimium choice

of the initial state at given ni has the exponential form

�inst(E;ni) / exp
�
4�

�W
F

�
E

E0

; �

��
(8.21)

and the exponent F (E=E0; �) is semiclassically calculable.

One argues that F (E=E0; �) decreases (becomes more negative) when � (i.e. the

number of incoming particles) decreases. Indeed, processes with fewer incoming parti-

cles may be viewed as a subset of processes with larger ni with some incoming particles

not participating in the scattering. So, many ! many transitions provide an upper

bound on few! many,

�inst
2!any(E) < �inst

�
E;ni =

�

�W

�
for any � (8.22)
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in the regime (8.20). Furthermore, one argues that the exponent F (E=E0) for few !
many probability is obtained from F (E=E0; �) in the limit � ! 0, i.e. with exponential

accuracy one has

�inst
2!any(E) / exp

�
4�

�W
F

�
E

E0

; � ! 0
��
: (8.23)

This expectation has been con�rmed by explicit perturbative calculations about the

instanton [329]. The reason for eq. (8.23) is that in the limit � ! 0 the overlap

between the two-particle initial state and initial states with ni = �=�W particles is not

exponentially small [306].

Thus, the idea of refs. [327, 328] is to evaluate F (E=E0; �) semiclassically and then

study the limit � ! 0 to obtain the exponent for 2! any cross section.

To implement this idea, one considers the quantity [327, 328]

�inst(E;ni) =
X
i;f

jhf jŜjiij2: (8.24)

The sum runs over all initial states obeying the constraints

N̂ jii = nijii

Ĥjii = Ejii
P̂jii = 0

where N̂ , Ĥ and P̂ are the particle number operator, Hamiltonian and operator of

total spatial momentum in the Fock space of initial states. The �nal states in the

sum (8.24) are arbitrary, and Ŝ is the S-matrix in the instanton sector. The quantity

�(E;ni) may be viewed as the \microcanonical" probability for instanton transitions

from states with given c.m. energy and number of incoming particles. It is this quantity

that enters eqs.(8.21) and (8.22).

A convenient basis in the space of initial states is provided by coherent states jai.
Let us recall that the S-matrix is given, in the coherent state representation, by the

following functional integral [330, 331]

hbjŜjai = S(b�; a) =
Z

D�iD�fD� exp
h
Bi(�i; a) +Bf(�f ; b

�) + iSTi;Tf

i
(8.25)

where the integration is over initial (t = Ti), �nal (t = Tf ) and intermediate values of

the �eld(s), the boundary terms are

Bi = �1

2

Z
d3k aka�ke�2i!kTi� 1

2

Z
d3k !k�i(k)�i(�k)+

Z
d3k

p
2!kak�i(�k)e�i!kTi
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Bf = �1

2

Z
d3k b�kb

�
�ke

2i!kTf � 1

2

Z
d3k !k�f(k)�f (�k)+

Z
d3k

p
2!kb

�
k�f(�k)ei!kTf

and the limit Ti ! �1, Tf ! +1 is assumed. All bosonic �elds are denoted generi-

cally by �. Summation over states is represented by the integration over the coherent

state variables with exponential weight

X
i

!
Z

DakDa
�
k exp

�
�
Z

d3k a�kak
�
: (8.26)

The microcanonical probability can be written in the following form:

�(E;ni) =
X
i;f

jhbjŜP̂P� P̂ni jaij2; (8.27)

where P̂P� and P̂ni are projectors onto the subspace of a �xed number of incoming

particles and a �xed total four-momentum P� = (E; 0). Summation in eq. (8.27) runs

over all initial and �nal states. It can be shown [332, 327] that the matrix elements of

the projection operators are

h�jP̂P� jai =
Z

d4� exp
�
�iP��� +

Z
d3k ��kake

ik�

�

h�jP̂ni jai =
Z

2�

0

d� exp
�
�ini� +

Z
d3k ��kake

i�

�
: (8.28)

Combining eqs. (8.25), (8.26) and (8.28) and performing trivial integrations and

changes of variables, one obtains the double functional integral representation for the

probability,

�inst(E;ni) =
Z

d4�d4�0 d�d�0 DakDa�k DbkDb
�
k D�(x)D�

0(x0)

exp
�
�iP�(�� � �0�)� ini(� � �0)�

Z
d3k a�kake

�iP (���0
)�ini(���0

) �
Z

d3k b�kbk
�

exp
h
Bi(�i; a) +Bf (�f ; b

�) +B�
i (�

0
i; a

�) +B�
f (�

0
f ; b) + iS(�)� iS(�0)

i
(8.29)

The integrand here does not depend on (� + �0) due to translational invariance; the

integration over d(� + �0) produces the usual volume factor. Similarly, the integration

over d(� + �0) produces an irrelevant pre-exponential factor.

The remaining integrations are of the saddle point character in the regime (8.20):

upon introducing the variables ~� = g� and ~a;~b = ga; gb, all terms in the exponent

become explicitly proportional to 1=g2. So, the general form of the probability, eq.
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(8.21), is immediate. Furthermore, the exponent in eq. (8.21), (4�=�W )F (E=E0; �), is

equal to the extremum value of the exponent in eq. (8.29).

Thus, one has to extremize the functional

�(�; �0; a; a�; b; b�;T ; �) =

ET + ni� �
Z

d3k a�kake
ET+ni� �

Z
d3k b�kbk

+Bi(�i; a) +Bf(�f ; b
�) +B�

i (�
0
i; a

�) +B�
f(�

0
f ; b) + iS(�)� iS(�0) (8.30)

with respect to all its variables. Here we introduced the notation

�0 � �0
0
= iT

� � �0 = i�

Without loss of generality one considers only real values of T : the imaginary part of T

may be removed by time translation. Perturbative calculations [328] suggest also that

the saddle point value of � is real. Extremization of the functional (8.30) is conveniently

performed by moving the contour in the complex time plane from the real axis to the

contour ABCD shown in �g. 13. At this contour one obtains the following boundary

value problem [333]:

i) The �eld � obeys the usual �eld equations,

�S

��
= 0:

ii) In the future asymptotics, region D, the �eld is real, i.e. it is real on the line CD,

�jCD = real:

iii) In the past asymptotics, t = iT=2 + ~t, ~t = real ! �1 (region A), the �eld is

a collection of linear waves whose positive and negative frequency parts are related to

each other

�(k; ~t) = fke
i!k~t + e��f�k e

�i!k~t: (8.31)

The values of T and � are related to E and ni through

E =
Z

d3k !kfkf
�
k e

�� (8.32)

ni =
Z

d3k fkf
�
k e

��: (8.33)
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Equation (8.32) is the natural result of the fact that the energy of the classical solution

is equal to the energy of the scattering process, while eq. (8.33) is the analogue of

the usual relation between the Fourier components of linear classical �elds and the

corresponding number of particles. The exponent F (E=E0; �) is equal to the extremum

value of the functional (8.30) evaluated along the contour ABCD (in fact, only the part

ABC is relevant). Of course, one has to make sure that the solution to this boundary

value problem indeed describes the instanton-like transition, i.e. that the topological

numbers of initial and �nal vacua di�er by one. In fact, an appropriate quantity in the

case of a �nite number of incoming and outgoing particles is the winding number of

the Higgs �eld [308].

As expected, requirements (i){(iii) represent a purely classical �eld theory problem.

However, the �elds are necessarily complex on the contour ABC: eq. (8.31) is the spatial

Fourier transform of a complex �eld. Also, the �eld must have singularities somewhere

between the real axis and the line AB, otherwise the conditions (ii) and (iii) would

contradict each other. It is natural that when F (E=E0; �) < 0 (we assume implicitly

that this is indeed the case), the classical problem is formulated on the contour in the

time plane that contains both Minkowskian and Euclidean parts: we are dealing with

a kind of tunnelling (\Euclidean") process, but incoming and outgoing particles live in

Minkowskian time.

A special case of the above boundary value problem emerges at

� = 0

when the �eld both at �nal and initial asymptotics is real. In this case the classical

solution is real on the entire contour ABCD of �g. 13, and hence has turning points

at t = 0 and t = iT=2 (points B and C) [332],

@t�(x; t = 0) = @t�(x; t = i
T

2
) = 0 for all x:

In other words, the solution is real in Euclidean space-time and periodic in Euclidean

time with period T . This periodic instanton describes the instanton-like transition with

maximum probability at a given energy E, and the corresponding number of incoming

particles is the optimum number at this energy [332]. The maximum probability is

determined by the truncated Euclidean action of the periodic instanton,

�instmax(E) / exp[ET � Sper(0; T )]:
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At low energies, the periodic instanton is represented by the instanton{anti-instanton

chain, while at E close to Esph its �elds are those of the sphaleron plus small oscilla-

tions in the sphaleron Minkowskian negative mode (which is the only positive mode

in Euclidean time). At E = Esph the maximum probability becomes unsuppressed.

The number of incoming particles at which this occurs is equal to that produced in the

decay of the sphaleron,

nsph � 1

�W
:

At E > Esph the instanton-like transitions are unsuppressed at some ni, and the

periodic instanton does not exist. Periodic instantons in various models have been

obtained numerically for all energies in refs.[334, 335, 336] and analytically in ref.[337].

The approach outlined above is of a fairly general nature. It enables one to study,

at least in principle, various processes similar to instanton-like transitions induced by

particle collisions. In fact, most extensive results obtained within this approach up to

now refer to false vacuum decay induced by collisions of highly energetic particles in

scalar theories. The reason is that solving classical �eld equations is easier in scalar

theories. Also, the form of the scalar potential may be suitably adjusted. Since the

false vacuum decay is in many respects analogous to instanton-like processes in gauge

theories, it serves as a theoretical laboratory to probe various sets of ideas [338, 339,

340, 341, 342, 337, 343, 336].

A particular model where the boundary value problem formulated above can be

solved analytically in a wide range of the parameters E=E0 and � is provided by the

theory of one scalar �eld in (1 + 1)-dimensional space-time described by the scalar

potential [337]:

V (�) =
m2

2
�2 � m2v2

2
exp

"
2�

 
�

v
� 1

!#
(8.34)

where v2 � 1 is the parameter that plays the role of the inverse coupling constant. � is

another free parameter which is chosen to be large, �� 1 (but �� v). The potential

has the form shown in �g.14. At large � it is quadratic almost up to � = v and has

a steep cli� at � > v. The problem that is addressed is the decay of the metastable

vacuum � = 0 induced by collisions of energetic particles in this vacuum.

At low energies this process is described by the bounce [117], which is the analogue

of the instanton. There also exists an analogue of the sphaleron, which is a critical

bubble [116]. Its energy equals the height of the barrier separating the two phases (the

\true vacuum" in this model is � =1, but this pathological property is irrelevant for
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the problem of the false vacuum decay). The sphaleron energy in this model is

Esph = mv2

and the characteristic number of incoming particles is

nsph =
2

�
v2:

At E � Esph and ni � nsph the induced false vacuum decay occurs without exponential

suppression. The parameters appearing in the classical boundary value problem are

E=Esph and ni=nsph, and the probability of the induced vacuum decay has the form

�(E;ni) / exp

"
SBF

 
E

Esph

; �; �

!#

where SB = const � v2 is the action of the bounce and F (E=Esph ! 0) = �1. The

question is whether the exponent F becomes zero at some energy for � < 1 and,

most importantly, whether it becomes zero at high enough energies or remains always

negative in the limit � ! 0.

The way to solve the classical boundary value problem in this model is to solve the

free massive �eld equation in the region of the space-time (on the contour of �g. 13)

where � < v, solve the massless Liouville equation in the region where � > v, and then

match the solutions [337]. In this way it is possible to analyse the initial multiplicities

which are not too low,

� =
ni

nsph
� ��1 (8.35)

The result for the function F as function of energy at various � is shown in �g. 15.

Figure 15 shows that there exists, at ni obeying eq. (8.35), some critical energy

Ecrit(ni) at which F becomes equal to zero, and the exponential suppression disappears.

At 1� ni=nsph � ��1 the expression for this critical energy is fairly simple:

Ecrit(ni) =
4

�
exp

 
�2

4

nsph

ni
� 1

! 
ni

nsph

!2

� Esph:

Clearly, Ecrit rapidly grows as ni becomes small. These results show that at ni < nsph

one can still have unsuppressed instanton-like transitions at the expense of increasing

the energy. Furthermore, at su�ciently large ni, namely at ni obeying eq. (8.35), there

exist real classical solutions to the �eld equation in Minkowski space-time [343] that
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describe the false vacuum decay induced by ni incoming particles in purely classical

(hence unsuppressed) manner at E > Ecrit(ni).

Unfortunately, analytical solutions to the boundary value problem are lacking at

ni=nsph �< ��1. In particular, the limit � ! 0 cannot be studied even in the spe-

cially designed model (8.34). However, it has been shown [343] that there are no

classical Minkowskian solutions describing unsuppressed induced false vacuum decay

at ni=nsph < �2=� and any energies. This means that the false vacuum decay induced

by collisions of two particles is exponentially suppressed at all energies, in accord with

the general unitarity argument.

The above boundary value problem is suitable, at least in principle, for numerical

calculations: after all, one has to solve classical �eld equations with speci�ed boundary

conditions. The numerical study of induced false vacuum decay has been undertaken

in ref.[336] in the context of (3 + 1)-dimensional scalar theory with the potential

V (�) =
m2

2
�2 � �

4
�4

which is similar to �g. 14. The main result of this study is summarized in the plot

of the lines of constant F (�; �) in the (�; �) plane, where � = E=Esph and � = ni=nsph

(here Esph � m=� and nsph � 1=� are again the energy of the critical bubble and the

characteristic number of incoming particles). This plot is shown in �g.16.

The most interesting region, � � 1, was not accessible to numerical calculations for

technical reasons. However, because of inequality (8.22) the results presented in �g.

16 show that the false vacuum decay induced by two-particle collisions is exponentially

suppressed at least at E < 3Esph. Indeed, the line of unsuppressed induced vacuum

decay, F = 0, is above � � 0:4 at these energies (i.e. ni should be larger than 0:4nsph

for the transitions to be unsuppressed). Further analysis [336] reveals that the region

of this suppression extends at least up to 10Esph, and, most likely, to in�nity. This is

again in accordance with the unitarity argument.

Another approach closely related to one discussed above is to consider real classical

solutions to Minkowskian �eld equations, i.e. scattering of classical waves. To every

classical solution that disperses into free waves at t! �1 one can assign the number

of incoming and outgoing particles, both of which are naturally of order 1=�W . The

probability of the scattering of these multiparticle states is not suppressed. At given

energy one tries to minimize the number of incoming particles under the condition

that the topological number changes by 1 (instanton-like transitions) or that the phase
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of the system changes (false vacuum decay). If the minimum number of incoming

particles tends to zero (in units 1=�W ) as the total c.m. energy approaches some Ecr,

then few! many processes are not suppressed exponentially at E > Ecr (this includes

the more likely possibility that Ecr = 1, in which case the exponential suppression

of few ! many cross sections disappears at asymptotically high energies). In the

opposite case when the minimum number of incoming particles needed to induce the

classical transition remains larger than const � 1=�W , the exponential suppression of

few ! many persists at all energies, but the actual exponent cannot be calculated by

studying classical scattering.

We have pointed out already that the two approaches (complex time and real time)

nicely match in the (1+1)-dimensional model (8.34) and that, in this model, the number

of incoming particles required for the instanton-like transitions to occur classically is

�nite in units nsph. The classical real time approach is also fairly suitable for numerical

analysis; considerable progress in this direction has been reported in ref. [344], where

it has also been found that the instanton-like transitions may proceed classicaly at ni

somewhat below nsph at su�ciently high energies.

Let us stress that the idea of using many ! many transitions as an intermediate

step to few! many is not the only way (and, maybe, not the best way) to study the

instanton-like processes semiclassically. A completely di�erent | and promising |

approach is the generalization of the Landau technique for calculation of semiclassical

matrix elements [345] to quantum �eld theory [298, 346, 347, 348, 349, 350]. It remains

to be seen whether this approach will be able to provide new insight into electroweak

B and L violation at high energies.

To conclude, the existing calculations suggest the following overall picture of the

instanton-like transition in high energy collisions. When the number of incoming parti-

cles is of order 1=�W , the instanton-like processes occur at unsuppressed rates provided

that the energy is su�ciently high. This is perfectly consistent with the calculations of

the sphaleron rate at high temperatures: multiparticle collisions are possible in the high

temperature plasma, and they are responsible for the high rate of electroweak B and

L violation. On the other hand, if the number of colliding particles is small (say, two),

the instanton-like processes occur at exponentially low rates at all energies, which is in

accord with unitarity argument. The actual suppression factor is, unfortunately, still

unknown for the most interesting range of energies. While this suppression factor may

be of limited interest for the electroweak theory (the suppression by exp(�const=�W )
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with almost any constant in the exponent will make the transitions unobservably rare),

it may become important for the study of similar processes in QCD (for the discussion

of instanton-induced processes in QCD see refs. [351, 352, 353, 354]).

9 Conclusion

The non-conservation of baryon number in the early Universe, giving rise to the baryon

asymmetry, was proposed by Sakharov almost thirty years ago. Still, its particle physics

origin is not established. Certainly, there were baryon number violating interactions

operating at temperatures well above 100 GeV | these were anomalous electroweak

reactions | but whether the baryon asymmetry came entirely from this source or was

a combined e�ect of the electroweak processes and grand uni�ed or/and intermediate

scale interactions is unclear at the moment. In any case, the explanation of the existing

baryon asymmetry requires at least a mild extension of the Minimal Standard Model.

One expects substantial further progress, in coming years, in the understanding of

the electroweak baryon number non-conservation and its role in the early Universe. On

the theoretical side, quantitative estimates of the regions in the parameter space where

the observed amount of baryon asymmetry is produced, are to be obtained in various

extensions of the Minimal Standard Model. This requires further development of the

kinetics of the electroweak phase transition, B-violating reactions and non-equilibrium

description of baryogenesis. The calculations of the suppression factor for the anoma-

lous reactions in high energy collisions are to be done in MSM and its extensions,

and the relevance of similar reactions for hard processes in QCD is to be understood

in detail. Most remarkable progress is expected, however, on the experimental side.

Uncovering the physics at the energy scale of a few hundred GeV to a few TeV (Min-

imal Standard Model? Supersymmetry? Extended Higgs sector? Technicolor-type

symmetry breaking? ...) will be crucial for establishing or ruling out the electroweak

origin of the baryon asymmetry of the Universe. Finding out the mechanism of CP

non-conservation in Nature (B-meson physics, electric dipole moments of neutron and

electron) will become another important step. Possible experimental discovery of lep-

ton number violation (Majorana neutrino masses, neutrino ocsillations, muon number

non-conservation in �-decays) and/or proton decay would be a strong indication of the

early origin (T � 1 TeV) of the baryon asymmetry. Having understood, to a consider-

able extent, highly non-trivial aspects of the electroweak physics in the early Universe,
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one needs strong experimental input to solve one of the most challenging problems in

cosmology.
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Figure 1: Schematic plot of the static energy as function of gauge and Higgs �elds.

The minima correspond to the classical vacua.
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Figure 2: E�ective potential evolution at �rst order phase transition.
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Figure 3: The critical value xc = �3=g
2

3
as a function of the physical Higgs mass mH

and the top quark mass mtop. In general, x depends on the Higgs mass, the top mass

and logarithmically on the temperature. From ref. [160]
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Figure 4: The schematical phase diagrams for gauge-Higgs SU(2) system.

116



2.0 4.0 6.0 8.0 10.0 12.0
<R

2
>

0.0

0.5

1.0

1.5

2.0
βG = 12, mH = 80 GeV

0.349 0.350 0.351 0.352

0.34771   
        

    

Figure 5: The evolution of the distribution of hR2

Li with �H (temperature). From ref.

[158].
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Figure 6: The probability distribution of the average Higgs length squared R2 used for

a surface tension determination. From ref. [160].
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Figure 7: The temperature evolution at the electroweak phase transition in the adia-

batic case.

Figure 8: Leading order contribution to the instanton-induced amplitude.
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(a) (b) (c)

Figure 9: First corrections to the amplitude 2W ! nW . Dots represent the residues of

the instanton �eld, solid lines correspond to residues of the propagator, in the instanton

background, on the mass shell for both momenta.

Figure 10: Higher order hard-hard correction.

I AΣ +=

Figure 11: W -boson propagator at low Q2 with perturbative and non-perturbative

(instanton{anti-instanton) contributions.
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Figure 12: Total cross section with perturbative and instanton contributions.
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Figure 13: The contour in complex time plane appropriate for the formulation of the

boundary value problem for many! many transitions.
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Figure 14: The scalar potential with unstable vacuum at � = 0.
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Figure 15: Exponent of the total probability F (E) at di�erent � in the exponential

model. From ref. [337].
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Figure 16: Lines of constant F in the plane (� = E=Esph; � = ni=nsph) in 4d scalar

model. From ref. [336].
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