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INTRODUCTION

A gauge theory is regarded in the canonical framework
as a system with first class constraints [1]. In the classical
analysis according to Dirac, the Hamiltonian H is the
canonical one Hc plus an arbitrary linear combination
of the first class constraints φi. This means that the
classical trajectories involve arbitrary functions of time:
the Lagrange multipliers λi. So a given physical state
doesn’t correspond to a unique set of canonical variables
on the phase space Γ. This problem can be circumvented
in either of two ways:

• Gauge fixing constraints χi are introduced, one for
each φi, such that they are preserved in time, i.e.

{H, χi} ' 0

and the matrix Cij = {φi, χj} is nonsingular.
(This then becomes a theory with second class con-
straints.) Thus the λi’s are fixed so that evolutions
from initial states on the submanifold Γ∗ defined
by φi = χi = 0 are unique. (For future refer-
ence, we will denote by Γ∗′ the constraint surface
φi = χi = 0 and provided detC 6= 0 everywhere on
the surface we will denote it by Γ∗ and refer to it
as the reduced phase space.)

• Since the λi’s bring in the arbitrary time depen-
dence, all points on an orbit O generated by the
gauge generators φi must be regarded as physi-
cally equivalent. So if Γ̂ is the constraint surface
φi = 0, then the true dynamical trajectories lie
on Γ̃ ≡ Γ̂/ ∼, where ∼ is the equivalence relation
P ∼ P ′ if P, P ′ ∈ O.

∗email: radhika@imsc.ernet.in.

The surface Γ∗ is diffeomorphic to Γ̃ provided the sur-
face χi = 0 intersects each orbit in Γ̂ exactly once. This
condition on the gauge-fixing constraints χi is a prereq-
uisite for the equivalence of the two approaches. For the
first case, the condition of invertibility of the matrix Cij
ensures that locally the χi = 0 surface intersects Γ̂ only
once, but not necessarily globally. This point has bear-
ing on the quantization of a gauge theory, since quantum
theory is sensitive to the global properties of the phase
space to be quantized.

These two approaches have their counterparts in the
quantization of gauge theories –

Method A: Reduced Phase Space Quantization– fix the
gauge to obtain the space Γ∗ and define the Poisson
bracket structure on this as the Dirac brackets on the
original phase space Γ. Γ∗ so equipped is called the re-
duced phase space. It can then be directly quantized,
which involves the finding of a commutator algebra rep-
resentation for Poisson brackets. (This process can be
complicated because the reduced phase space Γ∗ is not
always topologically trivial.) So here one quantizes after
reducing the phase space.

Method B: Dirac Quantization– canonically quantize
the original phase space Γ (which is usually R2N) and
then impose the gauge constraints as operator conditions
on the physical quantum states:

φ̂iψphys = 0.

These are sometimes referred to as supplementary con-
ditions. This is quantization before reduction.

Notice that method A depends manifestly on a choice
of gauge-fixing constraints χi and there is a vast free-
dom in this choice, in general. An immediate question is
whether method A applied with two different choices of
the χi’s gives equivalent quantum theories. Method B, on
the other hand, is manifestly independent of any choice of
gauge. If the two methods give equivalent quantum the-
ories, then the manifest gauge-invariance of method B
reflects the gauge-independence of method A applied on
a class of χi’s. The discussion of the possible equivalence
of Γ∗ and Γ̃ has a crucial role to play in the equivalence
of the quantum theories obtained by these two methods.

These matters are illustrated in the present work in
the context of a very simple toy model gauge theory.

The model considered is described in the first section
of the paper. The second section deals with its quantiza-
tion by method A and the third section, method B. The
choice of constraints and a discussion of a condition for
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the equivalence of these two methods is discussed in the
fourth section. A discussion of and conclusions from the
lessons learnt from the exercise comprise the fifth section.
An appendix is included, giving a short review of the ge-
ometric quantization technique used in the quantization
of the reduced phase space, along with the details of the
calculations for the present case.

I. THE TOY MODEL

We consider the phase space R4 with canonical coor-
dinates q1, q2, p1, p2 and the constraints:

φ ≡ q12
+ q22

+ p2
1 + p2

2 − R
2 = 0 (I.1)

and

χ ≡ p2 = 0 (I.2)

Suppose we regard the constraint φ as the gauge genera-
tor or the first class constraint and χ as the gauge-fixing
condition. The constraint surface Γ∗′ is thus the 2-sphere
S2. The matrix

C ≡ {φ, χ} =

(
0 2q2

−2q2 0

)
(I.3)

is non-singular provided q2 6= 0. This immediately shows
that reduced phase space cannot be Γ∗′. Let us pro-
ceed, nevertheless, and see how to obtain the true re-
duced phase space Γ∗.

The Poisson bracket {.,.} on R4 must be modified to
the Dirac bracket {.,.}* on the constraint surface. This
is given by

{f, g}∗ = {f, g} −
∑
i,j

{f, ξi}C
−1
ij {ξj , g}. (I.4)

where ξi is a second class constraint and f, g ∈ C∞(R4).
The Dirac brackets of the canonical coordinates are

{q1, q2} = −
p1

q2

{q1, p1} = 1 (I.5)

{q2, p1} = −
q1

q2
,

the rest being zero. Introducing the standard coordi-
nates (θ′, ϕ′) on the sphere S2 ∼ Γ∗′, (qi, pi) can be
parametrized as

q1 = R sin θ′ cosϕ′

p1 = R sin θ′ sinϕ′ (I.6)

q2 = R cos θ′

where 0 ≤ θ′ ≤ π and 0 ≤ ϕ′ ≤ 2π. This is singular
at θ′ = π/2 which corresponds to the singularity of the
Dirac brackets (I.6) at q2 = 0, at the equator of the
sphere. The Dirac bracket, which is also the induced
2-form from R4, is

{f, g}∗ =
1

R2 sinθ′ cos θ′

(
∂f

∂θ′
∂g

∂ϕ′
−
∂f

∂ϕ′
∂g

∂θ′

)
(I.7)

defines a symplectic form on Γ∗′ minus the equator: the
constraint surface Γ∗′ is not the reduced phase space.
The reason for this, as shall be demonstrated below, is
that the set of points on Γ∗′ are not in 1–1 correspondence
with the set of inequivalent orbits of φ on the surface
Γ̂ ≡ φ = 0. Also, reduced phase space on which the
above Dirac bracket defines a symplectic structure must
be obtained by a gauge-fixing condition that selects one
point from each orbit O. The χ of eqn.(I.2) does not
satisfy this criterion. This is now shown explicitly.

The orbitsO are the integral curves of the Hamiltonian
vector fields corresponding to φ, which are described by
the differential equations

ẋ = {x, φ}

⇒ q̇i = 2pi, ṗi = −2qi, i = 1, 2. (I.8)

The general solution is

qi(t) = Ai cos(2t− αi), pi(t) = −Ai sin(2t − αi), (I.9)

with Ai > 0, i.e. circles of radii Ai in the qi–pi planes,
with initial conditions specified by the four parameters
(Ai, αi). Not all such sets specify distinct orbits: if
the set (Ai, αi) lies on the orbit generated from the set
(A′i, α

′
i) then the two sets describe the same orbit. This

happens when Ai = A′i 6= 0 and α′i − αi = 2τ − 2nπ
for some t = τ , for each i. If either of the Ai’s is zero
then there is only one orbit. So distinct orbits can be
represented by

q1 = A1 cos(2t− ϕ), p1 = −A1 sin(2t− ϕ),
q2 = A2 cos(2t), p2 = −A2 sin(2t),

(I.10)

where 0 ≤ ϕ ≤ 2π and Ai 6= 0. (Note that A2 = 0
corresponds to just one orbit for all values of ϕ.)

Now if an orbit O lies on Γ̂ we also have A2
1 +A2

2 = R2

so that we can write

A1 = R sin

(
θ

2

)
, A2 = R cos

(
θ

2

)
(I.11)

with 0 ≤ θ ≤ π. The orbits lying on Γ̂ are thus
parametrized by the two angles θ ∈ [0, π] and ϕ ∈ [0, 2π],

so that the space of orbits is Γ̃ = S2.
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The reduced phase space Γ∗ is obtained by a gauge
choice χ = 0 which cuts each of the above orbits once.
The surface p2 = 0 intersects the orbits (I.10) at the
points t = nπ/2 if A2 6= 0 and at q2 = 0 for all t when
A2 = 0. Now q2 = 0 represents one orbit, as discussed
earlier. Note that this is the south pole (θ = π) of the

space of orbits Γ̃ . But the other orbits are intersected
twice, i.e. at q2 = ±A2, corresponding to the upper and
lower hemispheres of the constraint surface Γ∗′. This
means that while the equator (q2 = 0) maps to the south
pole, both the hemispheres (q2 = ±A2) map to the rest

of the sphere Γ̃: this means we are double-counting. So
to get the correct reduced phase space, we must restrict
q2 to be positive (say), so that θ′ lies in [0, π/2] which
is the upper hemisphere alone. Now we get the reduced
phase space as Γ∗ = S2, on which the Dirac bracket (I.7)
actually defines the Poisson bracket–

{f, g}∗ =
4

R2 sin θ

(
∂f

∂θ

∂g

∂ϕ
−
∂f

∂ϕ

∂g

∂θ

)
(I.12)

which is the standard one on a sphere of radius R/2,
with the usual coordinate singularity at the poles. The
symplectic structure induced from that on R4 gives the
same result of course.

So the reduced phase space Γ∗ of the system is S2 after
choosing as the gauge-fixing condition (I.2) together with
the requirement that each gauge orbit is counted as cut
only once.

We now proceed to quantize this system by the two
methods A and B outlined in the Introduction.

II. METHOD A: QUANTIZATION OF THE
REDUCED PHASE SPACE

We have here a phase space, S2, that is not a cotangent
bundle and so canonical methods of quantization cannot
be applied. To quantize this, we use the technique of
geometric quantization [2]. A quick review of this as well
as the calculations for S2 are provided in the appendix.

The sphere is quantizable only if the radius satisfies
the Weil integrality condition: R2 = 2Nh̄, N ∈ Z
(cf. equation A.15 in the appendix).

Working in the complex coordinates (z, z̄) obtained by
stereographic projection through the north pole, the op-
erator corresponding to an observable f satisfying the
quantizability condition (A.29) is given by

f̂ =
2h̄

R2

(
1 + |z|2

)2
(∂z̄f∂z − ∂zf∂z̄)

−
(
1 + |z|2

)
z̄∂z̄f + f (II.1)

(cf. equation A.18). This acts on an (N+1)-dimensional

Hilbert space of sections that are locally given by poly-
nomials in z of order at most N .

There is a natural physical interpretation of this sys-
tem. The phase space S2 can be interpreted as describing
the classical dynamics of the spin degrees of freedom of
a particle, represented by a vector J in R3 such that
J2 = j2. The magnitude of J is preserved and the equa-
tions of motion are understood as being of first order
in the time-derivatives. The components J1, J2 and J3

are given in terms of the holomorphic coordinates on the
sphere of radius j by

J1 = j
z + z̄

1 + |z|2
,

J2 = −ij
z − z̄

1 + |z|2
, (II.2)

J3 = j
|z|2 − 1

1 + |z|2
,

and they satisfy the Lie algebra, {Ja, Jb} = εabcJc, of
SU(2). Upon quantizing, the integrality condition (A.15)
gives

j =
Nh̄

2
, N ∈ Z+, (II.3)

and the spin operators are

Ĵ1 =
h̄

2
[(1− z2)∂z +Nz],

Ĵ2 = i
h̄

2
[(1 + z2)∂z −Nz], (II.4)

Ĵ3 =
h̄

2
[2z∂z −N ].

The Hilbert space is (N + 1)-dimensional. One can

see that
∑
Ĵi

2
= h̄2

4 N(N + 2) = j/h̄(j/h̄ + 1). This is
therefore just the standard quantum theory of an elemen-
tary particle with spin j/h̄, which can take half-integral
values. One can also recover the Pauli matrices as the
representation of the Ji’s in the basis (1, z, . . . , zN).

III. METHOD B: DIRAC QUANTIZATION

The constrained phase space Γ is now quantized by
the Dirac method. Of the two second class constraints
(I.1) and (I.2), one, in this case φ, is chosen to be the
gauge-generating first class constraint while the other (χ
in this case) is a gauge-fixing condition which plays no
essential part in this scheme. Now one quantizes R4 by
the canonical method, i.e., by the association of operators

qa → q̂a = qa, (III.1)

pa → p̂a =
h̄

i

∂

∂qa
, (III.2)
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which act on a Hilbert space of square-integrable wave
functions Ψ(q1, q2). Of these only those represent physi-
cal states that are gauge-invariant. So the operator cor-
responding to the gauge constraint must annihilate these
state vectors (supplementary condition):

φ̂Ψ(q1, q2) = 0 (III.3)

⇒

[
q12 + q22 − h̄2

(
∂2

∂q12 +
∂2

∂q22

)
− R2

]
Ψ = 0 (III.4)

which gives

Ψ(q1, q2) = (const)e−(q12
+q22

)/2Hn(q1)Hm(q2) (III.5)

with

R2 = 2Nh̄, (III.6)

where N = n + m + 1 and n and m are non-negative
integers. The radius is thus quantized as even multiples
of h̄ and since for each R2 = 2Nh̄ there are N possible
states, the Hilbert space is N -dimensional.

The functions f(qa, pa) in R4 that correspond to phys-
ical observables are those that commute with the gauge
generator (the so-called first class observables in Dirac’s
terminology), i.e.,

{φ, f} = 0

⇒ q1
∂f

∂p1

− p1

∂f

∂q1
+ q2

∂f

∂p2

− p2

∂f

∂q2
= 0. (III.7)

In the variables za = qa + iδabpb we have

(za∂za − z̄∂z̄a )f(za, z̄a) = 0, (III.8)

⇒ f(za, z̄b) = (za)ka(z̄b)kb (III.9)

with ∑
a

ka =
∑
b

kb.

For the corresponding quantum operators to be well-
defined, considerations such as that of self-adjointness
may further restrict this class.

For the sake of comparison with the results of the pre-
vious section, let us look at the SU(2) algebra generated
by the following combinations of quadratic operators of
the type ziz̄j :

J1 =
1

4
(z1z̄2 + z2z̄1),

J2 =
1

4i
(z2z̄1 − z1z̄2), (III.10)

J3 =
1

4
(z1z̄1 + z2z̄2).

Quantization, Ji → Ĵi is achieved by za → ẑa and∑
a

Ĵa
2

=
1

16

(
qa2 + pa

2
)2

+
1

4
(ih̄)2

=

(
R2

4

)2

−
h̄2

4

= h̄2

(
N2

4
−

1

4

)
= h̄2

(
N

2
−

1

2

)(
N

2
+

1

2

)
. (III.11)

If this corresponds to h̄2j(j + 1), we get j = (N − 1)/2,
the standard result1.

In the present instance, we find that Dirac quantiza-
tion gives results equivalent to the quantization of the
reduced phase space. In particular, the quantization of
the parameter R, which resulted from the Weil integral-
ity condition in the last section, appears here as a result
of the normalizability of the wave functions.

A. Choice of Constraints

When a system with second class constraints can be
regarded as a gauge theory, half the constraints can be
chosen as first class and generate gauge transformations
and the rest are gauge-fixing conditions. When there
are only two second class constraints as in the example
considered here, one may choose either as the gauge gen-
erator. The choices may give different theories. Dirac
quantization requires no a priori criterion for the choice
of the first class (gauge) constraints. Suppose, in the ex-
ample considered here, that instead of φ one chose χ as
the gauge generator and let φ be the gauge-fixing condi-
tion. The constraint surface Γ∗′ and the singular Dirac
brackets remain unaltered. The orbits O are in this case
the lines q2(t) = q2(0) + t, and again the gauge choice
φ = 0 intersects these at two places: q2(t) = ±q2(0). So
the reduced phase space Γ∗ is again an S2: the upper
hemisphere of Γ∗′ with the (singular) equator mapped to
the south pole; quantization by method A is the same as
before. However, in Method B, the physical states are
obtained by imposing the constraint condition

χ̂Ψ(q1, q2) = 0,

⇒
∂

∂q2
Ψ(q1, q2) = 0, (III.A.1)

1In comparison, geometric quantization gave an (N + 1)-
dimensional Hilbert space for spin N/2. This slight discrep-
ancy can be rectified by incorporating the metaplectic correc-
tion to geometric quantization(see, for example, [4]), where-
upon the two quantization schemes match exactly.

4



i.e. Ψ is a function of q1 alone. The Hilbert space is
infinite-dimensional and quantizable observables are gen-
eral functions of q1, p1 and p2. This quantization is man-
ifestly different from that obtained previously. On the
other hand, suppose we make a different gauge choice:
χ′ ≡ q2 = 0. Γ∗ is the surface q2 = p2 = 0, which is R2

and the Dirac quantization discussed in the beginning of
the section gives the usual quantization on this, so that
methods A and B give equivalent results. So here we see
that method A gives different quantizations for different
gauge choices.

This source of this ‘discrepancy’ can be traced to the
observation made in the introduction regarding the inter-
section of the gauge-fixing surfaces with the gauge orbits.
In the first case considered here, we carefully obtained the
reduced phase space as S3/S1 = S2, and chose a gauge
that selected one 2-sphere for every R. In the second
case, though we were careful in considering only one in-
tersection of the surfaces generated by the gauge choice
φ = 0 with the gauge orbits O, not all orbits are cut. A
gauge choice that intersects all the gauge orbits is χ′ = 0.
So in the former case, one was artificially truncating the
true phase space by an inappropriate gauge choice, and
thereby obtained a different dynamical system.

Now the Dirac quantization method makes no refer-
ence to any gauge-fixing and is determined once the gauge
generators (φi’s) are specified and a supplementary con-
dition is imposed to ensure that the Hilbert space so con-
structed is associated with the true phase space Γ̃. Quan-
tization of the reduced phase space Γ∗ can be expected
to give equivalent results only when Γ∗ is diffeomorphic
(symplectically) to Γ̃. So the gauge-fixing constraints
χi must satisfy not only the condition det{φi, χj} 6= 0,
which ensures the selection of one point from each gauge
orbit locally, but also that the resultant reduced phase
space Γ∗ be diffeomorphic to the space Γ̃ of orbits. This
point may seem obvious in retrospect but in practice one
may miss it get a resultant quantum theory which may
be consistent but not reflect gauge-independence.

IV. DISCUSSION AND CONCLUSIONS

In the context of a simple gauge theory, viz. S2 as a
phase space, we have analyzed and compared two meth-
ods of quantization, viz. quantization of the reduced
phase space and Dirac quantization, and examined a con-
dition for their equivalence.

Another observation refers to quantizability itself. As
is well known, in geometric quantization there exists a
condition on the phase space for quantizability: the Weil
integrality condition must be satisfied if the pre-quantum
bundle is to exist. In the case of S2 this restricts the ra-
dius to discrete values. This slightly counter-intuitive
result is not merely a peculiarity of the geometric ap-

proach. As shown in the present example, this quantiz-
ability condition reappears though in a different guise– it
is a result of the physical Hilbert space being well defined
(square-integrability of the wave functions). This shows
that the quantizability condition is related to the global
topological properties of the phase space.

The comparison of quantizable observables shows that
there exists a restricted class of classical observables
that can be consistently quantized. Conditions of self-
adjointness and operator commutativity with the gauge
generators must also hold rigorously.

Gauge theories are encountered in many contexts and
in particular cases, either method of quantization may
prove convenient. We have not considered the possible
difficulties in applying either of these methods, but as-
suming they have been tided over, one needs to be care-
ful about capturing the true phase space of the Dirac ap-
proach (method B) in the reduced phase space of method
A. Further, restrictions may be encountered in parame-
ters entering the theory via the constraints, for example
R in the present example.

APPENDIX

This is a brief review of geometric quantization and its
application to the quantization of S2.

The classical phase space Γ is a 2n-dimensional sym-
plectic manifold. The symplectic form ω defines a Pois-
son algebra A of observables, which are C∞ functions on
Γ. In formulating a quantization, i.e. a map from A to
the set Q of operators acting on a Hilbert space H, the
basic guidelines were spelt out by Dirac:

• The map A → Q is linear.

•• Constants are mapped to multiples of the identity
operator.

• • • For classical observables fi ∈ A and the corre-
sponding quantum operators f̂i ∈ Q,

[f̂1, f̂2] = kf̂3, f3 = {f1, f2}

where {.,.} is the Poisson bracket and [.,.] is the
commutator. k is some constant, canonically ih̄.

Geometric quantization typically achieves this in two
stages. The first stage, called ‘prequantization’ involves
finding such a map. The prequantum Hilbert space is,
however, too large to be a physically reasonable quantum
description. The wave functions depend on all the phase
space variables, so that the standard Schrödinger descrip-
tion is not obtained even in the case of R2N . Also, group
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representations of elementary systems turn out to be re-
ducible. Hence we need stage two of geometric quantiza-
tion, which is the choice of a polarization of the manifold.

The ‘prequantum’ operator corresponding to f ∈
C∞(Γ) is constructed as follows: in local Darboux co-
ordinates, (qa, pa),

ω = dpa ∧ dq
a (A.1)

= d(padq
a) (A.2)

so that the symplectic potential is

θ = padq
a. (A.3)

The Hamiltonian vector field Xf corresponding to f , is

Xf =
∂f

∂pa
∂qa −

∂f

∂qa
∂pa (A.4)

and

θ(Xf ) = pa
∂f

∂pa
. (A.5)

Then the operator representation of f is

f̂ = −ih̄Xf + θ(Xf ) + f. (A.6)

This acts on sections of a complex line bundle B over Γ,
the connection potential on which is θ/h̄ (the curvature
being ω/h̄). A compatible Hermitian structure (., .) must
be defined on it. Now,

f̂ = −ih̄∇Xf + f. (A.7)

where ∇Xf = Xf −
i
h̄
θ(Xf ). Such a line bundle ex-

ists if and only if ω satisfies the Weil integrality condi-
tion [3]. This might restrict the class of classical phase
spaces that can be quantized in this approach. One way
of stating this condition, for a simply connected mani-
fold, is that the integral of ω/h̄ over any closed, oriented
2-dimensional submanifold of Γ is an integral multiple of
2π.

Stage two of geometric quantization involves the choice
of a polarization P of the manifold. Sections of B con-
stant along the polarization form the quantum Hilbert
space HQ. If the vector fields Xm are tangent to P at
a point m on Γ, then a section s : Γ → B is said to be
polarized if

∇Xms = 0. (A.8)

Thus s is a function of only n variables. So if (s, s) is the
Hermitian product on B, the Hilbert space HQ consists
of polarized sections s such that

〈s, s〉 =

∫
Γ

(s, s)ωn <∞. (A.9)

In this scheme, only those observables can be directly
quantized that preserve the polarization : if s is a polar-
ized section, so must be f̂s, meaning if X is a vector field
tangent to P then we must have

∇X(f̂ s) = f(∇X s) − ih̄∇[X,Xf ]s = 0,

i.e. [X,Xf ] must also be tangent to P .

Further refinements such as half-density quantization
and metaplectic corrections are not considered here as
this level is sufficient for the case in hand.

This is applied to S2 in the following.

The 2-sphere is a symplectic manifold on which the
measure, in spherical coordinates (θ, φ),

ω =
R2

4
sin θdθ ∧ dφ (A.10)

(where R/2 is the radius) serves as the symplectic form
corresponding to the Poisson bracket (I.12). It is more
convenient to look upon S2 as a Kähler manifold with
holomorphic coordinates zi obtained by stereographic
projection through the north (south) poles:

zn = cot

(
θ

2

)
eiφ, zs = tan

(
θ

2

)
e−iφ.

So it is covered by two charts Un and Us both isomorphic
to the complex plane C. Note that zn = 1/zs. Working
in the northern chart, z ∈ Un ≈ C, the symplectic form
is

ωn = −i
R2

2

(
1 + |z|2

)−2
dz ∧ dz̄. (A.11)

The symplectic potential is

θn = −i
R2

2

(
1 + |z|2

)−1
z̄dz. (A.12)

The prequantum line bundle B, which is locally Ui ×
C, must have a curvature ω/h̄. This means that the
transition function cns (on the overlap Un ∩Us) must be
given by

θs − θn = ih̄ d ln cns, (A.13)

which gives

cns = zR
2/2h̄. (A.14)

This is well defined only for R2/2h̄ ∈ Z. This of course
is the Weil integrality condition :
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∫
S2

ω/h̄ = 2Nπ ⇒ R2 = 2Nh̄, N ∈ Z. (A.15)

The Hamiltonian vector field corresponding to a function
f(z, z̄) is

Xf =
2i

R2

(
1 + |z|2

)2
(∂z̄f∂z − ∂zf∂z̄), (A.16)

and

θ(Xf ) =
(
1 + |z|2

)
z̄∂z̄f. (A.17)

So the quantum operator corresponding to f is

f̂ =
2h̄

R2

(
1 + |z|2

)2
(∂z̄f∂z − ∂zf∂z̄)

−
(
1 + |z|2

)
z̄∂z̄f + f. (A.18)

A natural choice of polarization is the Kähler polariza-
tion 2 spanned by the Hamiltonian vector fields generated
by the holomorphic coordinates

Xz = −
2i

R2

(
1 + |z|2

)2
∂z̄. (A.19)

There then exists a scalar K in the neighbourhood of
each point such that the symplectic potential θ given by
(A.17) can be expressed as

θ = −i∂zK, (A.20)

where K = R2

2
ln
(
1 + |z|2

)
. This potential annihilates

the vectors (A.19) i.e., θ(Xz ) = 0, and is said to be
adapted to the polarization. The polarized sections of
B satisfy

∇Xz s(z, z̄) = 0, (A.21)

⇒ ∂z̄s = 0. (A.22)

So HQ consists of holomorphic sections of B . In order
that the wave functions be well defined on all of S2, they
must be well defined in the overlap region Un∩Us, where
they are related by

ψn = cnsψs

i.e.,

ψs

(
1

z

)
= z−Nψn(z). (A.23)

2On S2 there exist no real polarizations.

So ψ(z) must be a polynomial in z of order at most N .
HQ is therefore spanned by the set (1, z, . . . , zN) and is
(N + 1)-dimensional. Given the scalar K of (A.20), the
Hermitian structure on B can then be chosen to be

(s, s) = s̄se−K/h̄. (A.24)

So the inner product on the Hilbert space is given by

〈ψ, ψ〉 =

∫
C

ψ̄ψ
(
1 + |z|2

)−N
ω

=

∫
C

ψ̄ψ
(
1 + |z|2

)−N−2
dzdz̄. (A.25)

A similar result holds for the chart Us.

Quantizable observables f(z, z̄) in this scheme must
satisfy [Xz , Xf ] ∈ P . Now

[Xz , Xf ] =
2i

R2

∂

∂z

( (
1 + |z|2

)2 ∂f
∂z̄

)
Xz

+
2i

R2

∂

∂z̄

( (
1 + |z|2

)2 ∂f
∂z̄

)
Xz̄ . (A.26)

For this to belong to the polarization, the second term
must vanish, i.e.,

∂

∂z̄

( (
1 + |z|2

)2 ∂f(z, z̄)

∂z̄

)
= 0. (A.27)

⇒ f(z, z̄) =
h1(z) + z̄h2(z)

1 + |z|2
. (A.28)

where h1 and h2 are functions of z alone. For such an
observable to be well-defined on all of S2, one requires
that it have the same value in both charts:

h1(z) + z̄h2(z)

1 + |z|2
=
h′1(z′) + z̄′h′2(z′)

1 + |z′|2

which gives

h′1(z) = zh2(1/z)

h′2(z) = zh1(1/z)

where the prime denotes the southern chart. These must
be well defined for all z. Further, restriction to real func-
tions alone gives a general observable the form:

f(z, z̄) =
a+ bz + b̄z̄ + c|z|2

1 + |z|2
(A.29)

where the constants a and c are real and b is complex.
Dynamics in this theory can be dictated by a Hamilto-
nian chosen from this class of observables. This com-
pletes the quantization of S2.
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