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Abstract

After adding auxiliary fields and integrating out the original vari-
ables, the Yang-Mills action can be expressed in terms of local gauge
invariant variables. This method reproduces the known solution of
the two dimensional SU(N ) theory. In more than two dimensions the
action splits into a topological part and a part proportional to αs.
We demonstrate the procedure for SU(2) in three dimensions where
we reproduce a gravity-like theory. We discuss the four dimensional
case as well. We use a cubic expression in the fields as a space-time
metric to obtain a covariant Lagrangian. We also show how the four-
dimensional SU(2) theory can be expressed in terms of a local action
with six degrees of freedom only.
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1 Introduction

One of the fascinating properties of certain quantum field theories is the
existence of a strong-weak duality of the coupling constant[1]. Recently,
various novel dualities were discovered both in the context of supersymmetric
gauge theories[5, 6] and topological field theories [2] as well as in string
theories[7]. In certain theories, like the compactified boson in 2D or the
abelian gauge theory in 4D, the duality transformations were performed by
adding auxiliary fields and integrating out the original variables[3, 4, 5].

In this paper we explore this procedure in non-Abelian non-supersymmetric
Yang-Mills theories. It is well known that the latter do not possess a strong-
weak duality invariance. (In fact such a duality is usually meaningless when
the coupling constant is running.) However, the exciting exact results de-
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rived recently[5] taught us that the study of the resulting action in terms of
the auxiliary fields maybe very fruitful.

After the integration over the original variables, the resulting action can
be expressed in terms of local gauge invariant variables. Having a gauge
invariant description could be important for the large N limit of SU(N)
Yang-Mills theory. The correlation functions of proper gauge invariant vari-
ables vanish as 1/N2 and thus those variables can be considered classical
(Obviously, not every gauge invariant variable has this property). This is
the essence of the original master-field idea[8]. In the approach of Migdal
and Makeenko[9, 10] the gauge invariant variables are the non-local Wil-
son loops. More recently, Gross and Gopakumar[11] suggested a different
approach where the master field is local but not gauge invariant. This mas-
ter field corresponded to the gauge field but as a non-commutative random
variable.

In the present paper we obtain actions with local gauge invariant variables
for the SU(2) theory.

In two-dimensions we obtain, by the above procedure, the SU(N) parti-
tion function on a torus. This corresponds to the well-known result[12][13]
which is given as a sum over representations of SU(N). In our case, each
representation corresponds to a different configuration of the auxiliary field
(whose value becomes quantized).

In more than two dimensions the action that we obtain splits into a
topological field theory plus a term proportional to the coupling constant
αs. The topological field theory describes the flat gauge configurations at
αs = 0. We demonstrate this by reproducing Lunev’s result [19] for the three
dimensional SU(2) theory. It is expressed as a theory similar to 3D gravity
(the topological part) plus a non-covariant coupling proportional to αs.

The topological field theory of flat gauge connections was introduced in
[14] in relation to 2D topological gravity. In [15] theories of flat gauge con-
nections of different groups and forD > 2 where written down. The 2D cases
were then discussed in [16][17]. In [17] the exact instanton expansion of the
2D partition function was obtained by expressing the action as a topological
perturbation (proportional to αs) to the flat gauge connection theory. The
topological theory of flat gauge connections in 4D was recently discussed
in[18] in relation to a twisting of the super-symmetric N = 4 Yang-Mills
theory.

Continuing to 4D in gauge invariant variables, we obtain an expression
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for the SU(2) action in terms of a (non-positive) metric gµν and a chiral
spin-2 field. We then show that we can restrict to conformal metrics and
thus obtain a description of SU(2) in 4D in terms of a local action of six
gauge invariant fields only.

We mention again the related results of Lunev[19][20][21]. In [19] the
gravitational description of 3D SU(2) was found. In [20] a gravity-like theory
of 3D SU(2) was found, but it seems different from our description. In a
recent work [21] more relations between gravity and Yang-Mills theories are
discussed.

The Hamiltonian approach to the gauge invariant description of Yang-
Mills is very interesting [22][23][24]. In this approach the metric is spatial
and the wave functional can be factorized[22].

The paper is organized as follows. In section (2) we describe the general
framework. In section (3) we rederive the 2D partition function of SU(N)
on a torus. In section (4) we discuss SU(2) in 3D and rederive Lunev’s
result[19]. Section (5) is devoted to SU(2) in 4D. We show how SU(2) can
be expressed with only six fields – a chiral spin-2 field and a spin-0 field.
Appendix (A) describes the topology of the auxiliary fields for SU(N) in
2D. Appendix (B) describes an algebraic prescription to rewrite the action
in gauge invariant variables (which we use in section(4)). Appendices (C-D)
describes the detailed calculations for the 4D case.

2 Reformulation of the theory

We start with the Euclidean partition function in a D dimensional space with
a metric gµν

Z(D)
(G) =

∫
[DAµ][DFµν ][DG̃µν ]exp{−

∫ √
g{

1

4αs
Fµν,aF

µν,a

+ iG̃µν,a(F a
µν − ∂µA

a
ν + ∂νA

a
µ − t

abcAb
µA

c
ν)}d

Dx} (1)

where F a
µν is treated as an independent field, G̃µν,a is an anti-symmetric La-

grange multiplier and αs is the strong coupling constant. The anti-symmetric
structure constants are defined as usual

[T a, T b] = itabcT c (2)

3



We proceed for simplicity on a flat toroidal space-time. Integrating over
[DFµν ] we obtain

Z(D)
(G) =

∫
[DAµ][DG̃µν ]e

−
∫
dDx{αsG̃aµν G̃

a
µν+2i∂µG̃aµνA

a
ν−iG̃

a
µν t

abcAbµA
c
ν)} (3)

This action is quadratic in Aa
µ and the quadratic matrix

(G̃)abµν = tabcG̃c
µν (4)

is local in the new field variable G̃c
µν . For D > 2 and a generic field con-

figuration G̃c
µν , it is also a non-singular matrix and we can define its inverse

(G̃−1)abµν:

(G̃−1)abµν(G̃)bcντ = δacδµτ (5)

Integrating [DAµ] we obtain

Z(D>2)
(G) =

∫
[DG̃µν ]

∏
x

(det G̃(x))−1/2e−
∫
dDx{αsG̃aµν G̃

a
µν+i∂µG̃aµσ(G̃−1)abστ∂νG̃

b
τν} (6)

The term ∂µG̃
a
µσ(G̃

−1)abστ∂νG̃
b
τν is invariant only up to a total derivative. After

adding a total derivative we can write the Lagrangian as:

L = αsG̃
a
µνG̃

a
µν + 2iG̃a

µν(G̃
−1)abντ∂µ(G̃)bcτσ(G̃

−1)cdσρ∂αG̃
d
αρ

− 2iG̃a
µν(G̃

−1)abντ∂µ∂σG̃
b
στ − i(G̃

−1)cdνρ∂αG̃
c
αν∂βG̃

d
βρ

= αsG̃
a
µνG̃

a
µν + i(G̃−1)cdνρ∂αG̃

c
αν∂βG̃

d
βρ

− 2i∂µ[G̃
a
µν(G̃

−1)abντ∂σG̃
b
στ ]

(7)

To see that it is gauge invariant we note the following observation. If the
independent variable G̃a

µν were a field strength of some gauge field A
a

µ:

G̃a
µν = ∂µA

a

ν − ∂νA
a

µ − t
abcA

b

µA
c

ν (8)

and if it satisfied an equation of motion (in 4D we could also use the Bianchi
identity and let Ga

µν be the original field strength, but we want to keep the
dimension D general):

DµG̃
a
µν

def
= ∂µG̃

a
µν − t

abcA
b

µG̃
c
µν = 0 (9)
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we could solve for A
a

µ and write

A
a

µ

def
=(G̃−1)abµν∂τG̃

b
τν (10)

Clearly A
a

µ transforms as a gauge field when G̃a
µν transforms in the adjoint

representation. We can thus define

G
a

µν = ∂µA
a

ν − ∂νA
a

µ − t
abcA

b

µA
c

ν (11)

which transforms like G̃a
µν and we can write the Lagrangian as

L = αsG̃
a
µνG̃

a
µν − iG

a

µνG̃
a
µν (12)

which is gauge invariant. The terms in (7) that contain the inverse of G̃ must
be accompanied with a prescription for the pole when G̃ becomes singular.
For this purpose we have to add the gauge-breaking term−ηAa

µA
a
µ to the ac-

tion before integrating, and then take η → 0. This has the effect of replacing
G̃−1 with

(G̃ + iηI)−1 = P
adjG̃

det G̃
− iπδ(det G̃)(adjG̃)sgn(tr{adjG̃}) (13)

where adjG̃
def
= (det G̃)G̃−1. The addition to A

a

µ is

−iπδ(det G̃)(adjG̃)acµν sgn(tr{adjG̃})∂αG̃
a
αµ (14)

and it is seen that this addition does not change the gauge transformation
properties of A

a

µ. When we plug it in (7) we obtain

L = αsG̃
a
µνG̃

a
µν + i(G̃−1)cdνρ∂αG̃

c
αν∂βG̃

d
βρ − 2i∂µ[G̃

a
µν(G̃

−1)abντ∂σG̃
b
στ ]

+ πδ(det(G̃)) sgn(tr{adjG̃})(adjG̃)cdνρ∂αG̃
c
αν∂βG̃

d
βρ

(15)

It is enough to add the pole prescription just in the term (G̃−1)cdνρ∂αG̃
c
αν∂βG̃

d
βρ

and not in the total derivative. It is easy to check that the addition

πδ(det(G̃)) sgn(tr{adjG̃})(adjG̃)cdνρ∂αG̃
c
αν∂βG̃

d
βρ (16)
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Is gauge invariant by itself, because of the δ-function.
When the determinant det(G̃) contains multiple roots (as will be the case

for SU(2) in D = 3 in section (4) where the determinant is a third power
of an algebraic expression, and for SU(2) in D = 4 in section (5) where the
determinant will be quadratic) we will have to be more careful. We will deal
with such a situation in chapter (4).

We have seen that the terms in (7) are local invariants. However it is
an expression that contains derivatives, but doesn’t contain any gauge field.
Thus it must be possible to write it in terms of local algebraic invariants of
G̃a
µν . We will demonstrate this in various cases in the next sections.

At αs = 0 we obtain a topological field theory that describes flat gauge
connections[14, 17]. The Lagrangian −iG

a

µνG̃
a
µν thus describes a topological

field theory. Furthermore, all the manipulations above have been done in
a flat space. It is easy to see that if the term − 1

4αs

∫
dDx{F a

µνF
a
µν} were

missing from (1) we keep general covariance, since we can write the Lagrange
multiplier G̃a

µν term in terms of forms only:∫
tr{G ∧ (F − dA− [A,A])}dDx (17)

where G is now a (D − 2) form. The [DAµ] measure depends on the space-
time metric through its volume form. Since the integral is quadratic and we
just substitute the solution of the equations of motion, we do not destroy
covariance in the topological part of the action

Ltopo = −iG
a

µνG
a
µν (18)

Thus, after we re-write −iG
a

µνG
a
µν in gauge invariant variables, we obtain

a topological field theory that has general covariance. When αs = 0, only
the term

∏
x(det G̃(x))−1/2 in (6) will break general covariance and behave

as a density. We will indeed see in section (4) that for three dimensional
SU(2) we reproduce Lunev’s result [19] and obtain (a “close cousin” of)
three dimensional gravity. Three dimensional gravity itself is known to be a
topological field theory [25]. For four dimensional SU(2) we obtain another
topological field theory. Those theories describe flat gauge connections.

We will start with a discussion of the well-understood two dimensional
Yang-Mills theory in this formalism.
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3 Rederiving the 2D partition function for

SU(N) on a torus

Two dimensional Yang-Mills theory can be solved using several different
methods see for instance [12, 13, 17, 11]. The partition function on a torus
of area A, for a gauge group G is

Z(2D)
(G) =

∑
R

e−
1
2
αsAC2(R) (19)

whereR runs over all representations of the group. It is important to mention
that (19) is obtained after we sum over all G-fibre bundles in the functional
integral. For a torus, the fibre-bundles are characterized by π1(G). Consider
an SU(N) group for G. The difference between SU(N)/ZN and SU(N)
in (19) manifests itself in the functional integral in whether we sum over
all N = #π1(SU(N)/ZN ) bundles or just the trivial bundle, since both
algebras are the same. The representations R of SU(N) are labeled by sets
of increasing natural numbers 0 < l1 < l2 < · · · < lN−1. The second Casimir
is given by

C2(l1, l2, . . . , lN−1) =
1

2

N−1∑
i=1

l2i −
1

2N
(
N−1∑
i=1

li)
2 (20)

3.1 The SU(2) partition function on a torus

Let us begin with SU(2) for which

a = 1, 2, 3

tabc = εabc

G̃a
µν = εµνg

a (21)

Choosing ga locally at x to be in the positive a = 3 direction, i.e. g1 = g2 = 0
and g3 = g, the matrix of the quadratic term in Aa

µ in (4) is then:

0 0 0 0 −ig 0
0 0 0 ig 0 0
0 0 0 0 0 0
0 ig 0 0 0 0
−ig 0 0 0 0 0
0 0 0 0 0 0


(22)
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It has two zero eigenvectors which force two delta functions
∏
ν=1,2 δ(∂µG̃

3
µν),

after an integration over A3
µ. The remaining integral (over A1

µ, A
2
µ) is Gaus-

sian and gives

g−2e−
i
g
εστ (∂µG̃1

µσ∂νG̃
2
ντ−∂µG̃

2
µσ∂νG̃

1
ντ )∆2x (23)

In the case that ga is in a general iso-direction we write

ga = gĝa,
3∑
a=1

ĝaĝa = 1, g ≥ 0 (24)

and obtain ∏
ν

δ(ĝa∂µG
a
µν) =

∏
µ

δ(∂µg) (25)

where we used ĝa∂µĝ
a = 0. The product of delta-functions means that g

is a constant field. However, there is an infinite constant involved because
the arguments of the delta functions are related by εµν∂µ∂νg = 0. Since this
infinite constant is independent of αs or g we disregard it! We decompose
the measure

[DGµν ] =
∏
x,a

dGa
µν(x) =

∏
x

(g(x)2dg(x)(d2ĝ(x)) (26)

and obtain

Z(2D)
(SU(2)) =

∫
dg{

∫
[Dĝ]e−2αsAg2−ig

∫
d2xεµνεabcĝ

a∂µĝb∂ν ĝc} (27)

where A is the area of the torus. Since ĝ is a unit iso-vector, we have the
identity

8πn =
∫
d2xεµνεabcĝ

a∂µĝ
b∂ν ĝ

c (28)

where n is the integer topological number of the map

ĝ : Σ→ S2

from our torus to S2. More precisely n is the rank of the map

ĝ∗ : H2(S2,Z)→ H2(Σ,Z)

The functional integral [Dĝ] decomposes into a sum over integer n. For each
n we have a number vn which is the “volume” of the subspace of maps ĝa with
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topological number n. The vn-s are universal constant numbers, independent
of αs. We assume that they are all equal, and we rescale them to one. We
obtain

Z(2D)
(SU(2)) =

∫ ∞
0

dg
∞∑

n=−∞

e−2αsAg2+8gnπi (29)

where again the equality sign is up to a factor that is independent of αs.
Next we write

Z(2D)
(SU(2)) =

1

2

∫ ∞
0

dg
∞∑

n=−∞

(e−2αsAg2+8gnπi + e−2αsAg2−8gnπi)

=
1

2

∫ ∞
−∞

dg
∞∑

n=−∞

e−2αsAg2+8gnπi (30)

We finally obtain √
π

8αsA

∞∑
n=−∞

e−
8π2

αsA
n2

(31)

which, after a Poisson resummation, differs from (19) by a constant 1
2
. This

constant comes from the g = 0 contribution to the integral. If we had been
more careful with the prescription to pass around the pole g = 0 we would
have obtained the extra 1

2
. We will show this now.

3.1.1 The problem near g = 0

From the formula

Z
(wrong)
(SU(2)) = 2

∫ ∞
0

dg
∞∑

n=−∞

e−2αsAg2+8gnπi

=
1

2

∫ ∞
0

e−2αsAg2
∞∑

m=−∞

δ(g−
m

4
)dg

=
∞∑
m=1

e−
αsAm

2

8 +
1

2
(32)

Where as we should obtain ∑
j=0, 1

2
,...

e−
αsA

8
(2j+1)2

(33)
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So (32) differs from the correct answer just by the contribution of m = 0 or,
what is the same, from the δ(g) that appears in the sum over m. We claim
that this δ(g) appears because of a wrong treatment of the g ≈ 0 region.

At g = 0 the matrix G̃ at (22) becomes zero. For a regularization we add
−ηAa

µA
a
µ to the original Lagrangian. We thus have

L = 2αsg
aga − 2iεµν∂µg

aAa
ν − (igaεabcεµν + ηδbcδµν)A

b
µA

c
ν (34)

The inverse of the quadratic matrix

Mbc
µν = igaεabcεµν + ηδbcδµν (35)

is

(M−1)abµν =
1

η2 + g2
(ηδabδµν − ig

cεabcεµν + η−1gagbδµν) (36)

Integrating out Aa
µ we obtain

+
η

η2 + g2
|∂µg

a|2 +
1

4η(η2 + g2)
|∂µ(g

2)|2 −
i

η2 + g2
εµνε

abcga∂µg
b∂νg

c (37)

For g � η the second term produces the delta function that forces g2 =
const , while the first term can be ignored and the last term produces the
topological invariant. We see that for g � η indeed all topological sectors
appear with the same weight (since the coefficient of |∂µga|2 in the first term
is negligible). Thus for g 6= 0 we indeed get

∑
m6=0 δ(g −

m
4
). However as

g ≈ η the first term |∂µga|2 damps the fluctuations of ĝa. The result of this
is that the sum

∑
n e

8πign is finite, and we do not get the δ(g) term.

3.2 Generalization to SU(N)

Let us choose a Cartan subalgebra of the Lie algebra and denote its generators
by T i with i = 1, . . . , N − 1. The rest of the roots will be denoted by T α.
As in the SU(2) case, where we parameterized 1

2
εµνG̃

a
µν by g and ĝa we now

parameterize εµνG̃a
µν by

G̃a
µν =

1

2
εµν

N−1∑
i=1

Hi(ĝT iĝ−1)a (38)
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where
∑
iH

iT i is an element of the Cartan subalgebra which is conjugate to
G̃a
µν . For generic G̃a

µν , the Hi-s are unique up to the Weyl group SN . ĝ is the
(generically) unique element from the coset

ĝ ∈ SU(N)/U(1)N−1 (39)

where U(1)N−1 represents the Cartan torus in SU(N) that corresponds to
our choice of Cartan subalgebra. ĝ is represented by ĝ ∈ SU(N) such that
ĝ ≡ ĝh for h ∈ U(1)N−1. The matrix G̃(x) has now 2(N − 1) zero modes,
two for each Cartan direction T i. The integration over Ai

µ in the zero mode
direction will, as before, produce a constancy condition:

∂µH
i = 0, i = 1, . . . , N − 1 (40)

Choosing locally at x, ĝ(x) = 1 we find that the remaining terms decouple
for each positive root α:

iAα
ν εµν∂νG

−α + iA−αν εµν∂νG
α − iεµν(

∑
i

α(i)Hi)Aα
νA
−α
µ (41)

where

Gadef=
1

2
εµνG̃

a
µν (42)

After the integration we have in the exponent

∑
α

1∑
i α(i)Hi

εµν∂νG
α∂µG

−α

=
∑
α

1∑
i α(i)Hi

εµν
∑
i,j

HiHj∂νtr{ĝT
iĝ−1T α}∂µtr{ĝT

iĝ−1T−α}

(43)

and in front of the exponent we have

1∏
α(
∑
i α(i)Hi)2

(44)

which cancels with the Jacobian for passing from
∏
a dG

a to
∏
i dH

id(N2−N)ĝ.
In fact, it is the well known square of the Van-Der-Monde of Hi in an appro-
priate basis for the Cartan subalgebra.
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At x, since ĝ(x) = 1 we have∑
i

Hi∂µtr{ĝT
iĝ−1T α} = −

∑
i

Hitr{T i[T α, ĝ−1∂µĝ]}

=
∑
i

Hitr{[T i, T α]ĝ−1∂µĝ} = (
∑
i

α(i)Hi)tr{T αĝ−1∂µĝ}

The exponent (43) reads, at x,∑
α

(
∑
i

α(i)Hi)εµνtr{T
−αĝ−1∂ν ĝ}tr{T

αĝ−1∂µĝ} (45)

Since

ĝ−1∂µĝ =
∑
i

T itr{T iĝ−1∂µĝ}+
∑
α

T−αtr{T αĝ−1∂µĝ}+
∑
α

T αtr{T−αĝ−1∂µĝ}

(46)
we can write the exponent as

iεµν
∑
i

Hitr{T i[ĝ−1∂µĝ, ĝ
−1∂ν ĝ]} (47)

But the expressions

1

2π

∫
εµνtr{T

i[ĝ−1∂µĝ, ĝ
−1∂ν ĝ]}d

2x (48)

are integers. In fact (see Appendix (A)) they are the pullbacks by ĝ of a
basis of the second integer cohomology group H2(SU(N)/U(1)N−1, Z) back
to the torus. So we write

ni =
1

2π

∫
εµνtr{T

i[ĝ−1∂µĝ, ĝ
−1∂ν ĝ]}d

2x (49)

and n1, . . . , nN−1 characterize the topological sector of the map ĝ. We are
left with: ∑

{ni}

∫ 1

N !

∏
i

dHie
−2αs

∑
i,j
HiHjtr{T iT j}−8πi

∑
i
Hini (50)

Using (see Appendix (A))

tr{T iT j} = δij −
1

N
(51)
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and substituting ∑
ni

e−8πiHini =
1

4

∑
li

δ(Hi −
1

4
li), (52)

we obtain
1

4N−1N !

∑
{li}

e−
1
2
αs(
∑N−1

i=1
l2i−

1
N

(
∑N−1

i=1
li)

2) (53)

where the N ! is the size of the Weyl group. Again the remaining terms in
(19-20) come from carefully taking care of the points where the matrix G̃ is
more singular than usual. These are points where

∑
i α(i)Hi = 0 for some

root α. In our case, these are points where Hi = Hj for some i 6= j, or
Hi = 0 for some i. Those points must be excluded from the δ-function as in
the SU(2) case. Defining

D(m1, . . . ,mN)
def
=

1

N

∑
i<j

(mi −mj)
2 (54)

We can write
N−1∑
i=1

l2i −
1

N
(
N−1∑
i=1

li)
2 = D(0, l1, . . . , lN−1) (55)

Noting that D(m1, . . . ,mN) is invariant under permutations and that for any
integer m:

D(m1, . . . ,mN) = D(m1 −m, . . . ,mN −m) (56)

We see that we can write (19-20) as

1

N !

∑
l1, . . . , lN−1

li 6= 0, li 6= lj

e−
1
2
αsAD(0,l1,...,lN) (57)

Which is the same as (53) with the above restrictions on Hi-s.

4 Three dimensional SU(2)

Proceeding to three dimensions, we wish to rewrite the YM Lagrangian in
terms of only gauge invariant variables.

13



We define the “ magnetic” field Ba
i by

G̃a
ij = εijkB

a
k (58)

The final variables will be bilinear in the field strength. We further define
the symmetric semi-positive matrix

Tij
def
=Ba

iB
a
j (59)

We mention in advance a puzzle that might arise about our plan. It is
known[26, 27] that in three dimensions the invariant bilinears Tij are not
enough to completely describe a gauge configuration Aa

i that yields Ba
i .

Namely, there can be two different configurations of Aa
i with identical Tij

but different Ba
i (DjBk)a where Dj is the covariant derivative (although this

is not the generic situation) [27]. In our case, however, it is important to
remember that the Tij-s are not bilinear in the original field strength but in
the auxiliary fields, thus there is no conflict.

4.1 The action

In general the inverse matrix G̃−1 can be expressed as a rational function
in G̃a

µν with a denominator that is det(G̃) of degree D(N2 − 1). For three-
dimensional SU(2) we can reduce the degree from 9 to 3. This is related to
the fact that det(G̃) is a third power of a cubic polynomial. Defining

∆
def
=

1

6
εabcεijkB

a
iB

b
jB

c
k (60)

we have
∆2 = det(Tij) (61)

we get

(G̃−1)abij =
1

2∆
(Ba

iB
b
j − 2Ba

jB
b
i ) (62)

Plugging this in (7) we obtain

εijpB
a
pG

a

ij =
1

∆
εklmεpjiTpk∂i∂mTjl +

1

∆
Tkpεklmεpij∂mTlj∂i log ∆

+
1

4∆
DijTst(εslpεtmk − εspkεtlm)∂pTki∂mTlj +

3

4∆
εklmεpij∂pTki∂mTlj

(63)
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where

Dij =
1

2∆2
εjstεilmTslTmt

TijDjk = δik

After integration by parts the topological part of the action takes the form

S = i
∫
{

1

4∆
DijTst(εslpεtmk − εspkεtlm)∂pTki∂mTlj

−
1

4∆
εklmεpij∂pTki∂mTlj} (64)

This reproduces the result of Lunev[19] since it is easy to check that if we
take gij = Tij to be the metric, then we can write

L = i
√
gR (65)

where R is the curvature built out of the metric. We see that we get a
topological theory (3D gravity) as expected.

There are still two more things to be taken care of: The first has to
do with the fact that ∆ can have either ± sign, where as

√
g is defined to

be positive. The second and related problem, is the prescription of passing
around zeroes of ∆.

4.2 Going round ∆ = 0

It remains to calculate the analog of (16). Since det(G̃) is a cubic power, (16)
has to be modified. We can write

(G̃−1)abij =
1

∆
Kab
ij

Kab
ij

def
=

1

2
(Ba

iB
b
j − 2Ba

jB
b
i )

Now we can write the addition due to the pole prescription as

δLPP = πδ(∆) sgn(tr{adjK})Kab
ij εipk∂pB

a
kεjql∂qB

b
l (66)

We can put
sgn(tr{adjK}) = −sgn(Ba

i B
a
i ) = −1 (67)
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and obtain
δLPP = −πδ(∆)Kab

ij εipk∂pB
a
kεjql∂qB

b
l (68)

which is invariant at points x where ∆(x) = 0. At such a point there is a
direction n̂i such that

Ba
i n̂i = 0, a = 1, 2, 3 (69)

We can write the invariant projection matrix on this direction as

Pij
def
= n̂in̂j =

TikTkj − TkkTij
1
2
(TkkTll − TklTlk)

+ δij (70)

which can easily be checked by diagonalizing Tij. Next, choose for simplicity

n̂ in the x̂3 direction, i.e. n̂i = δi3. We denote by î, ĵ, k̂, . . . indices that run
only on 1, 2. We further denote

εîĵ
def
= εîĵ3 (71)

and use

Kab
îĵ
εĵl̂∂3B

b
l̂

= −
1

2
εĵl̂B

a
ĵ
∂3Tl̂̂i at x = 0

∂iTj3 = Ba
j ∂iB

a
3 at x = 0

We find

Kab
ij εipk∂pB

a
kεjql∂qB

b
l = −

1

4
εĵl̂εîk̂∂3Tĵk̂∂3Tl̂̂i

+εĵl̂εîk̂∂k̂Tĵ3∂3Tl̂̂i +
1

2
εĵl̂εîk̂∂k̂Tî3∂l̂Tĵ3 − εĵl̂εîk̂∂k̂Tĵ3∂l̂Tî3

Using the invariant projection operator we can write this as

δLPP = −πδ(∆)PpqPstεjlpεikq(∂kTjs∂tTli

−
1

4
∂sTjk∂tTli +

1

2
∂kTis∂lTjt − ∂kTjs∂lTit)

Pij
def
= n̂in̂j =

TikTkj − TkkTij
1
2
(TkkTll − TklTlk)

+ δij

(72)
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4.3 The full functional integral

The local change of variables from Ba
i to Tij is of course accompanied by a

Jacobian which joins with the factor

1√
det(G̃)

= ∆−3/2 (73)

The Jacobian of the transformation is

J(T )
def
=
∫ ∏

i≤j

δ(Tij −B
a
i B

a
j )
∏
dBa

i = const × det(T )−1/2 = const × |∆|−1

(74)
The functional integral now looks like∑

sgn(∆(x))

∫
[DTij]

∏
x

(
1
√

∆3
)exp{−

∫
(
iS(Tij)

∆
− αstr{T})} (75)

where the generally covariant integration measure is

[DTij ]
def
=
∏
x

(
1
√
T

∏
i≤j

dTij) =
∏
x

(|∆|−1
∏
i≤j

dTij) (76)

There are several problems with this action because of the sum over the
sign of each ∆. The entire space is divided into regions separated by surfaces
where ∆ = 0. In each region, we have to sum over the global sign of ∆ in that
region. In the vicinity of the surfaces of zero ∆ we have to put in the addition
(72). The problems arise because of two reasons. First, when we choose the
negative sign for ∆, the term 1√

∆3
contains an extra i. Since we have to

multiply those terms for every x, there is a phase ambiguity. Furthermore,
at the boundaries ∆ = 0 and 1√

∆3
gives an infinite contribution.

We will now propose a way out, though we do not know if it is really well
defined. The problems really started because we changed the order of the
integration in (1), which is not absolutely converging. The pole prescription
(13) makes the integral absolutely converging but is not enough to settle the
phase ambiguity in (75). We propose to put the problematic term 1√

∆3
back

into the exponential where it came from, by adding an invariant field φ and
write∑
sgn(∆(x))

∫
[Dφ]

∫
[DTij]exp{−

∫
(
iS(Tij)

∆
−πδ(∆)P (Tij)−αstr{T}− i∆

3φ2)}

(77)
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where we added the pole prescription term πδ(∆)P (Tij) from (72). The
integration over φ should be performed at the end, and can be done with a
regulator −ηφ2.

5 Four dimensional SU(2)

In four dimensions, our invariant variables will again be bilinear expressions
in the field strength. However, as there are D(D − 1)/2 = 6 field strengths,
there are 21 bilinear variables. Under O(4) they decompose into real repre-
sentations as

21 = 1⊕ 1⊕ 9⊕ 10 (78)

(the two 1-s are Ga
µνG

a
µν and G̃a

µνG
a
µν , the 9 is the traceless symmetric tensor

Ga
µτG

a
τν − (trace), and 10 = 5⊕ 5∗ where (5∗) 5 is the product of two (anti-

)self-dual parts (minus trace). The number of degrees of freedom minus gauge
degrees is 3 ∗ 6− 3 = 15 so we have to use an overcomplete set of variables
if we wish to use only bilinear variables and keep O(4) invariance.

Although the representation 5 describes self-dual tensors, there is a way to
use it without the anti-self-dual parts. We will see shortly that a combination
that is cubic in the field strength describes a (non-positive) metric which
makes the field strengths Ga

µν self-dual!

5.1 Algebraic identities

Our aim is again to write (7) in terms of gauge invariant variables. We start
with some interesting algebraic properties of our SU(2) variables. The alge-
braic facts in this subsection, can all be checked with a tedious but straight-
forward calculation.

Recalling that

Ga
µν =

1

2
εµνστ G̃

a
στ (79)

The equation for the inverse is:

(G̃−1)abµν =
1

∆
[
1

8
(Ga

αβG̃
b
γδ −G

b
αβG̃

a
γδ)(ε

defGd
µνG̃

e
αβG

f
γδ)

−
1

6
Ga
γδG̃

b
γδ(ε

defGd
µαG̃

e
αβG

f
βν)] (80)
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∆ =
1

48
(εabcGa

αβG
b
γδG

c
στ )(ε

def G̃d
αβG̃

e
γδG̃

f
στ ) (81)

The determinant is

det(G̃) =
∆2

4
(82)

We further define a symmetric tensor

gµν =
1

3∆1/3
εdefGd

µαG̃
e
αβG

f
βν (83)

gµν =
2

3∆2/3
εdef G̃d

µαG
e
αβG̃

f
βν (84)

As the notation suggests gµν is a symmetric tensor (10 components) and gµν

is its inverse. We have

det
4×4

(gµν) =
1

4
∆2/3 (85)

The ∆ scalings in (83-84) have been chosen so that gµν will be a covariant
tensor. The metric (83) has the important property that it makes the field
strengths self-dual.

1

2
√
g
εαβτσgµαgνβG

a
τσ = Ga

µν (86)

Actually, the distinction between self-dual and anti-self-dual here is just what
sign we take in

√
g = ±1

2
∆−2/3. Since the metric gµν is not necessarily

positive definite, we can choose either sign, and we need to sum over a global
sign, just like the summation over signs in the 3D case in (75).

5.2 Gauge invariant variables

Up to now we have not paid much attention to the distinction between covari-
ant and contra-variant tensors, because we were working in flat Euclidean
space-time. Now that we have chosen the metric (83) we will make this
distinction. The original field Ga

µν is by definition covariant. We now define

F a
µν

def
= Ga

µν = gµαgνβG̃
αβ,a

F µν,a def
= gµαgνβGa

αβ = G̃αβ,a

From now on, raising and lowering of indices are with respect to (83-84).
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We can write (80) as:

(G̃−1)abµν = −
1

2
gαβF a

µαF
b
βν −

1

4
F αβ,aF b

αβ gµν (87)

The 10 fields of the metric gµν plus the 5 fields of the traceless, gµν-self-
dual tensor

Wµνστ = F a
µνF

a
στ −

1

24
√
g
εαβγδF a

αβF
a
γδ(gµσgντ − gµτ gνσ +

√
gεµνστ )

(88)

form 15 independent variables, which is exactly the number of degrees of
freedom that are left after eliminating the gauge degrees. We note, however,
that the metric (83) is not necessarily positive definite.

The topological Lagrangian (7) can be written in terms of the “metric”
and the field Wµνστ . The resulting expression is rather cumbersome, and is
described in appendix (C). We define

Φ
def
=

1

24
√
g
εµνστGa

µνG
a
στ (89)

Φ is a scalar field which, given that metric, can be written in terms of the
chiral spin-2 field W . We show this in Appendix (D).

The non-covariant αs-dependent term is

αsG
a
µνG

a
µν = αsδ

µσδντG̃a
µνG̃

a
στ

= αsδ
µσδντ{Wµνστ + (gµσgντ − gµτgνσ)Φ} (90)

where we used (88) and (89).

5.3 Reduction to conformal metrics

So far we have a description with 10 + 5 fields. However, we can in fact,
restrict to conformal metrics. What happens if in (1) we restrict G̃a

µν to be
self-dual? This corresponds to an original Yang-Mills action

1

4αs

∫
F a
µνF

a
µνd

4x−
1

4αs

∫
F a
µνF̃

a
µνd

4x (91)
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Note that θ angle is imaginary. When we restrict to a trivial SU(2)-bundle,
the instanton number is zero and we may drop the θ-term. For non-trivial
bundles, we have to be more careful in the [DAµ] integration in (1) that
produces (7) .We will elaborate on those matters in a later work[30]. Note
that when the Ga

µν-s are self-dual
√
g 6= 0 everywhere, the instanton number

must be trivial since the three fields Ga
14, G

a
24, G

a
34 are linearly independent

and establish a frame of the associated rank-3 vector bundle.
When G̃a

µν is self dual, the metric (83) is conformal.

gµν = ψδµν (92)

The action can thus be expressed in terms of the six fields: the spin-2 self-
dual Wµνστ (5 fields) and the spin-0 ψ. The resulting action can be derived
from the formula in appendix (C). This will be described in more detail in a
future publication[30].

6 Discussion

We have explored the description of Yang-Mills theory in terms of the aux-
iliary “dual” variables. We have seen that in two dimensions this formalism
reproduces the known solution[12, 13] of the torus partition function. The
conjugacy class of the dual field becomes constant (over space) and quan-
tized. The sum over representations of SU(N) in [12, 13] corresponds to a
sum over the quantized values of the conjugacy class of the auxiliary field.
This may be compared to an instanton expansion[17] which gives the Poisson
resummed partition function.

In the three dimensional SU(2) gauge theory, we showed that the action
can be expressed as a sum of 3D gravity[19] plus a non-covariant coupling.
We have seen that there is an extra non-covariant contribution from the
(det G̃)−1/2 in (6) which arose from the Gaussian integration.

The generalization to 4D is interesting because it separates the action
again into a topological generally covariant action (which describes the pure
gauge configurations) plus an action proportional to αs. We have expressed
it in terms of a complicated, albeit local, Lagrangian that contains a (non-
positive) 4D metric and a spin-2 self-dual tensor. It appears to be different
from Lunev’s gauge invariant formulation of 4D SU(2) [20]. Restricting to
zero instanton number, the metric becomes conformal. Thus, the sector of the
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SU(2) theory with a trivial gauge bundle can be transformed into a theory
with a local Lagrangian with 6 degrees of freedom – five from the spin-2 self-
dual tensor and an additional degree of freedom from the conformal metric.
We intend to elaborate on this description in a later paper [30].

It is an interesting algebraic problem to express the Lagrangian (7) for
general SU(N) in terms of local gauge invariant variables in such a way that
is suitable for a large N expansion.

It is also interesting to relate the Lagrangian (7) to the Hamiltonian
approach of [22, 23].

Finally, for the 3D theory, in a recent work Das and Wadia[29] have
generalized Polyakov’s result[28] and have shown how “dressed” monopoles
generate confinement. It is interesting to extract from the Lagrangian (7)
that part of the action that corresponds to just integrating over the collec-
tive coordinates of the monopoles in [DAµ] in (3) and compare to the full
Lagrangian.
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Appendix A: On the cohomologyH2(SU(N)/U(1)N−1)

From the fibre bundle

U(1)N−1 −→ SU(N)
↓

SU(N)/U(1)N−1

(93)

We obtain, by standard spectral sequence arguments, a basis forH2(SU(N)/U(1)N−1) =
ZN−1. Let the (N − 1) U(1)-s correspond to a Cartan torus, which is gener-
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ated by T i, i = 1, . . . , N − 1 in the Cartan subalgebra. We choose

T i =



0 · · · 0 · · · 0
...

. . .
...

...
0 · · · 1(i,i) · · · 0
...

...
. . .

...
0 · · · 0 · · · 0

−
1

N
I (94)

so that

tr{T iT j} = δij −
1

N
(95)

We construct the i-th generator of H2 as the Chern class of the projection

SU(N)

Wi ⊗ZN

πi−→
SU(N)

U(1)N−1
(96)

where Wi is generated by the eiT -s with T is the Cartan subalgebra such that
tr{TT i} = 0. To write the Chern class explicitly let

A(i) = tr{T ig−1dg}, g ≡ gh for h ∈Wi ⊗ZN (97)

A(i) is a one-form field that is well defined for g ≡ gh when

h ∈Wi ⊗ZN (98)

and transforms as a U(1)i gauge field for h ∈ U(1)i. The two-form dA(i) is
the desired Chern class

C(i) = dA(i) = tr{T i(g−1dg) ∧ (g−1dg)} (99)

which is well defined for g ≡ gh with h ∈ U(1)N−1. Standard spectral
sequence arguments show that the C(i) span H2 and that H1 = 0. Since
every map from a two dimensional CW-complex to another CW-complex
can be homotopically pushed to the two-skeleton of the target complex, we
see that the maps f from the torus to SU(N)/U(1)N−1 are characterized by
the N − 1 integer classes of f∗C(i) on the torus.
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Appendix B: On SU(2) gauge invariant expres-

sions

We are given an expression of the form

R = Sa,bij,µν(F )∂µF
a
i ∂νF

b
j +W a

i,µν(F )∂µ∂νF
a
i (100)

where Sa,bij,µν(F ) and W a
i,µν(F ) are local algebraic expressions in F a

i with
a = 1, 2, 3 an SU(2) index and i = 1, . . . , K (with K = D(D − 1)/2 for
our purposes). Supposing that R is gauge invariant under local gauge trans-
formations which transform the F a

i as

δηF
a
i = εabcηbF c

i (101)

Our goal is to write (100) in a manifestly invariant form, i.e.

R =
∑
(α)

$(α),µν∂µς(α)∂νϕ(α) +
∑
(α)

%(α),µν∂µ∂νϑ(α) (102)

where$(α),µν,%(α)(β),µν, ϑ(α) and ς(α) are gauge invariant algebraic expressions.
By substituting (101) in (100) it is clear that for each µν

W a
i,µν(F )

d

dt
F a
i (103)

(where now we treat F a
i (t) as depending on a single parameter t) is also gauge

invariant. So our first task will be to write (103) as∑
(α)

%̃(α),µν

d

dt
ϑ̃(α) (104)

We then subtract from R ∑
(α)

%̃(α),µν∂µ∂νϑ̃(α) (105)

The resulting expression does not contain second derivatives and is still gauge
invariant. Thus the problem reduces to writing invariantly the two separate
expressions:

W (t)
def
= W a

i (F )
d

dt
F a
i (106)

S(xµ)
def
= Sa,bij,µν(F )∂µF

a
i ∂νF

b
j (107)

We will separate the discussion to K = 3 and K > 3.
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Three field strengths: K = 3

In this case the matrix F a
i is a 3 × 3 matrix and is generically invertible.

Denote the inverse by Ra
i

Ra
i =

1

2∆
εabcεijkF

b
jF

c
k

∆ =
1

6
εabcεijkF

a
i F

b
j F

c
k = det(F )

F a
i R

a
j = δij

F a
i F

b
i = δab

We can now write

W a
i = (W b

i R
b
k)F

a
k

def
=WikF

a
k (108)

Sa,bij,µν = (Sc,dij,µνR
c
kR

d
l )F

a
kF

b
l

def
=Sijkl,µνF

a
kF

b
l (109)

The newly defined quantitiesWik, Sijkl,µν are algebraic gauge invariants. Now
the gauge invariant expressions (106-107) read

W (t) = Wik(F )F a
k

d

dt
F a
i (110)

S(xµ) = Sijkl,µν(F )F a
kF

b
l ∂µF

a
i ∂νF

b
j (111)

Sijkl,µν = Sjilk,νµ (112)

Now we use gauge invariance (and the symmetry of S) to obtain

Wikε
abcF a

k F
b
i = 0 (113)

Sijkl,µνε
abcF a

k F
b
i = 0 (114)

where in the second equation we used the fact that F b
l is (generically) a

nonsingular matrix, and also that ∂νF b
j is generic. Finally, since

εabcF a
kF

b
i F

c
j = εijk∆ (115)

and generically ∆ 6= 0 we obtain

Wik = Wki

Sijkl,µν = Skjil,µν
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Using

Tij
def
=F a

i F
a
k (116)

we can write

W (t) =
1

2
Wik(F )

d

dt
(F a

kF
a
i ) =

1

2
Wik(F )

d

dt
Tik (117)

S(xµ) =
1

4
Sijkl,µν(F )∂µTik∂νTlj (118)

Which is explicitly invariant.

More than three field strengths: K > 3

We will limit ourselves to W (t). The other invariant S is manipulated simi-
larly. Define the 3× 3 matrix

Mabdef=F a
i F

b
i (119)

It is generically non-singular. The inverse of a 3× 3 matrix M is given, by
the Cayley-Hamilton theorem:

M−1 =
1

Λ
(M2 − tr{M}M +

1

2
(tr{M}2 − tr{M2})I) (120)

Λ = det(M) =
1

3
tr{M3} −

1

2
tr{M}tr{M2}+

1

6
tr{M}3 (121)

and using this we can write

W a
i = W b

i (M
−1)bcMca = (W b

i (M
−1)bcF c

k)F
a
k (122)

So defining the gauge invariant algebraic expression

Wik
def
=W b

i (M
−1)bcF c

k (123)

we get

W (t) = WikF
a
k

d

dt
F a
i (124)

Since W (t) is supposed to be gauge invariant we have

Wikε
abcF a

i F
b
k = 0 (125)
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for c = 1, 2, 3. We can decompose Wik into symmetric and anti-symmetric
parts

W
(A)
ik

def
=

1

2
(Wik −Wki)

W
(S)
ik

def
=

1

2
(Wik +Wki)

When we plug the symmetric part into W (t) we get the gauge invariant
expression

W (S)(t) =
1

2
W

(S)
ik (F )

d

dt
(F a

kF
a
i ) =

1

2
Wik(F )

d

dt
Tik (126)

So from now on we will assume that Wik is anti-symmetric, Wik = −Wki.
Defining

Rc
ik

def
= εabcF a

i F
b
k (127)

which is antisymmetric in ik. (125) expresses the fact that the K(K − 1)/2
vector Wij is orthogonal to the three vectors Rc

ik. We need a projection
operator on the space that is orthogonal toRc

ik. Such a projection operator is
given as follows. SupposeWij is anti-symmetric but not necessarily satisfying
(125), then

Vij = Wij − 3µ−1WklKklmKijm (128)

µ = KklmKklm (129)

where

T12
def
= G̃a

1G̃
a
2 (130)

K123
def
= εdef G̃d

1G̃
e
2G̃

f
3 (131)

If Wij satisfies (125) then Vij = Wij. Furthermore, for any Wij, not necessar-
ily satisfying (125) we have VikεabcF a

i F
b
k = 0. Thus it has to be that for any

Wij the expression VikF a
k
d
dt
F a
i can be written in a manifestly invariant way.

This is indeed so. Define

Uij
def
= TikTkj = (T2)ij

Gij
def
= TikTklTlj = (T3)ij
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T
def
= Tii = tr{T}

U
def
= Uii = tr{T2}

G
def
= Gii = tr{T3}

µ
def
= T 3 − 3UT + 2G = 6detMab

Pij
def
=6µ−1(Gij − TUij +

1

2
(T 2 − U)Tij) (132)

Pij is a projection operator and satisfies

PijF
a
j = F a

j (133)

Now we can write

VijF
a
j

d

dt
F a
i = (Wij − 3µ−1WklKklmKijm)F a

i

d

dt
F a
j

= −2PikWij

d

dt
Tkj + 6µ−1(TlmKmik −

1

2
TKlik)Wij

d

dt
Kklj

(134)

which is written in terms of local invariant objects.

Appendix C: Expressing L in terms of Wµνστ

and gµν

In appendix (B) we described in general how to write SU(N) Lagrangians
like (7) in gauge invariant variables. We saw that the D = 3 case is simpler
because the field strength Ga

µν can be thought of as a 3 × 3 matrix (three
values of a, and three values of µν). In higher dimensions, D > 3 this is
not the case and we had more complications. However, for D = 4, we have
seen in section (5), that when passing to the special metric (83), the field
strength becomes self-dual. Thus, given the metric, there are only three
linearly independent µν-s, and F a

µν is effectively a 3× 3 matrix.
We shall now describe in detail how the invariant Lagrangian is obtained.

We start with the topological part of (7):

Ltopo = 2G̃a
µν(G̃

−1)abντ∂µ(G̃)
bc
τσ(G̃

−1)cdσρ∂αG̃
d
αρ

− 2G̃a
µν(G̃

−1)abντ∂µ∂σG̃
b
στ − (G̃−1)cdνρ∂αG̃

c
αν∂βG̃

d
βρ
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Since the topological part is independent of the metric we pick our special
induced metric (83) and write

Ltopo = 2F µν,a(G̃−1)abντ ε
bce∇µF

τσ,e(G̃−1)cdσρ∇αF
αρ,d

− 2F µν,a(G̃−1)abντ∇µ∇σF
στ ,b − (G̃−1)cdνρ∇αF

αν,c∇βF
βρ,d

where ∇µ is the covariant derivative with respect to that metric. We substi-
tute our covariant expression for (G̃−1)abµν and obtain

Ltopo = L1 + L2 + L3

L1 =
1

2
Fν

γ,cF d
γρ∇αF

αν,c∇βF
βρ,d +

1

4
F αβ,cF d

αβgνρ∇αF
αν,c∇βF

βρ,d

L2 = Fν
γ,aF b

γτF
µν,a∇µ∇ρF

ρτ,b +
1

2
F µ

τ
aF αβ,aF b

αβ∇µ∇σF
στ,b

L3 =
1

2
F µν,aFν

γ,aF b
γτε

bce∇µF
τσ,eFσ

γ,cF d
γρ∇αF

αρ,d

+
1

4
F µν,aFν

γ,aF b
γτε

bce∇µF
τ
σ
eF γδ,cF d

γδ∇αF
ασ,d

+
1

4
F µ

τ
aF αβ,aF b

αβε
bce∇µF

τσ,eFσ
γ,cF d

γρ∇αF
αρ,d

+
1

8
F µ

τ
aF αβ,aF b

αβε
bce∇µF

τ
σ
eF γδ,cF d

γδ∇αF
ασ,d

It is tedious though straight-forward to check the identity

Fµ
γ,aF a

γν = −3Φgµν

We use it to express L2 as

L2 = L′2 +
3

2
Φ∇µ∇µΦ−RΦ2 +

1

16
R(W 2)

−
1

4
ΦRµνστW

µνστ −
1

8
RµνστW

στ
αβW

αβστ

+
1

4
Wαβµ

τ∇µ∇σWαβστ +
1

4
Wαβσ

τ∇
µ∇σWαβµτ −

1

4
Wαβγδ∇µ∇µWαβγδ

L′2 = −
1

2
Φ∇µF

µ
τ
b∇σF

στ,b −
1

2
Φ∇σF

µ
τ
b∇µF

στ ,b

−
1

2
Wαβµ

τ∇µF
b
αβ∇σF

στ,b −
1

2
Wαβµ

τ∇σF
b
αβ∇µF

στ,b

+
1

2
Wαβγδ∇µF b

αβ∇µF
b
γδ
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where R is the curvature:

Rαβγδ = gδµ(∂αΓ
µ
βγ − ∂βΓ

µ
αγ + ΓµασΓ

σ
βγ − ΓµβσΓ

σ
αγ)

Rαβ = gγδRαγβδ

R = gαβRαβ

Now we repeat the arguments of appendix (B) for the D = 3 case to argue
that if an expression of the form

Υ{µν,αβ,κ},{στ,γδ,ρ}F
µν,a∇κF αβ,aF στ,b∇ρF γδ,b (135)

is gauge invariant, it can be written as

1

4
Υ{µν,αβ,κ},{στ,γδ,ρ}∇

κV µναβ∇ρV στγδ (136)

where

hµνστ
def
= gµσgντ − gµτgνσ +

√
gεµνστ

Φ =
1

24
√
g
εµνστF a

µνF
a
στ

Vµνστ
def
= Wµνστ + Φhµνστ

In order to express our Lagrangian in a suitable form we need two more
identities that can all be induced from the 3 × 3 nature of the matrices
involved (see e.g. appendix (D)). For L3 we need

εabcF b
µτF

c
σγ = Ψµτ ,σγ,αβF

αβ,a (137)

with

Ψµτ ,σγ,αβ =

1

16
(W 2)αβτγgµσ −

1

16
(W 2)αβτσgµγ −

1

16
(W 2)αβµγgτσ +

1

16
(W 2)αβµσgτγ

−
1

4
ΦWαβτγgµσ +

1

4
ΦWαβτσgµγ +

1

4
ΦWαβµγgτσ −

1

4
ΦWαβµσgτγ

+ (
1

4
Φ2 −

1

128
(W 2))(hαβτγgµσ − hαβτσgµγ − hαβµγgτσ + hαβµσgτγ)
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(W 2)µνστ
def
= Wµν

αβWαβστ

(W 2)
def
= W µνστWµνστ

For L2 we need
δab = ϑµνστF

µν,aF στ,b (138)

ϑµνστ
def
=

1

64
(W 2)µνστ −

1

16
ΦWµνστ +

1

16
(Φ2 −

1

32
(W 2))hµνστ (139)

Putting everything together we get the expression fo the Lagrangian:

3

8
Φ∇µ∇µΦ−RΦ2 +

1

16
R(W 2)−

1

4
ΦRµνστW

µνστ −
1

8
RµνστW

στ
αβW

αβστ

+
1

4
Wαβµ

τ∇µ∇σWαβστ +
1

4
Wαβσ

τ∇
µ∇σWαβµτ −

1

4
Wαβγδ∇µ∇µWαβγδ

+
1

16
∇αV

ανγδ∇βVβνγδ −
1

8
Φgγδϑµνστ∇αV

αγµν∇βV
βδστ

−
1

8
Φgγδϑµνστ∇βV

αγµν∇αV
βδστ −

1

8
Wαβµ

τϑγδνσ∇µV
γδ
αβ∇ρV

ρτνσ

−
1

8
Wαβµ

τϑγδνσ∇ρV
γδ
αβ∇µV

ρτνσ +
1

8
Wαβγδϑµνστ∇

µV µν
αβ∇µV

στ
γδ

−
3

8
ΦΨµτ ,σα,βδ∇

µV βδτσ∇αΦ−
1

16
ΦΨµτ ,σγ,βδ∇

µV βδτρ∇αV
σγα

ρ

+
3

16
Wαβµ

τΨαβ,σρ,γδ∇µV
γδτσ∇ρΦ +

1

32
Wαβµ

τΨαβ,σρ,γδ∇µV
γδτν∇κV

σρκ
ν

with

Appendix D: Expressing Φ in terms of Wµνστ

Wµνστ and Φ are defined as

Wµνστ = F a
µνF

a
στ −

1

24
√
g
εαβγδF a

αβF
a
γδ(gµσgντ − gµτ gνσ +

√
gεµνστ )

Φ =
1

24
√
g
εµνστF a

µνF
a
στ

Define the 3× 3 matrix

Mabdef=
1

8
√
g
εµνστF a

µνF
b
στ (140)
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It is easy to see that

detM =
∆

8
√
g3 = 1 (141)

Let λ1, λ2, λ3 be the three eigen-values of M. Then

Φ =
1

3
(λ1 + λ2 + λ3)

1 = λ1λ2λ3

thus we need two more relations among λ1, λ2, λ3 to determine Φ. Using the
self-duality of W we have

1

16
W µνστWµνστ = (

1

4
√
g
)2εµναβεστγδWµνστWαβγδ = tr{M2} − 3Φ2 (142)

From a similar equation for tr{M3}

tr{M3} =
1

64
W µνστWµν

αβWαβστ +
3

16
ΦW µνστWµνστ + 3Φ2 (143)

we find that Φ is the solution of the cubic equation

Φ3 − AΦ− B = 0 (144)

with

A =
1

32
W µνστWµνστ

B = 1−
1

192
W µνστWµν

αβWαβστ
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