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Abstract

The data in an accelerator control system is not only important
for the control processes but also serves as the primary source of
information required for the understanding of the accelerator’s
behaviour. The management of this resource is therefore fun-
damental to accelerator performance and in recent years there
have been technol ogical devel opmentswhich have made new ap-
proaches feasible. Thispaper reviewstheimpact of database and
related technologies on accelerator operation and performance,
their implementation and the implications of their use.

I. INTRODUCTION

Operating databases for accelerator control has a scope much
wider than the control system and accelerator operation. The
constraintsand rel ati onshi psfrom outside the control system are
such that the databases haveto be considered in thewider context
of the whole project: thisview will be reflected in this paper.

The term database is commonly used to describe many differ-
ent thingsincluding simplefile systems. However, heretheterm
‘database system’ will be used to describe something which sat-
isfies thefollowing:

« astructured collectionof data, held in computer storage, and
the software which is used to access the datain a selective
way. This means that the user can access therelevant data
without having to know how or where the datais stored.

« asystemwhichwill alow concurrent and consistent manip-
ulation of the data by multiple users.

This definition essentialy limits the fidd to commercia
DataBase Management Systems (DBMS).

The size of control systems and the complexity of the dataas-
sociated with them has become a driving force behind the use of
databases. Database technology has reached itsteen age and in
the last few years its performance (and that of the platforms it
runs on) has increased by orders of magnitude, making their use
in control systems a viable option.

Theuse of database systemsinsideacontrol system can reduce
the maintenance burden, improveunderstanding of themachine's
behaviour and lead to improved performance. Furthermore, the
most fundamental benefit which comes with the introduction of
database systems is derived from the creation of a unique source
for the data and thishas far reaching benefits for an organisation.
Inthispaper, theway inwhich database systems areimplemented
and used will bereviewed and their impact on accelerator perfor-
mance will be explored. The requirement for a coherent project-
wide solutionis stressed.

1. DATA MANAGEMENT

Insideevery control system thereisdatadescribing the settings
and performance of the machine; being able to analyse and cor-

relate it is fundamental to improving performance. A coherent
solution to the data management problemisessentia if many of
the goals of accelerator operation are to be achieved.

Datais of littleuseif it cannot be accessed from a variety of
places. Atthe sametime, onerequirestoolsto maintain and anal-
yseit.

Today, commercial DBMS allow access from within control
applicationswrittenin high level languages (C, Fortran etc.) and
at the same timeoffer avariety of interfacesto commercia pack-
ages like data anaysis tools and other databases.

Previously there were often many different data management
systems at an accel erator site and this made control software dif-
ficult to devel op and maintain because it involved diverse meth-
ods to access data. In atraditional system, a control program
might have to address a power converter to find its current set-
tings, an instrument to obtain a measurement and a database to
obtain some calibrations: this could mean three completely dif-
ferent sets of routines within one small control program. The
overheads in maintaining such software are very high: thein-
dividual systems all have to be maintained and when any one
changes it implies changes to the control software as well.

Solutions based on databases where the access to the data is
uniform can solve many of these problems. In addition, the pe-
ripheral problems like file management are greatly smplified.
In some cases the advantage of lower maintenance overheads
outwei ghsperformance degradati onsarising from non-optimised
systems. The database solution satisfies the requirement that a
singledata sourceis available to many users smultaneously ina
heterogeneous environment and once this approach has been ac-
cepted, it leadsto simpler systemswhich can be devel oped faster.
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Figure. 1. A diagram representing some databases one would
typicaly find at an accelerator laboratory and the links amongst
them.
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Although at many accelerator laboratories the database sys-
tems have evolved along with the various activities, the next
generation of machines will feature project-wide, integrated
database systems (see for example [1],[2]). In an accelerator
laboratory there are gigabytes of data concerning personnel,
finance, hardware and software and they are al inter-related;
Figure 1 represents some of these inter-rel ationships, where the
databases could possibly contain the following:

Radiation M easurements, equipment (monitor) descrip-
tionsand calibrations

Finance Purchasing, budgets, interna orders

Stores Catalogue, suppliers

Personnel Names, addresses, phone numbers, contrac-
tual details

Equipment Inventory, procurement, testing,
components, calibrations

Installation Logistics, location of components, planning

Cables Specifications, routing and connections

Survey Position of elements and their evolution

Alarm Descriptions, actions required, history, hier-
archicd information

Acc. Design  Accelerator components and assemblies, ma-
chine definition and historical evolution

On-line Reference settings, actual settings, calibra
tions, data for applications

Measurement Data from instrumentation updated at fre-
guent intervals and kept for relatively short
periods

Logging Long term record of settings and measure-

ments of the accelerator and its environment

Thediagramillustratesthe surprising linksbetween conventional
control system parameters and for example, personnel informa:
tion. Such alink can be understood through thefoll owing exam-
ple: asurveillance program detects an equipment fault; from the
equipment datait can find the name of the person responsible; it
can then deliver the phone numbers of thisperson to theacceler-
ator operator who hasto ensure that the fault isfixed.

The databases are separated according to the various functions
of the laboratory and the different primary users of the informa-
tion. This compartmentalisation is quite natural and necessary,
particularly from the data mai ntenance aspect.

V. SOCIOLOGY

The relationships among data at an accelerator facility cross
many boundariesand it is a challenge to build systems in which
these relationships can be exploited. The easiest way to achieve
it, isfor al databases to be implemented under the same DBMS
or by having DBM Swhich can talk to each other. Inanew project
it is therefore important to reach an agreement on a common
DBMSat an early stage so that devel opmentsin thedifferent dis-
ciplines do not diverge.

Good design is a fundamental requirement for good perfor-
mance from a DBMS and this in turn means that there must be
agood initial information analysis. It has become generally ac-
cepted that flexible and reliable application software needs to be
built by competent engineers who have been trained in appropri-

ate methodologies. The same is true for databases but the tech-
nology is different and different expertiseis required.

In order to achieve the goal of coherent database systemsitis
necessary to reach an agreement at project (or laboratory) man-
agement level onthepolicy. Itisvery easy for someonetobelieve
that the datawith which heisworkingis of no interest to anyone
else and therefore he can use whatever system he has available
to manage it; thisinevitably leads to copies of files, inconsisten-
ciesand incompatibilities. Furthermoreitisnecessary to dlocate
adequate resources, not simply in terms of MIPS and DBMS li-
censes but also in personnel and their training.

Several categories of personnel are required to build and ex-
ploit databases: information analysts, database designers, soft-
ware engineers and people who understand the particular system
(personnel, hardwareetc.). Itisimportant that the peoplewhoun-
derstand the system are responsible for maintaining the data and
thereforethat they have some understanding of database technol -
ogy. It ispossiblethat one person could fulfill al rolesfor apar-
ticular system but it isunlikely that he could cover many more.

V. METHODOLOGY
A. Sarting Point

Every new accelerator project starts with a computer smula-
tion and thisisan ideal point from which to start the data model -
ing and database implementation. The descriptionof thenew ma-
chine contains the names of the major components and the way
in which they must be put together. This information is at the
heart of nearly al other systems: the named components have
some physical properties which form the basis for specifications
for procurement; they have dimensions and positionswhich con-
strainthecivil engineering; the componentshaveto be connected
to acontrol system and so on.

B. Analysis and Design

Many database instances have to be planned at an early stage
in aproject because they concern the hardware and containinfor-
mation about procurement, construction, performance etc., oth-
ers may come at alater date because they concern control data
which are only needed by the application software. In both cases
adetailed analysis of theinformation structuresis essential be-
fore an effective database design can be established.

The analysis associated with the application software should
be aimed at identifying the datawhich is necessary to define the
states of the machine and software (evolution in time as well
as snapshots). This leads to a better understanding of the ma-
chinebehaviour [3]. The procedurerequiresformal methodslike
Structured Analysis and Structured Design (SASD) [4]. Power-
ful datamodeling techniques are incorporated in SASD but they
target the data involved in the software processes and therefore
do not model the project-wide data. For information structures
on the fringes of the control system, like the cable system, other
techniques, such as the Nijssen Information Anaysis Method
(NIAM) [5], are more appropriate.

The fundamental point about this stage in the implementation
isthat analysis and design should be based on formal methods
and supported by CASE tools. A good database design will lead
to robust application software which can be developed rapidly



whilst onthe other hand, asimpleerror in design can easily cause
aDBMSto stop.

C. Object Technology

Object oriented methods have been a feature of accelerator
control systemsfor many years but the mgjority of projects have
been, or are being, built using conventional database technol ogy.
Thereisan increasing interest in using object databases because
they fit well with current software developments. Thisnew type
of database systemisadirectionwhichisbeing exploited by most
vendorsand it is possible that the technology will have reached
maturity intimeto be used in the next generation of accelerators.

VI. IMPLEMENTATION ISSUES
A. Replication

Making copies of the unique source of datais dangerous and
goes against the fundamental principles of database implemen-
tation but it is often necessary for at least some of thedata. The
|atest generation of DBMS providetoolsfor datareplication and
in some cases facilities to re-integrate modified copies. Thisre-
cent development is another feature which has helped the pro-
liferation of DBM S in accelerator |aboratories because it allows
more control over the copied data and automatic procedures for
mai ntenance.

B. Limitations

A DBMSwill never be as fast as a data server purpose-built
for agiven application, but in many applicationsthe DBM S will
be fast enough. The advantages of the DBMS haveledtoan in-
creased range of applicationsin accelerator control with only the
high performance software requiring specia data management.
Even in these cases, non-volatiledataisoften down-loaded from
a DBMS because it is easier to maintain the data there, and at
the same time processed dataiis passed upwardsto be storedina
DBMS.

C. Database Servers

Thefollowingisalist of requirementsfor database servers of
varioustypes:

24 hour availability

Closeto 100% reliability

High performance query server

Very large tables

Mostly write or mostly query

Multi-user, interactive or single user, batch

Reliable production or flexible devel opment environment

It is highly probable that in any project one will want to have a
systemwithhighreliability and availability, for control for exam-
ple, and at the sametimeadevel opment system whichwill almost
certainly crash fairly often. When one adds other systems with
further conflicting requirementsit is clear that asingle server is
unsuitableand one must therefore plan to have severa platforms,
each tuned to satisfy the particular requirements.

VII. DBMS PERFORMANCE
A. Speed

For some years the speed of transactions has been at alevel
wheretheuseof DBM Sinsideacontrol application hasbeen pos-
sible. Today onatypica control system platform, itispossibleto
run simpletransactions (query, update) at rates~ 100 Hz against
quite large tables (> 10* rows). This means that the use of the
database is transparent to the operator for the mgjority of opera-
tions.

B. Sze

Existing DBM S can comfortably handle~ 100 Gigabytesand
the next versions are targeting Terabytes. This development has
enabled huge amounts of datato be stored and mani pul ated with
ease, leadingto interesting new possibilitiesfor analysisand cor-
relation.

The construction of such very large databases requires some
special techniques [6] likefilling al rowsin atable at creation
time (often > 10° rows) and only updating non-indexed rows.
An interesting feature of correlation in very large databases
wheretherowsin different systems do not have one-to-onerda
tionshipswas reported in [6]: it ismuch more efficient to extract
the relevant data and do the correlation in a separate program.
Another difficulty with very large databases concerns backup:
one hasto copy a complete table even if only onerow in severa
million has been updated. Commercial DBMS vendors see very
large databases as an important market for the future and are
therefore improving in these aress.

C. Reliability

In the 1980’s one would not have considered using a DBMS
in amission-critical rolein a control system because they were
too slow and because they were not reliable. This situation has
certainly changed: thewhole of CERN'’saccelerator complex re-
lieson RDBM Sfor operation. The PS and LEP share adatabase
server for on-line control and the Z physics program in LEP re-
lies on data being available in the logging database.

VIII. DISADVANTAGES

Inacontrol system thereare usually anumber of different plat-
forms and a DBMS may not run on dl of them. Thisisamore
serious problemin thelarger machineswhere the number of plat-
forms concerned tends to be larger. The result is that software
running on the non-standard platforms cannot access the datadi-
rectly and different methods (e.g. remote procedure callsor local
files) have to be employed.

Unfortunately there is an overhead associated with the use of
DBMS: asupport infrastructureisrequired because the database
kernel requirestuning, thedisk space managing, backups haveto
be done and the devel opers need advice. Also, as with al com-
mercial software, oneisobligedtoinstall thelatest releasesin or-
der to maintain support from the manufacturer. When there are
multiple platformswith new versions of their operating systems
arriving from time to time, combined with evolving versions of
the DBMS software, the system management isnon trivial.



IX. IMPACT ON ACCELERATOR
PERFORMANCE

A. More Efficient Software

With awell designed datamodel at the heart of the control sys-
tem it iseasy to build generic applications. In LEP, for example,
asingle application isused to make trimsto 90% of the machine
parameters. Another application controls the status of almost all
of the equipment. This obviously reduces the resources required
to build and maintain the applications and providesa simplein-
terface for the operator.

Thewell designed datamodel a so leadsto simplesolutionsfor
many problemse.g. aparticular set of orbit correctorswill often
perform morethan onetask, like closed orbit correctionand alo-
cal orbit bump. Through an understanding of the processesitis
possibletoidentify (and |abel) the datarequired to define thetwo
separate functions and their states, and build structures to store
them. Oncethese two aspects are separately identifiableitispos-
sibleto build asave-and-restore utility which will allow selective
restore of the bump and/or orbit. A good database implementa
tion also makesit possibleto perform many complex actionsand
to easily accommodate new operational requirementsthroughout
the accelerator’slife cycle.

B. SettingsManagement

Every accelerator needs to store and re-create previous runs
but this can rardly be achieved by re-loading a file containing
aparticular set of values. In acollider for example, the perfor-
mance depends on thewhol e history of operationsfrom the start-
ing point before the first beam was injected through accumula-
tion, acceleration, 3-squeezing and so on. Being able to repro-
duceapreviousrun requiresthere-construction of all theactions;
improving it, requires one to be able to modify a subset. Parti-
tioningthedataand being abletoidentify the variouscomponents
by function, state and when they were used, allows selective re-
trieval for re-loadingin the machine —no more thumbing through
the log book to find hand written values or file names.

C. Understanding the Physics

We can use the data to improve our understanding of the
physics of the accelerator by looking at what we have asked the
machine to do and comparing it with beam measurements. A
simple example of this concerns the magnetic model: we set a
giventunevauewhichis converted to magnet strengthsthrough
the model and these in turn are converted to currents for the
power converters through the magnet cdibrations. Analysis of
thisprocess | eads to refinement of themode and therefore better
performance.

Correlation can adso lead to a better understanding of the
physics. A very good example of this was in LEP when there
were unexplained variationsin the beam energy: it was possible
to demonstrate that the magnetic fields were stable but that there
was a correlation with temperature variationsin the tunnel.

D. Building on the Database

Once a database has been set up it becomes possibleto build
applications which use the data and to feed the data into vari-
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Figure. 3. Anaysis of faults in the SPS which caused |oss of
physicsin LEP. The data was recorded in the SPS Database, se-
lected with SQL and plotted using Excel

ous other packages for processing. The immediate spin off from
a database contai ning up-to-date measurements from the instru-
mentation is the ability to make arbitrary displays of beam pa-
rameters for the operators. Furthermore, combining thisand the
control database in an application alows one to close feedback
loops.

Figure 2 showsatypica plot of some datataken fromthe LEP
Measurement Database [7]. The advantage of having a single
repository for the measurement dataisthat the programmer does
not have to know anything about the hardware or how toretrieve
the data from it; he only has to access the database. In fact, a
generic plotting facility based on the measurement database has
been written, and the operator only has to specify what to plot.

Figure3isan exampleof avery different use of thedatastored
inthecontrol system. It showstheresult of an analysisof thefault
history recorded in the SPS stati stics database and demonstrates
the useful ness to managers of the general availability of thedata.

At LEP there have been many performance improvements
which can be directly attributed to the database systems. Indeed



in the Proceedings of the LEP Performance Workshops [8] one
can see that the percentage of graphs and tables derived from
database data has increased from < 5% in 1993 to > 50% in
1995. People are able to access the data from many platforms
and use their own favourite analysis package to process the data
and this encourages them to study the data.

X. CONCLUSIONS

Thecommercia worldhaslong regarded itsinformationstruc-
tures as corporate resources; in acceerator facilities this atti-
tude is becoming more widely accepted. This implies a more
global approach to information services and when properly im-
plemented, leads to greater efficiency throughout the organisa
tion.

It has been theimproved performance of commercial RDBMS
whichhasledtotheir proliferationin control systems. The speed
and capability to handle large volumes of data is now adequate
for many accelerator applications.

A coherent set of databases can be used for design, operation,
mai ntenance and manageria applications. Thisapproach |eadsto
greater efficiency and improved accelerator performance whilst
satisfying awide variety of users but requires project-wide sup-
port and substantial resources.

Applying database technol ogy inthe way described aboveim-
proves the understanding of the physics of an accelerator. At the
same time managers can access performance data and analyse
faults without having to search (or have someone else search)
for data. Finaly, the day-to-day operation of amachine becomes
more reproducible and the complex functionality of an accelera
tor is better controlled.
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